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Abstract

This study tackles the challenges of adversarial

corruption in model-based reinforcement learn-

ing (RL), where the transition dynamics can

be corrupted by an adversary. Existing stud-

ies on corruption-robust RL mostly focus on the

setting of model-free RL, where robust least-

square regression is often employed for value

function estimation. However, the uncertainty

weighting techniques cannot be directly applied

to model-based RL. In this paper, we focus on

model-based RL and take the maximum likeli-

hood estimation (MLE) approach to learn tran-

sition model. Our work encompasses both on-

line and offline settings. In the online setting, we

introduce an algorithm called corruption-robust

optimistic MLE (CR-OMLE), which leverages

total-variation (TV)-based information ratios as

uncertainty weights for MLE. We prove that CR-

OMLE achieves a regret of Õ(
√
T + C), where

C denotes the cumulative corruption level af-

ter T episodes. We also prove a lower bound

to show that the additive dependence on C is

optimal. We extend our weighting technique

to the offline setting, and propose an algorithm

named corruption-robust pessimistic MLE (CR-

PMLE). Under a uniform coverage condition,

CR-PMLE exhibits suboptimality worsened by

O(C/n), nearly matching the lower bound. To

the best of our knowledge, this is the first work

on corruption-robust model-based RL algorithms

with provable guarantees.
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1. Introduction

Reinforcement learning (RL) seeks to find the optimal pol-

icy within an unknown environment associated with re-

wards and transition dynamics. A representative model for

RL is the Markov decision process (MDP) (Sutton & Barto,

2018). While numerous studies assume static rewards and

transitions, the environments in real-world scenarios are

often non-stationary and vulnerable to adversarial corrup-

tion. For instance, autonomous vehicles frequently fall vic-

tim to misled navigation caused by hacked maps and ad-

versarially contaminated traffic signs (Eykholt et al., 2018).

Similarly, in smart healthcare systems, an adversary with

partial knowledge can easily manipulate patient statuses

(Nanayakkara et al., 2022). Under this situation, standard

RL algorithms often fail to find policies robust to such ad-

versarial corruption. Therefore, how to identify the opti-

mal policies against adversarial corruption has witnessed a

flurry of recent investigations.

In this work, we focus on the scenario where the ad-

versary can manipulate the transitions before the agent

observes the next state. Achieving a sub-linear regret

bound under transition corruption has been shown to be

computationally challenging with full information feed-

back (Abbasi Yadkori et al., 2013), and even information-

theoretically challenging with bandit feedback (Tian et al.,

2021). Therefore, a series of studies have introduced con-

straints on the level of corruption, such as limiting the frac-

tion of corrupted samples (Zhang et al., 2022) or the cu-

mulative sum of corruptions over T rounds (Lykouris et al.,

2018; Gupta et al., 2019; He et al., 2022; Ye et al., 2023a;b;

Yang et al., 2023). While these works exhibit a sub-linear

regret bound, to the best of our knowledge, existing works

all focus on the setting of model-free RL, where the agent

directly learns a policy or a value function from the experi-

ences gained through interactions.

In contrast to model-free RL, in model-based RL, the agent

learns an explicit model of the environment and utilizes

this model for decision-making. This paradigm not only ex-

empts from Bellman completeness (Jin et al., 2021) (which

is a standard assumption for model-free RL) but also has

demonstrated impressive sample efficiency in both theories

(Kearns & Singh, 2002; Brafman & Tennenholtz, 2002;
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Auer et al., 2008; Sun et al., 2019; Agarwal & Zhang,

2022) and applications (Chua et al., 2018; Nagabandi et al.,

2020; Schrittwieser et al., 2020), such as robotics

(Polydoros & Nalpantidis, 2017) and autonomous driv-

ing (Wu et al., 2021). In the online setting, one of the

most representative frameworks is Optimistic Maximum

Likelihood (OMLE) (Liu et al., 2023a). This framework

establishes a confidence set based on log-likelihood and

selects the most optimistic model within the confidence set.

However, how to make model-based RL provably robust

against adversarial corruption remains an open problem.

In this paper, we resolve this open problem in both online

and offline settings with a general function approximation.

For simplicity, we assume that the reward is known and

mainly focuses on learning the transition, which is both un-

known and subject to corruption. In particular, we first in-

troduce a cumulative measure for the corruption level of the

transition probabilities.

In the online setting, to enhance the resilience of ex-

ploitation and exploration to potential corruption, we inte-

grate OMLE with a novel uncertainty weighting technique.

Distinct from previous works (He et al., 2022; Ye et al.,

2023a;b) in the bandits or model-free RL that characterize

uncertainty with rewards or value functions, we character-

ize the uncertainty with the probability measure of transi-

tions. More specifically, we define the uncertainty as a total-

variation (TV)-based information ratio (IR) between the

current sample and historical samples. Notably, the intro-

duced IR resembles the eluder coefficient in Zhang (2023).

The samples with higher uncertainty are down-weighted

since they are more vulnerable to corruption. Additionally,

similar to Liu et al. (2023a), we quantify the complexity of

the model class M with TV -based eluder dimension and

establish a connection between the TV-based eluder dimen-

sion and the cumulative TV-based IR following Ye et al.

(2023a) (by considering uncertainty weights).

In addition to the online setting, we further apply the uncer-

tainty weighting technique to the offline learning scenario,

and employ pessimistic MLE with uncertainty weights.

Contributions. We summarize our contributions as fol-

lows.

• For the online setting, we propose an algorithm CR-

OMLE (Corruption-Robust Optimistic MLE) by integrat-

ing uncertainty weights with OMLE. This algorithm en-

joys a regret bound of Õ(H logB
√
T log |M|ED+CH ·

ED), whereH is the episode length,B is an upper bound

of transition ratios, T is the number of episodes, |M| is

the cardinality of the model class, ED is the eluder di-

mension, and C is the corruption level over T episodes.

Moreover, we construct a novel lower bound of Ω(HdC)
for linear MDPs (Jin et al., 2020) with dimension d. As a

result, the corruption-dependent term in the upper bound

matches the lower bound, when reduced to the linear set-

ting. These results collectively suggest that our algorithm

is not only robust to adversarial corruption but also near-

optimal with respect to the corruption level C.

• For the offline setting, we propose an algorithm

CR-PMLE (Corruption-Robust Pessimistic MLE)

and demonstrate that, given a corrupted dataset

with an uniform coverage condition, the sub-

optimality of the policy generated by this algo-

rithm against the optimal policy can be upper

bounded by Õ(H logB
√
log |M|/(TCov(M,D)) +

CH/(TCov(M,D))), where T is the number of

trajectories, Cov(M,D) is the coverage coefficient with

respect to model class M and dataset D. Furthermore,

we establish a lower bound of Ω
(
C/(T · Cov(M,D))

)

for the suboptimality within the linear MDP region.

Remarkably, the corruption-dependent term in the

upper bound aligns closely with the lower bound up

to H . It is also worth noting that this is also the first

provable model-based offline RL algorithm even without

considering the corruption.

Notation. For two probabilities P1, P2, we denote the

total variation and the Hellinger distance of P1 and P2

by TV(P1‖P2) = ‖P1 − P2‖1/2 and H(P1‖P2)
2 =

Ez∼P1
(
√

dP2/dP1 − 1)2. We use the short-hand notation

z = (x, a) for (x, a) ∈ X ×A when there is no confusion.

For two positive sequences {f(n)}∞n=1, {g(n)}∞n=1, we say

f(n) = O(g(n)) if there exists a constant C > 0 such that

f(n) ≤ Cg(n) for all n ≥ 1, and f(n) = Ω(g(n)) if there

exists a constant C > 0 such that f(n) ≥ Cg(n) for all

n ≥ 1. We use Õ(·) to omit polylogarithmic factors.

2. Related Work

Corruption-Robust Bandits and RL. The adversarial cor-

ruption is first brought into multi-armed bandit problems

by Lykouris et al. (2018), where rewards face attacks by ct
in each round, with the cumulative corruption level over

T rounds represented as C =
∑T

t=1 |ct|. A regret lower

bound of o(T ) + O(C) was constructed by Gupta et al.

(2019), illustrating that an “entangled” relationship be-

tween T and C is ideal. Subsequently, the corruption was

extended to linear contextual bandits by Bogunovic et al.

(2021); Ding et al. (2022); Foster et al. (2020); Lee et al.

(2021); Zhao et al. (2021); Kang et al. (2023). However,

these approaches either obtain sub-optimal regret bounds

or necessitate additional assumptions. He et al. (2022) first

achieved a regret bound that matches the lower bound by

utilizing an uncertainty weighting technique. Turning to

MDPs, the corruption in transitions triggers considerable

interest. Wu et al. (2021) first studied corruption on re-

wards and corruption simultaneously for tabular MPDs.
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Later, a unified framework to deal with unknown corrup-

tion was established by Wei et al. (2022), involving a weak

adversary who decides the corruption amount for each ac-

tion before observing the agent’s action. Subsequently,

Ye et al. (2023a;b) extended the uncertainty weighting tech-

nique from He et al. (2022) to RL with general function

approximation for both online and offline settings respec-

tively, aligning with the lower bound in terms of the

corruption-related term. However, previous works all fo-

cused on the model-free setting, where models are learned

via regression. Notably, corruption in the model-based set-

ting, where the models are learned via maximum likelihood

estimation (MLE), remains an unexplored area in the liter-

ature.

Model-Based RL. There is an emerging body of literature

addressing model-based RL problems, from tabular MDPs

(Kearns & Singh, 2002; Brafman & Tennenholtz, 2002;

Auer et al., 2008) to rich observation spaces with linear

function approximation (Yang & Wang, 2020; Ayoub et al.,

2020). Extending beyond linear settings, recent studies

(Sun et al., 2019; Agarwal et al., 2020; Uehara et al., 2021;

Du et al., 2021; Agarwal & Zhang, 2022; Wang et al.,

2023; Liu et al., 2023a; Foster et al., 2021; Zhong et al.,

2022b; Chen et al., 2022) have explored general function

approximations. Simultaneously, a parallel line of re-

search has focused on the model-free approach with gen-

eral function approximations (Jin et al., 2021; Jiang et al.,

2017; Chen et al., 2022; Zhang, 2023; Agarwal et al.,

2023; Zhao et al., 2023; Di et al., 2023; Liu et al., 2023b).

Among the works, the most relevant one to ours is Liu et al.

(2023a), who makes optimistic estimations via a log-

likelihood approach and generalizes an eluder-type con-

dition from Russo & Van Roy (2013). Despite numerous

works on online model-based RL problems, to the best of

our knowledge, there is still a gap in the literature regarding

a theoretical guarantee for offline model-based RL.

Distributional Robust RL. Our work shares the same

goal of robustness with another line of work, called dis-

tributional robust RL, which formulates the uncertainty

of the transitions as an uncertainty set (Roy et al., 2017;

Badrinath & Kalathil, 2021; Wang & Zou, 2021) or a set of

distributions surrounding the nominal models (Zhou et al.,

2021; Shi et al., 2024; Clavier et al., 2023). In this setting,

there is no corruption during the training process or explo-

ration phase, and the aim is to find a robust policy that

maintains a near-optimal policy when there exists a small

distributional shift between the training and real environ-

ments. In comparison, our work focuses on cases where

the training data is corrupted, and we aim to identify the

optimal policy for the hidden environment even with a few

corrupted observations. Hence, these two categories of

works study different notions of robustness and have dif-

ferent challenges.

3. Preliminaries

Consider an episodic MDP(X ,A, H,P, r) specified by a

state space X , an action space A, the number of transition

stepsH , a group of transition models P = {Ph : X×A →
∆(X )}Hh=1 and a reward function r = {rh : X × A →
R}Hh=1. Given a policy π = {πh : X → ∆(A)}Hh=1,

we define the Q-value and V -value functions as the cu-

mulative sum of rewards from the h-th step for policy π:

Qh
π(x, a) =

∑H
h′=h E

∗
π[r

h′

(xh
′

, ah
′

) |xh = x, ah = a],

V h
π (x) =

∑H
h′=h E

∗
π[r

h′

(xh
′

, ah
′

) |xh = x]. For simplic-

ity, we assume that the reward function r is known and is

normalized:
∑H

h=1 r
h(xh, ah) ∈ [0, 1]. Hence, we can

delve into learning the transition model by interacting with

the system online or using offline data.

In model-based RL, we consider an MDP model class M.

Without loss of generality, we assume that the class M has

finite elements. Note that the finite class assumption is only

to simplify the analysis. We can extend the proof to an in-

finite model class by taking a finite covering. Each model

M ∈ M depicts transition probability Ph
M (xh+1|x, a). We

use E
M [·] to represent the expectation over the trajectory

under transition probability Pπ
M , V π

M andQπ
M to denote the

V -value and Q-value function of model M and policy π,

and πM = πQM
to denote the optimal policy for the model

M . Then, we short-notate V πM ,h
M and QπM ,h

M as V h
M and

Qh
M . Additionally, we suppose that there exists an under-

lying true model M∗ ∈ M such that the true transition

probability is Ph
M∗

(xh+1|xh, ah), and use the short-hand

notation Ph
∗ = Ph

M∗ and E
∗[·] = E

M∗ [·]. Given a model

M , the model-based Bellman error is defined as

Eh(M,xh, ah)

= Qh
M (xh, ah)−Rh

∗(x
h, ah)− E

∗[V h+1
M (xh+1)|xh, ah]

= E
M [V h+1

M (xh+1)|xh, ah]− E
∗[V h+1

M (xh+1)|xh, ah].

For analysis, we assume that for any model M ∈ M,

the ratio between transition dynamic PM and P∗ is upper-

bounded.

Assumption 3.1. There exists a constant B > 0 such that

sup
h∈[H],M∈M

max

{∥∥∥ P
h
∗

Ph
M

∥∥∥
∞

∥∥∥P
h
M

Ph
∗

∥∥∥
∞

}
≤ B.

Online Learning. In online learning, an agent inter-

acts with the environment iteratively for T rounds with

the goal of learning a sequence of policy {πt}Tt=1 that

minimize the cumulative suboptimality: Reg(T ) =∑T
t=1

[
V 1
∗ (x

1
t )− V 1

πt
(x1t )

]
.

To depict the structure of the model space M, we introduce

the model-based version of the eluder dimension similar to

Russo & Van Roy (2013); Liu et al. (2023a).
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Definition 3.2 (ǫ-Dependence). For an ǫ > 0, we

say that a point z is ǫ-dependent on a set Z with

respect to M if there exists M,M ′ ∈ M such

that
∑

z′∈Z |tv(Ph
M (·|z′)‖Ph

M ′(·|z′))|2 ≤ ǫ2 implies

|tv(Ph
M (·|z)‖Ph

M ′(·|z))| ≤ ǫ.

This dependence means that a small in-sample error leads

to a small out-of-sample error. Accordingly, we say that z
is ǫ-independent of Z if it is not ǫ-dependent of Z .

Definition 3.3 (TV-Eluder Dimension). For a model class

M, an ǫ > 0, the TV-eluder dimension ED(M, ǫ) is the

length n of the longest sequence {z1, . . . , zn} ⊂ X × A
such that for some ǫ′ ≥ ǫ and all h ∈ [H], i ∈ [n], zi is ǫ′

independent of its predecessors.

Particularly, Liu et al. (2023a) also defines the TV-eluder
condition. The distinction lies in their consideration of
a sequence of policies, while we focus on a sequence of
state-action samples. In Theorems D.1 and D.2, we offer
examples of tabular and linear MDPs where the TV-eluder
dimension can be bounded. To facilitate analysis, we for-
mulate the TV-norm version of the eluder coefficient draw-
ing inspiration from the approach of Zhang (2023). Given

a model class M′, sample set Sh
t = {zhs }ts=1 and some es-

timator M̄t from Sh
t (will be specified by later algorithms),

the information ratio (IR) between the estimation error and
the training error within M′ with respect to M̄t is

Ih(λ,M′,Sh
t ) = min

{
1, sup

M∈M′

lht (M, M̄t)√
λ+

∑t−1
s=1 l

h
s (M, M̄t)2

}
,

(1)

where lht (M,M ′) denotes TV(Ph
M (·|zht )‖Ph

M ′(·|zht )). We

use the linear MDP as an example to illustrate IR. If

the transition can be embedded as Ph
M (xh+1|zh) =

νh(M,xh+1)⊤φh(zh), according to Example D.3, the IR

can be reduced to

min
{
1, ‖φh(zh)‖(Σh

t )
−1

}
,

where Σh
t =

∑t−1
s=1 φ

h(zhs )φ
h(zhs )

⊤. Intuitively, this quan-

tity represents the uncertainty of vector νh(M,xh+1) in the

direction of φ(zht ). After observing the state-action pair

(xht , a
h
t ) in each round, an adversary corrupts the transition

dynamics from Ph
∗ to Ph

t and the agent receives the next

state xh+1
t induced by Ph

t (·|xht , aht ). To measure the cor-

ruption level, we define cumulative corruption.

Definition 3.4 (Corruption Level). We define the corrup-

tion level C as the minimum value that satisfies the follow-

ing property: For the sequence {xht , aht }T,H
t,h=1 chosen by

the agent and each stage h ∈ [H],

cht = cht (x
h
t , a

h
t ) = sup

xh+1∈∆t(X )

∣∣∣P
h
t (x

h+1|xht , aht )
P∗(xh+1|xht , aht )

− 1
∣∣∣,

T∑

t=1

cht ≤ C,

where ∆t(X ) is the support of Ph
∗ (·|xht , aht ).

We use E
t to denote expectations evaluated in the cor-

rupted transition probability Pt. Note that Ph
t (·|xht , aht )

and Ph
∗ (·|xht , aht ) have the same support, i.e., the adversary

cannot make the agent transfer to a state that is impossible

to be visited under P∗.

Offline Setting. For offline environment, the agent inde-

pendently collects T trajectories D = (xht , a
h
t , r

h
t )

T,H

i,h=1

during the data collection process. For each trajectory

t ∈ [T ], an adversary corrupts the transition probability

to Ph
t (·|xht , aht ) after observing (xht , a

h
t ). The corruption

level C is measured in the same way as in Definition 3.4.

The only difference is that corruption occurs during the col-

lection process. The goal is to learn a policy π̂ such that

the suboptimality with respect to the uncorrupted transition

is sufficiently small:

SubOpt(π̂, x1) = V h
∗ (x1)− V h

π̂ (x1).

4. Online Model-based RL

In this section, we will first present a novel uncertainty

weighting technique tailored for model-based RL, followed

by the corruption-robust model-based online RL algorithm

and its analysis.

4.1. Uncertainty Weighting for Model-based RL

In this subsection, we will illustrate how our uncertainty-

weighting technique differs from the one for model-free RL.

The main difficulty arises from the different estimators ap-

plied by these two settings. In model-free RL, we estimate

the value functions using a value target regression. In con-

trast, for model-based RL, we directly estimate the hidden

transition probability with MLE.

In detail, for model-free RL, let f∗ be the uncorrupted

true value function and f̂ be the least squares estima-
tor with weights σs. The corruption term can be di-
rectly decomposed as the multiplication between uncer-

tainty Us = supf∈F
|f̂(zs)−f(zs)|√

λ+
∑t

j=1(f̂(zj)−f(zj))2/σj

and cor-

ruption (Ye et al., 2023a;b):

t∑

s=1

(f̂(zs)− f∗(zs))
2

σs
=

t∑

s=1

(f̂(zs)− ys)
2 − (f∗(zs)− ys)

2

σs

+ 2
t∑

s=1

(f̂(zs)− f∗(zs))ǫs
σs

+ 2
t∑

s=1

Uscs
σs
· β

︸ ︷︷ ︸
Corruption term

.

By choosing σs ≥ Us/α, we can convert the corruption

term to αCβ. To conclude, only if we transform the cor-

ruption term into the multiplication between uncertainty Us
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and corruption cs, can the uncertainty-related weights can-

cel Us and bring in a small hyper-parameter α.

While for model-based RL, it is difficult to decompose the
corruption term as the multiplication between uncertainty
and corruption terms from the log-likelihood, especially
when uncertainty is based on the total variation (TV) norm.
Specifically, let PM be the estimated probability, P∗ be
the true probability, and Pt be the corrupted probability
at round t. Neglecting the upscript h for convenience, we
write:

E
1

σs
log

√
dPM̂ (x|zs)

dP∗(x|zs)
=

1

σs

∫
dP∗(x|zs) log

√
dPM̂ (x|zs)

dP∗(x|zs)
︸ ︷︷ ︸

Uncorrupted term

+
1

σs

∫
(dPs(x|zs)− dP∗(x|zs)) log

√
dPM̂ (x|zs)

dP∗(x|zs)
︸ ︷︷ ︸

Corrupted term

.

To make the corrupted term a multiplication between uncertainty
and corruption, we use log x ≤ x− 1 and decompose the integra-
tion into two regions according to whether dPs − dP∗ is positive
or not. Then, we deal with the variance similarly and use Assump-
tion 3.1 and the Freedman inequality to obtain

E

t−1∑

s=1

1

σh
s

log

√
dPh

M̄t
(xh+1|zhs )

dPh
∗ (xh+1|zhs )

. −

t−1∑

s=1

TV
(
Ph
∗ (·|z

h
s )
∥∥Ph

M̄t
(·|zhs )

)2

σh
s

+

t−1∑

s=1

chsUs(z
h
s )β

σh
s

︸ ︷︷ ︸
Corruption Term

,

where we use . to omit constants for conciseness, and Us is the

uncertainty defined in (4). Therefore, our new technique makes it

possible for an TV-based uncertainty weight to control the corrup-

tion term.

4.2. Algorithm: CR-OMLE

We propose Algorithm 1 for the online episodic learn-

ing setting. In each round t, after observing an initial

state x1t , the agent follows the principle of optimism and

selects the model Mt from the confidence set Mt to

maximize the value function V 1
M (x1t ). Subsequently, the

agent follows the greedy policy πt to collect a trajectory

{(xht , aht , rht )}Hh=1. In constructing the confidence set, the

agent initially learns M̄t+1 by maximizing the weighted

log-likelihood, where the weight σh
t is a truncated variant

of the Information Ratio (IR) (1), referred to as uncertainty

σh
t = max

{
1,

1

α
Ut(x

h
t , a

h
t )
}
, (3)

where the hyper-parameter α > 0 is inversely proportional
to the corruption level, and we define uncertainty as the

Algorithm 1 Corruption-Robust Optimistic MLE (CR-

OMLE)

1: Input:M1 =M and D = {}.
2: for t=1,. . . ,T do
3: Observe x1

t ;
4: Construct Mt = argmaxM∈Mt

V 1
M (x1

t );

5: Let πt be the greedy policy of V 1
Mt

;

6: Collect new trajectory {x1
t , a

1
t , r

1
t , . . . , x

H
t , aH

t , rHt } and
update it into D;

7: Set σh
t as (3), and calculate

M̄t+1 = argmax
M′∈Mt

t∑

s=1

H∑

h=1

logPh
M′(xh+1

s |xh
s , a

h
s )

σh
s

;

8: Find β and construct the confidence setMt+1 as

{
M ∈Mt : ∀ h ∈ [H],

t∑

s=1

logPh
M (xh+1

s |xh
s , a

h
s )

σh
s

≥
t∑

s=1

logPh
M̄t+1

(xh+1
s |xh

s , a
h
s )

σh
s

− β2
}
. (2)

9: end for

Information Ratio (IR) with weights:

Ut(x
h
t , a

h
t )

= sup
M∈Mt

TV
(
Ph
M (·|xh

t , a
h
t )‖P

h
M̄t

(·|xh
t , a

h
t )
)

√
λ+

∑t−1
s=1 TV

(
Ph
M (·|xh

s , ah
s )‖P

h
M̄t

(·|xh
s , ah

s )
)2
/σh

s

.

(4)

Subsequently, the confidence set is a subset of Mt that

introduces a β2-relaxation to the maximum of the log-

likelihood as shown in (2).

Computation Efficiency. If the model class is finite

or has a finite cover with cardinality M , the computa-

tional complexity is MTH since in Line 4 and 7 of Al-

gorithm 1, we have to search over also the components

in the model class. If the model class is complicated, we

have to acknowledge that methods like version space meth-

ods (Liu et al., 2023a; Jiang et al., 2017; Wang et al., 2023;

Jin et al., 2021), which construct a confidence set, face

computational drawbacks as they are computationally in-

efficient. However, practical algorithms may only need to

leverage the insight that optimism is helpful and may not

require such thorough exploration. Instead, we could con-

struct a bonus and add it to the value function, and then

choose the greedy policy for the optimistic value function

(Curi et al., 2020).

When computing the weights, calculating the uncertainty

quantity in practical scenarios is the main difficulty. In-

spired by Ye et al. (2023b), we can approximate the un-

certainty by ”bootstrapped uncertainty”. The intuition is

that if the transition probability can be embedded into a

5
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vector space Ph
M (xh+1|zh) = νh(M,xh+1)⊤φh(zh). Ac-

cording to Example D.3, the uncertainty can be reduced

to ‖φh(zh)‖(Σh
t )

−1 , where the covariance matrix Σh
t =∑t−1

s=1 φ
h(zhs )φ

h(zhs )
⊤. Hence, from Ye et al. (2023b), the

bootstrapped variance (called bootstrapped uncertainty) is

an estimation of the uncertainty. To compute the boot-

strapped uncertainty, we first learn K transition probabil-

ities independently with different seeds. Then, we take

the uncertainty estimation as
√

Vari=1,...,K [PMk
(z)]. We

leave the development of practical algorithms as future

work.

4.3. Regret Bounds

The following two theorems offer theoretical guarantees for

the upper and lower bounds of regret under the CR-OMLE

algorithm.

Theorem 4.1 (Upper Bound). Under Assumption 3.1,

given a finite eluder dimension ED(M, ǫ), if we choose

β = 5
√
log(|M|/δ) log2B + 7αC and λ = log |M|,

α =
√

log |M| log2B/C, with probability at least 1 − δ,

the regret of Algorithm 1 is upper bounded by

Reg(T ) =Õ
(
H logB

√
T log |M|ED(M,

√
λ/T )

+ CH · ED(M,
√
λ/T )

)
.

This regret bound consists of two parts. The main

part H(T logB log |M|ED(M,
√
λ/T ))1/2 is unrelated

to corruption and matches the bound for OMLE (Liu et al.,

2023a). According to Theorem D.2, in the linear MDP set-

ting with d dimensions, ED(M,
√
λ/T ) = O(d). Thus,

the regret reduces to Õ(H logB
√
Td log |M| + CHd),

where the corruption part CHd also matches the lower

bound from Theorem 4.2. We can achieve sub-linear re-

gret when the corruption level is sub-linear. We highlight

the proof sketch in the sequel and delay the detailed proof

to Appendix A.1.

Theorem 4.2 (Lower Bound). For any dimension d ≥ 2,

stage H ≥ 3 and a known corruption level C > 0, if the

number of episode T satisfied T ≥ Ω(dCH + H2), there

exists an instance such that any algorithm must incur (H−
2)(d− 1)C/64 expected regret.

Remark 4.3. It is noteworthy that the lower bound in The-

orem 4.2 matches the corruption term dCH in our upper

bound, up to logarithmic factors. This result suggests that

our algorithm is optimal for defending against potential ad-

versarial attacks. Furthermore, for any algorithm, the re-

gret across the first T episodes is limited to no more than

Ω(T ). In this situation, the requirement that the number

of episodes T > Ω(dCH) is necessary to achieve a lower

bound of Ω̃(dCH). The proof is available in Appendix

A.2.

Unknown Corruption Level Since it is hard to know the

corruption level ahead of time, we discuss the solution for

the unknown corruption level. Note that only the choice

of parameter α =
√

log |M| log2B/C requires the knowl-

edge of C, so we following He et al. (2022) to replace C
in α by a predefined corruption tolerance threshold C̄. As

long as the actually corruption level C is no more then than

the tolerance threshold C̄, we can still obtain a non-trivial

regret bound.

Theorem 4.4 (Unknown Corruption Level). Under

the same conditions as Theorem 4.1, let βh
t =

Θ(
√

log(|M|/δ) log2B) and α =
√
log |M|/C̄. If C ≤

C̄, we have with probability at least 1− δ,

Reg(T ) =Õ
(
H logB

√
T log |M|ED(M,

√
λ/T )

+ C̄H · ED(M,
√
λ/T )

)
.

On the other hand, if C > C̄, we have Reg(T ) = Õ(T ).

Remark 4.5. Theorem 4.4 establishes a trade-off between

adversarial defense and algorithmic performance. Specifi-

cally, a higher predefined corruption tolerance threshold C̄
can effectively fortify against a broader spectrum of attacks.

However, this advantage comes at the cost of a more sub-

stantial regret guarantee. For a notable case, when we set

C̄ =
√
T log |M|/ED(M,

√
λ/T ), our algorithm demon-

strates a similar performance as the no corruption case,

even in the absence of prior information, within the spec-

ified region of C ≤ C̄. We defer the proof to Appendix

A.3.

4.4. Proof Sketch.

We provide the proof sketch for Theorem 4.1, which con-

sists of three key steps.

Step I. Regret Decomposition. Following the optimism

principle, we can decompose regret as the sum of Bellman

errors and corruption:

Reg(T ) ≤
T∑

t=1

E
t
πt

H∑

h=1

Eh(Mt, z
h
t ) +

T∑

t=1

E
t
πt

H∑

h=1

cht (x
h, ah).

The summation of corruption occurs because, when trans-

forming the regret into Bellman error, we must consider

the Bellman error under the distribution of real data, i.e.,

the corrupted one.

Step II. Confidence Set for Optimism. To ensure that

the true, uncorrupted model M∗ belongs to the confidence

6
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set Mt, we demonstrate in the following lemma that M∗

satisfies (2). Moreover, for any M ∈ Mt, the in-sample

error is bounded.

Lemma 4.6 (Confidence Set). Under Assumption 3.1, if we

choose β = 5
√
log(|M|/δ) log2B + 7αC in Algorithm 1,

then with probability at least 1− δ, for all h ∈ [H] and all

t ∈ [T ], M∗ ∈ Mt, we have

t−1∑

s=1

TV(Ph
∗ (·|xhs , ahs )‖Ph

M̄t
(·|xhs , ahs ))2/σh

s ≤ 2β2.

Moreover, for any M ∈ Mt, with probability at least 1− δ,

we have

t−1∑

s=1

TV(Ph
M (·|xhs , ahs )‖Ph

M̄t
(·|xhs , ahs ))2/σh

s ≤ 4β2.

The key ideas of the analysis are presented in Subsection

4.1, and we postpone the detailed explanation to Appendix

C.1.

Step III. Bounding the sum of Bellman Errors. Finally,
by combining the results derived from the first two steps
and categorizing the samples into two classes based on

whether σh
t > 1, we obtain an upper bound on the regret:

Õ

(√√√√TH log |M|

H∑

h=1

sup
ST

T∑

t=1

Et
πt

(
Ihσ (λ,Mt,St)

)2

+ C
H∑

h=1

sup
ST

T∑

t=1

E
t
πt

(
Ihσ (λ,Mt,St)

)2
)
,

where we define the weighted form of IR:

Ihσ (λ,M,Sh
t ) = min

{
1, sup

M∈Mt

TV(Ph
M (·|zht )‖P

h
M̄t

(·|zht ))/(σ
h
t )

1/2

√
λ+

∑t−1
s=1 TV(Ph

M (·|zhs )‖P
h
M̄t

(·|zhs ))2/σh
s

}
. (5)

Moreover, to establish an instance-independent bound, we

follow Ye et al. (2023a) to demonstrate the relationship be-

tween the sum of weighted Information Ratio (IR) concern-

ing dataset St = zhs
t

s=1 and the eluder dimension:

sup
Sh
T

T∑

t=1

Ihσ (λ,M,St)
2 = Õ(ED(M,

√
λ/T )),

which leads to the final bound.

5. Offline Model-based RL

In this section, we will extend the uncertainty weighting

technique proposed in 4 to the setting of offline RL, and

propose a corruption-robust model-based offline RL algo-

rithm and its analysis.

5.1. Algorithm: CR-PMLE

Algorithm 2 Corruption-Robust Pessimistic MLE (CR-

PMLE)

1: Input: D = {(xh
t , a

h
t , r

h
t )}

T,H
t,h=1,M.

2: For h = 1, . . . , H , choose weights {σh
t }

T
t=1 by proceeding

Algorithm 3 with inputs {(xh
t , a

h
t )}

T
t=1,M, α;

3: Let

M̄ = argmax
M∈M

T∑

t=1

H∑

h=1

(σh
t )

−1 logPh
M (xh+1

t |xh
t , a

h
t );

4: Find β and construct confidence set M̂

{
M ∈M : ∀ h ∈ [H],

T∑

t=1

logPh
M (xh+1

t |xh
t , a

h
t )

σh
t

≥

T∑

t=1

logPh
M̄ (xh+1

t |xh
t , a

h
t )

σh
t

− β2
}
;

5: Set (π̂, M̂) = argmaxπ∈Π minM∈M̂
V 1
M,π;

6: Output: {π̂h}Hh=1.

In the offline learning setting, we introduce our algorithm,

Corruption-Robust Pessimistic MLE, shown in Algorithm

2. In this algorithm, we also estimate the model by maxi-

mizing the log-likelihood with uncertainty weights and con-

structing the confidence set M̂. To address the challenge

that weights cannot be computed iteratively in rounds, as in

the online setting, we adopt the weight iteration algorithm

(Algorithm 3) from Ye et al. (2023b) to obtain an approxi-

mated uncertainty. They prove that this iteration will con-

verge since the weights are monotonically increasing and

upper-bounded. Moreover, as long as the weights σh
t are

in the same order as the truncated uncertainty, the learning

remains robust to corruption. For completeness, we present

the convergence result in Lemma B.1.

Algorithm 3 Uncertainty Weight Iteration

1: Input: {(xh
t , a

h
t )}

T
t=1,M,α > 0.

2: Initialization: k = 0, σ0
t = 1, t = 1, . . . , T .

3: repeat
4: k ← k + 1;
5: For t = 1, . . . , T , let

σk
t ← max

(
1, sup

M,M′∈M

lht (M,M ′)/α√
λ+

∑T
s=1 l

h
s (M,M ′)2/σk−1

s

)
;

6: until maxt∈[T ] σ
k
t /σ

k−1
t ≤ 2;

7: Output: {σk
t }

T
t=1.

To consider the case where the offline data lacks full cov-
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erage, we proceed with pessimism and tackle a minimax

optimization

(π̂, M̂) = argmax
π∈Π

min
M∈M̂

V π
M,π,

which shares a similar spirit with the model-free literature

(Xie et al., 2021).

5.2. Analysis

In this subsection, we first provide an instance-dependence

suboptimality upper bound. Then, we can obtain an

instance-independent bound under the uniform coverage

condition. Finally, we present a lower bound under the uni-

form coverage condition, which aligns with the corruption

term in the upper bound.

Instance-Dependent Bound. To facilitate analysis, we

define the offline variant of IR (1) as follows.

Definition 5.1. Given an offline dataset D, for any initial
state x1 = x ∈ X , the information coefficient with respect

to space M̂ is:

ICσ(λ,M̂,D)

= max
h∈[H]

Eπ∗

[
sup

M,M′∈M̂

T · lh(M,M ′, zh)2/σh(zh)

λ+
∑T

t=1 l
h
t (M,M ′)2/σh

t

]
,

where we define lh(M,M ′, zh) =
TV(Ph

M (·|zh)‖Ph
M ′(·|zh)), Eπ∗

is taken with respect

to (xh, ah) induced by policy π∗ for the uncorrupted
transition, and we define

σh(zh) = max

{
1, sup

M,M′∈M̂

lh(M,M ′, zh)/α√
λ+

∑T
t=1 l

h
t (M,M ′)2/σh

t

}
.

This coefficient depicts the information ratio of the trajec-

tory for the optimal policy π∗ and the dataset. Now, we can

demonstrate an instance-dependent bound, where uniform

data coverage is not required.

Theorem 5.2 (Instance-Dependent Bound). Suppose that

Assumption 3.1 holds. Under Algorithm 2, if we choose

λ = log |M|, α =
√
log |M| log2B/C and

β = 5

√
log(|M|/δ) log2B + 7αC.

Then, with probability at least 1 − 2δ, the sub-optimality
SubOpt(π̂, x) is bounded by

Õ

(
H logB

√
ICσ(λ,M̂,D) log |M|

T
+

ICσ(λ,M̂,D)CH

T

)
,

where the weighted information coefficient ICσ(λ,M̂,D)
is defined in Definition 5.1.

This bound depends on the information coefficient with un-

certainty weights along the trajectory induced by π∗. To

remove the weights σh
t from the suboptimality bound, we

need a stronger coverage condition.

We present the proof in Appendix B.1, and highlight key

points here. The proof also contains three steps. First of all,

with pessimism, the suboptimality can be decomposed as

Eπ∗

H∑

h=1

Eh(M̂, zh) ≤ Eπ∗

H∑

h=1

TV(Ph
M̂
(·|zh)‖Ph

M∗
(·|zh)).

Given the proximity of the weights σh
t to uncertainty

measures, we can modify Lemma 4.6 to achieve β =

Θ(
√
log(|M|/δ) log2B + αC) for δ > 0. This modi-

fication allows us to establish the high-probability inclu-

sion of M∗ in M̂. Ultimately, by integrating the initial

two steps and leveraging the relationship between uncer-

tainty weights and the information coefficient, we derive

the bound.

Instance-Independent Bound. To obtain an instance-

independent upper bound, we follow Ye et al. (2023b) to

introduce a TV-norm-based version of the coverage condi-

tion for the dataset.

Assumption 5.3 (Uniform Data Coverage). Define the

measure for any M,M ′ ∈ M, ρh(M,M ′) =
supz TV(Ph

M (·|z)‖Ph
M ′(·|z)). There exists a constant

Cov(M,D) such that for any h ∈ [H], and two distinct
M,M ′ ∈ M,

1

T

T∑

t=1

TV(Ph
M (·|zht )‖P

h
M′(·|zht ))

2 ≥ Cov(M,D)
(
ρh(M,M ′)

)2
.

This is a generally adopted condition in offline literature

(Duan et al., 2020; Wang et al., 2020; Xiong et al., 2022;

Di et al., 2023). Intuitively, this condition depicts that the

dataset explores each direction of the space. In linear case

where Mh = {〈νh(M,xh+1), φh(·)〉 : X → R}, accord-

ing to Lemma D.4, this assumption is implied by the con-

dition that the covariance matrix T−1
∑T

t=1 φ(z
h
t )φ(z

h
t )

⊤

is strictly positive definite, and Cov(M,D) has a Θ(d−1)
dependence on d. Under this condition, the suboptimality

upper bound yielded by Algorithm 2 is guaranteed.

Theorem 5.4 (Instance-Independent Bound). Supposing

that Assumption 3.1 and 5.3 hold, if we choose λ =

log |M|, α =
√

log |M| log2B/C and

β = 5

√
log(|M|/δ) log2B + 7αC.

Then, with probability at least 1 − 2δ, the sub-optimality

SubOpt(π̂, x) of Algorithm 2 is bounded by

Õ
(
H logB

√
log |M|

TCov(M,D)
+

CH

TCov(M,D)

)
.

8
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We present the proof in Appendix B.2. Additionally, when

the corruption level is unknown, we can take the hyper-

parameter α as a tuning parameter and attain a similar result

as Theorem 4.4.

Remark 5.5 (Comparison between Online and Offline Re-

sults). Both of the online and offline bounds are composed

of the main term (uncorrupted error) and the corruption er-

ror, and the corruption error is sublinear as long as the cor-

ruption level C is sublinear w.r.t sample size T . The main

difference is that the online bound is affected by the eluder

dimension and the offline bound is affected by the cover-

ing coefficient. This difference comes from the ability to

continue interacting with the environment. In the online

setting, the agent can explore the model space extensively,

thus, the final regret bound is controlled by the complex-

ity of the model space. In contrast, exploration in the of-

fline setting is constrained by a given dataset, thus the final

bound is determined by the coverage quality of the dataset.

Regardless of the different conditions between online and

offline cases, this bound roughly aligns with the online

upper bound. Specifically, achieving an ǫ-suboptimality

under both online and offline algorithms requires a

Õ(ǫ−2H logB
√
log |M|dim + ǫ−1CHdim) sample com-

plexity. The dim denotes the eluder dimension for the on-

line setting and inverse of coverage (Cov(M,D))−1 for

the offline setting. Particularly, for the linear case, the

dim = d for both settings. Additionally, the corruption

component of the bound closely corresponds to the demon-

strated lower bound below.

Theorem 5.6 (Lower Bound). For a given corruption level

C, data coverage coefficient Cov(M,D), dimension d > 3
and episode length H > 2, it the data size T satisfied

T > Ω
(
Cov(M,D)/C

)
, there exist a hard to learn in-

stance such that the suboptimality for any algorithm is

lower bounded by

E[SubOpt(π̂, x)] ≥ Ω
( C

Cov(M,D)T

)
.

Remark 5.7. The offline lower bound in Theorem 5.6

matches the corruption term CH/
(
TCov(M,D)

)
in our

upper bound, up to a factor of H . This result demon-

strates that our algorithm achieves near-optimal subopti-

mality guarantee for defending against adversarial attacks.

In comparison to the online lower bound presented in The-

orem 4.1, a discrepancy of H emerges, and we believe

this variance comes from the data coverage coefficient

Cov(M,D). In general, meeting the uniform data cov-

erage assumption becomes more challenging with an in-

creased episode length H , resulting in a smaller data cov-

erage coefficient Cov(M,D). Furthermore, for the hard-

to-learn instances that constructed in the lower bound, the

coefficient exhibits an inverse dependence on the episode

length H , specifically, Cov(M,D) = O(1/H). Under

this situation, our lower bound does not incur additional de-

pendencies on H and we leave it as a potential future work.

More details can be found in Appendix B.3.

6. Conclusion and Future Work

We delve into adversarial corruption for model-based RL,

encompassing both online and offline settings. Our ap-

proach involves quantifying corruption by summing the dif-

ferences between true and corrupted transitions. In the

online setting, our algorithm, CR-OMLE, combines opti-

mism and weighted log-likelihood principles, with weights

employing a TV-norm-based uncertainty. Our analysis

yields a O(
√
T + C) regret upper bound for CR-OMLE

and establishes a new lower bound for MDPS with transi-

tion corruption, aligning in terms of corruption-dependent

terms. In the offline realm, we present CR-PMLE, a fusion

of pessimism and MLE with uncertainty weights, offer-

ing theoretical assurances through instance-dependent and

instance-independent upper bounds. Notably, the instance-

independent bound necessitates a uniform coverage condi-

tion, where the corruption-dependent term nearly matches

the lower bound. We anticipate that our findings will con-

tribute theoretical insights to address practical challenges

in model-based RL, particularly for adversarial corruption.

Several future works are worth exploring: (1) Extending

the uncertainty weighting technique to representation learn-

ing problems in RL (Jiang et al., 2017; Liu et al., 2022)

would be an intriguing direction; and (2) In situations

where the corruption level C is unknown, our method re-

lies on an optimistic estimation of corruption denoted by

C̄. There is a need for further investigation into the ap-

plicability of the model selection technique introduced by

Wei et al. (2022) to the realm of model-based RL.
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A. Proof of Online Setting

A.1. Proof of Theorem 4.1

We delay the proof of the supporting lemmas in Appendix C.1

Lemma A.1 (Bellman Decomposition). For any M ∈ M and any t ∈ [t], we have

V 1
M (x1)− V 1

πM
(x1) ≤ E

t
πM

H∑

h=1

[
Eh(M,xh, ah) + cht (x

h, ah)
]
,

and

V 1
M (x1)− V 1

πM
(x1) ≥ E

t
πM

H∑

h=1

[
Eh(M,xh, ah)− cht (x

h, ah)
]
.

We demonstrate the relationship between the weighted IR defined in (5) and eluder dimension in Definition 3.3. For

simplicity, we consider a single step in the following lemma.

Lemma A.2 (Relation between Information Ratio and Eluder Dimension). Consider a model class M and sample set

ST = {zt}Tt=1. Let α =
√

log |M|/C and λ = log |M|. The square sum of weighted IR with weight established in

Algorithm 1

Iσ(λ,M,St) = sup
M∈Mt

min

{
1,

TV(PM (·|zt)‖PM̄t
(·|zt))/σ1/2

t√
λ+

∑t−1
s=1 TV(PM (·|zs)‖PM̄t

(·|zs))2/σs

}
,

sup
ST

dimE,σ(λ,M,ST ) = sup
ST

T∑

t=1

Iσ(λ,M,St)
2 = Õ(ED(M,

√
λ/T ))

Ultimately, we can prove Theorem 4.1.

Proof of Theorem 4.1. Define the event

A1 =
{
M∗ ∈ Mt, and

t−1∑

s=1

TV(Ph
∗ (·|zhs )‖Ph

M̄t
(·|zhs ))2/σh

s ≤ 2β2, ∀ t ∈ [T ]
}
.

According to Lemma A.1, we know thatA1 holds with probability at least 1−δ. Assuming thatA1 holds and using Lemma

A.1, we have

Reg(T ) =
T∑

t=1

V 1
∗ (x

1
t )− V 1

Mt
(x1t ) + V 1

Mt
(x1t )− V 1

πt
(x1t )

≤
T∑

t=1

V 1
Mt

(x1t )− V 1
πt
(x1t )

≤
T∑

t=1

E
t
πt

H∑

h=1

Eh(Mt, z
h
t ) +

T∑

t=1

E
t
πt

H∑

h=1

cht (x
h, ah)

≤
T∑

t=1

E
t
πt

H∑

h=1

[
E
Mt [V h+1

Mt
(xh+1)|zht ]− E

∗[V h+1
Mt

(xh+1)|zht ]
]
+ CH

≤
T∑

t=1

E
t
πt

H∑

h=1

TV
(
Ph
Mt

(·|zht )‖Ph
M̄t

(·|zht )
)
+

T∑

t=1

E
t
πt

H∑

h=1

TV
(
Ph
∗ (·|zht )‖Ph

M̄t
(·|zht )

)
+ CH,
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where the first inequality uses M∗ ∈ Mt and Mt = argmaxM∈Mt
V 1
M (x1t ), and the last inequality uses V h+1

Mt
(·) ∈ [0, 1].

For any M ∈ Mt, we have with probability at least 1− δ,

T∑

t=1

E
t
πt

H∑

h=1

TV
(
Ph
M (·|zht )‖Ph

M̄t
(·|zht )

)

≤
H∑

h=1

T∑

t=1

E
t
πt

min

{
1,

TV
(
Ph
M (·|zht )‖Ph

M̄t
(·|zht )

)
√
λ+

∑t−1
s=1 TV

(
Ph
M (·|zhs )‖Ph

M̄t
(·|zhs )

)2
/σh

s

√√√√λ+

t−1∑

s=1

TV
(
Ph
M (·|zhs )‖Ph

M̄t
(·|zhs )

)2

σh
s

}

≤ 3
H∑

h=1

β
T∑

t=1

E
t
πt

min

{
1,

TV
(
Ph
M (·|zht )‖Ph

M̄t
(·|zht )

)
√
λ+

∑t−1
s=1 TV

(
Ph
M (·|zhs )‖Ph

M̄t
(·|zhs )

)2
/σh

s

}

= 3

H∑

h=1

β

T∑

t=1

E
t
πt

min

{
1,

TV
(
Ph
M (·|zht )‖Ph

M̄t
(·|zht )

)
√
λ+

∑t−1
s=1 TV

(
Ph
M (·|zhs )‖Ph

M̄t
(·|zhs )

)2
/σh

s

1{σh
t = 1}

}

︸ ︷︷ ︸
P1

+ 3

H∑

h=1

β

T∑

t=1

E
t
πt

min

{
1,

TV
(
Ph
M (·|zht )‖Ph

M̄t
(·|zht )

)
√
λ+

∑t−1
s=1 TV

(
Ph
M (·|zhs )‖Ph

M̄t
(·|zhs )

)2
/σh

s

1{σh
t > 1}

︸ ︷︷ ︸
P2

}
, (6)

where the second inequality holds by invoking Lemma 4.6:

t−1∑

s=1

TV
(
Ph
M (·|zhs )‖Ph

M̄t
(·|zhs )

)2
/σh

s ≤ 4β2.

Then, we bound terms P1 and P2 separately. For term P1,

P1 =
H∑

h=1

T∑

t=1

βEt
πt

min

{
1,

TV
(
Ph
M (·|zht )‖Ph

M̄t
(·|zht )

)
/(σh

t )
1/2

√
λ+

∑t−1
s=1 TV

(
Ph
M (·|zhs )‖Ph

M̄t
(·|zhs )

)2
/σh

s

1{σh
t = 1}

}

≤

√√√√
H∑

h=1

T∑

t=1

β2 ·

√√√√
T∑

t=1

Et
πt

H∑

h=1

(
Ihσ (λ,Mt,St)

)2

≤
√
TH

(
5

√
log(|M|/δ) log2B + 7αC

)
√√√√

T∑

t=1

Et
πt

H∑

h=1

(
Ihσ (λ,Mt,St)

)2
. (7)

For term P2,

P2 =

H∑

h=1

β

T∑

t=1

E
t
πt

min

{
1,

TV
(
Ph
M (·|zht )‖Ph

M̄t
(·|zht )

)
/(σh

t )
1/2

√
λ+

∑t−1
s=1 TV

(
Ph
M (·|zhs )‖Ph

M̄t
(·|zhs )

)2
/σh

s

(σh
t )

1/2
1{σh

t > 1}
}

≤
H∑

h=1

β

T∑

t=1

E
t
πt

min

{
1, sup

M∈Mh
t

(
TV
(
Ph
M (·|zht )‖Ph

M̄t
(·|zht )

)
/(σh

t )
1/2

√
λ+

∑t−1
s=1 TV

(
Ph
M (·|zhs )‖Ph

M̄t
(·|zhs )

)2
/σh

s

)2
1

α

}

=
1

α

H∑

h=1

β
T∑

t=1

E
t
πt

(
Ihσ (λ,Mt,St)

)2

=
1

α

(
5

√
log(|M|/δ) log2B + 7αC

) T∑

t=1

E
t
πt

H∑

h=1

(
Ihσ (λ,Mt,St)

)2
, (8)
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where the inequality uses the definition of σh
t when σh

t > 1:

(σh
t )

1/2 =
1

α
sup

M∈Mt

TV
(
Ph
M (·|xht , aht )‖Ph

M̄t
(·|xht , aht )

)
/(σh

t )
1/2

√
λ+

∑t−1
s=1 TV

(
Ph
M (·|xhs , ahs )‖Ph

M̄t
(·|xhs , ahs )

)2
/σh

s

By taking (7) and (8) back into (6) and taking M as M∗ and Mt, respectively, we obtain with probability at least 1− δ,

Reg(T ) ≤ 6
√
TH

(
5

√
log(|M|/δ) log2B + 7αC

)
√√√√

T∑

t=1

Et
πt

H∑

h=1

(
Ihσ (λ,Mt,St)

)2

+
6

α

(
5

√
log(|M|/δ) log2B + 7αC

) T∑

t=1

E
t
πt

H∑

h=1

(
Ihσ (λ,Mt,St)

)2
+ CH

= Õ
(√√√√TH log |M|

H∑

h=1

sup
ST

T∑

t=1

Et
πt

(
Ihσ (λ,Mt,St)

)2
+ C

H∑

h=1

sup
ST

T∑

t=1

E
t
πt

(
Ihσ (λ,Mt,St)

)2
)

= Õ
(
H

√
T log |M|ED(M,

√
λ/T ) + CH · ED(M,

√
λ/T )

)
,

where we take α =
√

log |M| log2B/C.

A.2. Proof of Theorem 4.2

To prove the lower bound, we first create a series of hard-to-learn tabular MDP (X ,A, H,P, r) with 4 different state

x0, x1, x2, x3, where x2, x3 are absorbing states, and d different actions A = {a1, ..., ad}. For initial state x0 and each

stage h ∈ [H], the agent will stay at the state x0 with probability 1 − 1/H and transition to the state x1 with probability

1/H . For state x1 and each stage h ∈ [H], the agent will only transit to state x2 or x3. In addition, an optimal action a∗h is

selected from the action set A = {a1, ..., ad} and the transition probability at stage h can be denoted by

Ph
a∗

h
(x2|x1, a) =

{
3
4 , a = a∗h
1
4 , a 6= a∗h,

The agent is rewarded with 1 at the absorbing state x2 during the final stage H , while receiving zero reward otherwise.

Consequently, state x2 can be regarded as the goal state and the optimal strategy at stage h involves taking action a∗h to

maximize the probability of reaching the goal state x2. Consequently, taking a not-optimal action ah 6= a∗h at state x1 for

stage 2 ≤ h ≤ H − 1 will incur a 1/2 regret in a episode.

For these hard-to-learn MDPs, we can divide the episodes to several groups T1, .., TH , where episodes can be categorized

into distinct groups, denoted as T1, . . . , TH , where Ti(i ∈ [H−1]) comprises episodes transitioning to state x1 after taking

action at stage i, and TH includes episodes where the agent never reaches state x1. Intuitively, the learning problem can

be seen as the task of learning H distinct linear bandit problems, with the goal of determining the optimal action a∗h for

each stage h ∈ [H]. Now, considering a fixed stage 2 ≤ h ≤ H , let t1, t2, ..., tdC/2 ∈ Th−1 be the first dC/2 episodes

that transition to state x1 after taking action at stage h− 1. To ensure an adequate number of episodes in each group Th−1,

we continue the learning problem indefinitely, while our analysis focuses only on the regret across the first T episodes. In

this scenario, it is guaranteed, with probability 1, that each group Th−1 consists of at least dC/2 episodes. The following

lemma provides a lower bound for learning the optimal action a∗h in the presence of adversarial corruption.

Lemma A.3. For each fixed stage 2 ≤ h ≤ H − 1 and any algorithm Alg with the knowledge of corruption level C, if

the optimal action a∗h is uniformed random selected from the action set A = {a1, ..., ad}, then the expected regret across

episode t1, ..., tdC/2 is at least (d− 1)C/16.

Proof of Lemma A.3. To proof the lower bound, we construct an auxiliary transition probability function Ph
0 such that

Ph
0 (x2|x1, a) =

1

4
,∀a ∈ A.

15



Towards Robust Model-Based Reinforcement Learning Against Adversarial Corruption

Now, the following corruption strategy is employed for the the transition probability Ph
a∗

h
: if the optimal action a∗h is selected

at stage h and the total corruption level for stage h up to the previous step is no more thanC−2, then the adversary corrupts

the transition probability Ph
a∗

h
to Ph

0 and the corruption level cht in this episode is cht = |Ph
a∗

h
(x2|x1, a∗h)/Ph

0 (x2|x1, a∗h)−
1| = 2. In this case, regardless of the actual optimal action a∗h, there is no distinction between Pa∗h

h and Ph
0 , unless

the agent selects the optimal action a∗h at least C/2 times, and the adversary lacks sufficient corruption level to corrupt

the transition probability. Now, let’s consider the execution of the algorithm Alg on the uncorrupted transition probability

Ph
0 . By the pigeonhole principle, there exist at least d/2 different arms, whose expected selected time is less than C/2

times. Without loss of generality, we assume these actions are a1, ..., ad/2. Then for each action ai(i ≤ d/2), according

to Markov inequality, with probability at least 1/2, the number of episodes selecting ai at stage h is less than C/2. Under

this scenario, the performance of Alg on transition probability Ph
0 is equivalent to its performance on transition probability

Ph
ai

and the regret in these episode is at least (dC/2 − C/2) × 1/2 = (d − 1)C/4. Therefore, if the optimal action a∗h is

uniform randomly selected from the action set A = {a1, ..., ad}, then the expected regret across episodes t1, .., tdC/2 is

lower bound by

E

[ dC/2∑

i=1

1(ahti 6= a∗h) · 1/2
]
≥ 1

2
× 1

2
× (d− 1)C

4
=

(d− 1)C

16
.

Thus, we complete the proof of Lemma A.3.

Lemma A.3 provides a lower bound on the expected regret for each stage 2 ≤ h ≤ H − 1 over the first dC/2 visits to state

x1. Regrettably, Lemma A.3 does not directly yield a lower bound for the regret over the initial T episodes, as the agent

may not visit the state x1 dC/2 times for some stage h ∈ [H]. The following lemma posits that as the number of episodes

T increases, the occurrence of this event becomes highly improbable.

Lemma A.4. For the proposed hard-to-learn MDPs, if the number of episodes T satisfies T > edCH + 2e2H2 log(1/δ),
then for each stage 2 ≤ h ≤ H − 1, with a probability of at least 1− δ, the agent visits state x1 at least dC/2 times.

Proof of Lemma A.4. For any episode T and stage h ∈ [H], the agent, starting from the current state x0, will transition

to state x1 with a probability of 1/H , regardless of the selected action. Consequently, the probability that the agent visits

state x1 at stage h can be expressed as:

P (xh = x1) =

(
1− 1

H

)h−1

· 1

H
≥ 1

eH
, ∀2 ≤ h ≤ H − 1.

For a fixed stage 2 ≤ h ≤ H − 1, we define the random variable yi = 1(xhi = x1) as the indicator function of visiting the

state x1 at stage h of episode i. Subsequently, leveraging the Azuma–Hoeffding inequality (Lemma E.1), with a probability

of at least 1− δ, we obtain:

T∑

i=1

yi ≥
T

eH
−
√
2T log(1/δ) ≥ T

2eH
− eH log(1/δ),

where the last inequality holds due to x2 + y2 ≥ 2xy. Therefore, for T > edCH + 2e2H2 log(1/δ), with probability at

least 1− δ, we have

T∑

i=1

yi ≥ dC/2,

which completes the proof of Lemma A.4.

With the help of these lemmas, we are able to prove Theorem 4.2.

Proof of Theorem 4.2. For each stage 2 ≤ h ≤ H − 1, we use Eh to denote the events that the agent visit the state x1 at

least dC/2 times for stage h across the first T episodes. Under this situation, we use th,1, ..., th,dC/2 denotes the first dC/2
episodes that visit the state x1 at stage h.
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Then for any algorithm, the expected regret can be lower bounded by

E[Regret(T)] = E

[ T∑

t=1

H−1∑

h=2

1(xht = x1) · 1(aht 6= a∗h) · 1/2
]

≥
H−1∑

h=2

1(Eh)E
[ T∑

t=1

1(xht = x1) · 1(aht 6= a∗h) · 1/2|Eh
]

≥
H−1∑

h=2

1(Eh)E
[ dC/2∑

i=1

1(ahth,i
6= a∗h) · 1/2|Eh

]

=

H−1∑

h=2

E

[ dC/2∑

i=1

1(ahth,i
6= a∗h) · 1/2

]
−

H−1∑

h=2

1(¬Eh)E
[ dC/2∑

i=1

1(ahth,i
6= a∗h) · 1/2|¬Eh

]

≥ (H − 2)(d− 1)C

32
−

H−1∑

h=2

1(¬Eh)E
[ dC/2∑

i=1

1(ahth,i
6= a∗h) · 1/2|¬Eh

]

≥ (H − 2)(d− 1)C

32
− (H − 2)δdC

4
(9)

where the first equation holds due to the construction of these hard-to-learn MDPs, the first inequality holds due to the fact

that E[x] ≤ E[x|E ] · Pr(E), the second inequality holds due to the definition of event Eh, the third inequality holds due to

Lemma A.3 and the second inequality holds due to Lemma A.4. Finally, setting the probability δ = 1/32, we have

E[Regret(T)] ≥ (H − 2)(d− 1)C

64
.

Thus, we complete the proof of Theorem 4.2.

A.3. Unknown Corruption Level

Proof of Theorem 4.4. First of all, we consider the case when C ≤ C̄. Since only the hyper-parameter α is modified

by replacing C with C̄ and C ≤ C̄, we can follow the analysis of Theorem 4.1 to derive the suboptimality bound with

probability at least 1− δ,

Reg(T ) =Õ
(
H logB

√
T log |M|ED(M,

√
λ/T )

+ C̄H · ED(M,
√
λ/T )

)
.

Additionally, we can also demonstrate the relationship between the sum of weighted information ratio and the eluder

dimension as Lemma A.2 by discussing the value of C̄ in the first step.

For the case when C > C̄, we simply take the trivial bound T .

B. Proof of Offline Setting

B.1. Proof of Theorem 5.2

First of all, we demonstrate that for the uncertainty weight iteration in Algorithm 3 converges and the output solution

approximates the real uncertainty quantity. Since the convergence has been illustrated in Ye et al. (2023b), we restate the

result in the following lemma.

Lemma B.1 (Lemma 3.1 of Ye et al. (2023a)). There exists a T such that the output of Algorithm 3 {σt := σK+1
t }Tt=1

satisfies:

σt ≥ max
{
1, ψ(zt)/2

}
, σt ≤ max

{
1, ψ(zt)

}
, (10)

where

ψ(zt) = sup
M,M ′∈M

TV(Ph
M (·|zt)‖Ph

M ′(·|zt))/α√
λ+

∑T
s=1 TV(Ph

M (·|zs)‖Ph
M ′(·|zs))2/σs

.
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We provide the proof in Appendix C.2.

Lemma B.2. Under Assumption 3.1 and Algorithm 2, if we choose

β = 5

√
log(|M|/δ) log2B + 7αC,

we have with probability at least 1− δ, for all h ∈ [H] and all t ∈ [T ], M∗ ∈ M̂ and

T∑

t=1

TV(Ph
∗ (·|zht )‖Ph

M̄ (·|zht ))2/σh
t ≤ 2β2.

Moreover, for any M ∈ Mt, we have with probability at least 1− δ,

T∑

t=1

TV(Ph
M (·|zht )‖Ph

M̄ (·|zht ))2/σh
t ≤ 4β2.

We show the proof in Appendix C.2.

Proof of Theorem 5.2. Define the event

A2 =
{
M∗ ∈ Mt, and

T∑

t=1

TV(Ph
∗ (·|zhs )‖Ph

M̄t
(·|zhs ))2/σh

s ≤ 2β2
}
.

According to Lemma A.1, we know that A1 holds with probability at least 1− δ. First of all, we obtain

SubOpt(π̂, x1) =V 1
∗ (x

1)− V 1
M̂
(x1) + V 1

M̂
(x1)− V 1

π̂ (x
1)

≤V 1
∗ (x

1)− V 1
M̂
(x1)

≤Eπ∗

H∑

h=1

(
V h
M̂,π∗

(xh)− V h
M̂,π̂

(xh)
)
− Eπ∗

H∑

h=1

Eh(M̂, zh)

≤− Eπ∗

H∑

h=1

(
E
M̂ [V h+1

M̂
(xh+1)|zh]− E

M∗ [V h+1

M̂
(xh+1)|zh]

)

≤Eπ∗

H∑

h=1

TV(Ph
M̂
(·|zh)‖Ph

M̄ (·|zh)) + Eπ∗

H∑

h=1

TV(Ph
M∗

(·|zh)‖Ph
M̄ (·|zh))

and the first inequality uses the condition that M∗ ∈ M̂, which implies that V 1
M̂,π̂

(x1) ≤ V 1
∗,π̂(x

1), and the second

inequality applies Lemma A.1 with cht = 0.
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Hence, for any M ∈ M̂, we have with probability at least 1− δ,

Eπ∗

H∑

h=1

TV(Ph
M (·|zh)‖Ph

M̄ (·|zh))

≤ Eπ∗

H∑

h=1

min

{
1,

TV
(
Ph
M (·|zh)‖Ph

M̄
(·|zh)

)
√
λ+

∑T
t=1 TV

(
Ph
M (·|zht )‖Ph

M̄
(·|zht )

)2
/σh

t

√√√√λ+

T∑

t=1

TV
(
Ph
M (·|zht )‖Ph

M̄
(·|zht )

)2

σh
t

}

≤ 3βEπ∗

H∑

h=1

TV
(
Ph
M (·|zh)‖Ph

M̄
(·|zh)

)
√
λ+

∑T
t=1 TV

(
Ph
M (·|zht )‖Ph

M̄
(·|zht )

)2
/σh

t

= 3βEπ∗

H∑

h=1

[
TV
(
Ph
M (·|zh)‖Ph

M̄
(·|zh)

)
√
λ+

∑T
t=1 TV

(
Ph
M (·|zht )‖Ph

M̄
(·|zht )

)2
/σh

t

1(σh(zh) = 1)

+
TV
(
Ph
M (·|zh)‖Ph

M̄
(·|zh)

)
/σh(zh)√

λ+
∑T

t=1 TV
(
Ph
M (·|zht )‖Ph

M̄
(·|zht )

)2
/σh

t

σh(zh)1(σh(zh) > 1)

]

= 3βEπ∗

H∑

h=1

[
sup

M,M ′∈M̂

TV
(
Ph
M (·|zh)‖Ph

M̄
(·|zh)

)
√
λ+

∑T
t=1 TV

(
Ph
M (·|zht )‖Ph

M̄
(·|zht )

)2
/σh

t

+
1

α

(
sup

M,M ′∈M̂

TV
(
Ph
M (·|zh)‖Ph

M̄
(·|zh)

)
√
λ+

∑T
t=1 TV

(
Ph
M (·|zht )‖Ph

M̄
(·|zht )

)2
/σh

t

)2]
, (11)

where the second inequality uses Lemma B.2, and the last inequality holds due to the definition of σh(zh) when σh(zh) >
1:

σh(zh) =
1

σh(zh)
sup

M,M ′∈M̂

TV
(
Ph
M (·|zh)‖Ph

M ′(·|zh)
)
/α√

λ+
∑T

t=1 TV
(
Ph
M (·|zht )‖Ph

M̄
(·|zht )

)2
/σh

t

.

Further, by defining the weighted form of information coefficient

ICσ(λ,M̂,D) = sup
M,M ′∈M̂

Eπ∗

[
T · TV(Ph

M (·|zh)‖Ph
M ′(·|zh))/σh(zh)1/2

λ+
∑T

t=1 TV(Ph
M (·|zht )‖Ph

M ′(·|zht ))2/σh
t

∣∣∣∣x1 = x

]
,

we deduce that

Eπ∗

H∑

h=1

TV(Ph
M (·|zh)‖Ph

M̄ (·|zh)) ≤ 3βH

[√
ICσ(λ,M̂,D)

T
+

ICσ(λ,M̂,D)

αT

]
.

Then, we use the inequality above with M =M∗ and M̂ to get

SubOpt(π̂, x1) ≤6βH

[√
ICσ(λ,M̂,D)

T
+

ICσ(λ,M̂,D)

αT

]

=6
(
5

√
log(|M|/δ) log2B + 7αC

)
H

[√
ICσ(λ,M̂,D)

T
+

ICσ(λ,M̂,D)

αT

]

=Õ
(H

√
ICσ(λ,M̂,D) log(|M|/δ) log2B

T
+

ICσ(λ,M̂,D)CH

T

)
,

where we take α =
√

log |M| log2B/C. Therefore, we complete the proof.
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B.2. Proof of Theorem 5.4

Then, we will analyze the relationship between the weighted information coefficient ICσ(λ,M̂,D) and Cov(M,D).

Lemma B.3. Under Assumption 5.3, we have

ICσ(λ,M̂,D) ≤ 1

Cov(M,D)
.

The proof is presented in Appendix C.2.

Now, we are ready to prove Theorem 5.4.

Proof of Theorem 5.4. According to Theorem 5.2, we have with probability at least 1− 2δ,

SubOpt(π̂, x1) = Õ
(H

√
ICσ(λ,M̂,D) log(|M|/δ) log2B

T
+

ICσ(λ,M̂,D)CH

T

)
.

By invoking Lemma B.3, we complete the proof.

B.3. Offline Lower bound

In this section, we provide the lower bound for offline learning. Here, we used the hard-to-learn instance in Section A.2,

while modified the transition probability at stage h from 1/4 or 3/4 to

Ph
a∗

h
(x2|x1, a) =

{
1
2 + η, a = a∗h
1
2 − η, a 6= a∗h,

for different corruption level C and data-size T .

For the offline data collection process, we employ the behavior policy πv , which with probability 1−ǫwill select the action

ad, and with probability ǫ, uniform select an action from {a1, .., ad−1}. For each stage h ∈ [H], the optimal action a∗h
is uniform randomly selected from the action set A = {a1, ..., ad−1} and we construct an auxiliary transition probability

function Ph
0 without optimal action such that

Ph
0 (x2|x1, a) =

1

2
− η,∀a ∈ A.

Then the following lemma provides upper and lower bounds for the visiting times of state-action pair (x1, a).

Lemma B.4. For each stage h ∈ [H] and fixed action a ∈ {a1, ..., ad−1}, if the data-size T satisfied T > 4e2(d −
1)2H2 log(1/δ)/ǫ2,then with probability at least 1− δ, the behavior policy visit the state x1 and take action a no less than

times ǫT/
(
4eH(d − 1)

)
during the data collection process. In addition, with probability at least 1 − δ, the visiting times

is no more than 3ǫT/
(
H(d− 1)

)
.

Proof of Lemma B.4. For any episode T and stage h ∈ [H], we define the random variable yi = 1(xhi = x1, a
h
i = a) as

the indicator function of visiting the state xi and taking action a at stage h of episode i. Since the agent, starting from the

current state x0, will transition to state x1 with a probability of 1/H , regardless of the selected action, the probability that

the agent visits state x1 at stage h and take action a is upper bounded by

Pr(yi = 1) =

(
1− 1

H

)h−1

· 1

H
· ǫ

d− 1
≥ 1

eH
· ǫ

d− 1
.

Therefore, applying the Azuma–Hoeffding inequality (Lemma E.1), with a probability of at least 1− δ, we have:

T∑

i=1

yi ≥
T

eH
· ǫ

d− 1
−
√
2T log(1/δ) ≥ T

2eH
· ǫ

d− 1
− e(d− 1)H

ǫ
· log(1/δ),
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where the last inequality holds due to x2 + y2 ≥ 2xy. Therefore, for T > 4e2(d− 1)2H2 log(1/δ)/ǫ2, with probability at

least 1− δ, we have

T∑

i=1

yi ≥
T

4eH
· ǫ

d− 1
,

which completes the proof of lower bounds in Lemma B.4.

On the other hand, for the upper bound, we have

Pr(yi = 1) =

(
1− 1

H

)h−1

· 1

H
≤ 1

H
· ǫ

d− 1
.

Similarly, applying the Azuma–Hoeffding inequality (Lemma E.1), with a probability of at least 1− δ, we have:

T∑

i=1

yi ≤
T

H
· ǫ

d− 1
+
√
2T log(1/δ) ≤ 2T

H
· ǫ

d− 1
+

(d− 1)H

2ǫ
· log(1/δ),

where the last inequality holds due to x2 + y2 ≥ 2xy. Therefore, for T > 4e2(d− 1)2H2 log(1/δ)/ǫ2, with probability at

least 1− δ, we have

T∑

i=1

yi ≤
3T

H
· ǫ

d− 1
,

which completes the proof of upper bounds in Lemma B.4.

For simplicity, we denote E as the event where the high probability event in Lemma B.4 holds for all stage h ∈ [H] and

a ∈ {a1, ..., ad−1}. Now, for behavior policy πv, the following corruption strategy is applied to the transition probability

Ph
a∗

h
: if the optimal action a∗h is selected at stage h with the current state x1, then the adversary corrupts the transition

probability Ph
a∗

h
to Ph

0 . Under this situation, the following lemma provides the upper bound of corruption level and lower

bounds for the data coverage coefficient Cov(M,D).

Lemma B.5. Conditioned on the event E , the corruption level is upper bounded by

C ≤ 3ǫT

(d− 1)H
· 4η

1− 2η
.

In addition, the data coverage coefficient Cov(M,D) is lower bounded by

Cov(M,D) ≥ ǫ

4eH(d− 1)
.

Proof of Lemma B.5. According the definition of corruption strategy, if the optimal action a∗h is selected at stage h with

the current state x1, the corresponding corruption level within this episode is denoted by

cht = cht (x1, a
∗
h) = sup

xh+1∈∆t(X )

∣∣∣ P
h
0 (x

h+1|x1, a∗h)
P j
a∗

h
(xh+1|x1, a∗h)

− 1
∣∣∣ = 4η

1− 2η
.

It is worth noting that the event E only focused on the transition before reaching the state x1, and remains unaffected by

the adversary corruption employed. Therefore, conditioned on the event E , for each stage h ∈ [H], the total corruption

level throughout the offline data collection process is upper-bounded by

T∑

i=1

cht ≤ 3ǫT

(d− 1)H
· 4η

1− 2η
.
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Thus, the corruption level for the employed strategy satisfied

C ≤ 3ǫT

(d− 1)H
· 4η

1− 2η
.

Regarding the data coverage coefficient Cov(M,D), it is worth noting that all models M ∈ M share identical transition

probabilities across states x0, x2, x3. Consequently, we only need to focus on state x1 and action a ∈ {a1, ..., ad−1}.

Conditioned on event E , we have

ρh(M,M ′)2 ≤
∑

a∈{a1,...,ad−1}

TV(Ph
M (·|x1, a)‖Ph

M ′(·|x1, a))2

≤ 4eH(d− 1)

ǫ
· 1
T

T∑

t=1

TV(Ph
M (·|zht )‖Ph

M ′(·|zht ))2,

where the second inequality holds due to the definition of events E . Thus, we have

Cov(M,D) ≥ ǫ

4eH(d− 1)
,

and we complete the proof of Lemma B.5.

With the help of these lemmas, we can start the proof of Theorem 5.6.

Proof of Theorem 5.6. According to the corruption strategy, regardless of the actual optimal action a∗h, during the offline

collection process, the behavior of the transition probability function is same as Ph
0 . Rough speaking, the agent cannot

outperform random guessing of the optimal action a∗h and subsequently outputting the corresponding optimal policy π̂h.

Thus, when the optimal action a∗h is uniform randomly selected from the action set A = {a1, ..., ad−1}, the sub-optimally

gap of policy π̂ can be denoted by

E[SubOpt(π̂, x)] = E

[H−1∑

h=2

1(xh = x1) · 1(π̂h(x1) 6= a∗h) · 2η
]

≥ E

[H−1∑

h=2

1

eH
· 1(π̂h(x1) 6= a∗h) · 2η

]

=
H − 1

eH
· d− 2

d− 1
· 2η.

Now, for a given dataset size T , corruption level C and data coverage coefficient Cov(M,D), according to Lemma B.5,

we can select the parameter as following:

ǫ = Cov(M,D) · 4eH(d− 1), η =
Cov(d− 1)H

24ǫT
=

C

96eCov(M,D)T
.

Then, if the dataset size T satisfied T > C/(24eCov(M,D)) and d > 3, H > 2, then we have

E[SubOpt(π̂, x)] ≥ Ω(η) = Ω
( C

Cov(M,D)T

)
.

Thus, we complete the proof of Theorem 5.6.

C. Proof of Supporting Lemmas

C.1. Lemmas for Online Setting

Proof of Lemma 4.6. For simplicity, we assume that class M has finite elements. Let

Et =

t∑

s=1

TV
(
Ph
∗ (·|zhs )‖Ph

M̄t+1
(·|zhs )

)2
/σh

s .
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For each time s ∈ [t − 1], we define the region Dh
s = {xh+1 ∈ X : Ph

s (x
h+1|zhs ) ≤ Ph

∗ (x
h+1|zhs )}. For any fixed

M ∈ M, we have

E

t−1∑

s=1

1

σh
s

log

√
dPh

M (xh+1|zhs )
dPh

∗ (x
h+1|zhs )

=
t−1∑

s=1

1

σh
s

∫

Dh
s

dPh
s (x

h+1|zhs ) log
√

dPh
M (xh+1|zhs )

dPh
∗ (x

h+1|zhs )︸ ︷︷ ︸
P1

+
t−1∑

s=1

1

σh
s

∫

D̄h
s

dPh
s (x

h+1|zhs ) log
√

dPh
M (xh+1|zhs )

dPh
∗ (x

h+1|zhs )︸ ︷︷ ︸
P2

. (12)

For the term P1, we derive

P1 ≤ 1

2

t−1∑

s=1

1

σh
s

∫

Dh
s

dPh
∗ (x

h+1|zhs ) log
(dPh

M (xh+1|zhs )
dPh

∗ (x
h+1|zhs )

)

= −1

2

t−1∑

s=1

1

σh
s

∫

Dh
s

dPh
∗ (x

h+1|zhs ) log
( dPh

∗ (x
h+1|zhs )

dPh
M (xh+1|zhs )

)
. (13)

For the term P2, we have

P2 =

t−1∑

s=1

1

2σh
s

∫

D̄h
s

(
dPh

s (x
h+1|zhs )− dPh

∗ (x
h+1|zhs )

)
log
(dPh

M (xh+1|zhs )
dPh

∗ (x
h+1|zhs )

)

︸ ︷︷ ︸
Q

−
t−1∑

s=1

1

2σh
s

∫

D̄h
s

dPh
∗ (x

h+1|zhs ) log
( dPh

∗ (x
h+1|zhs )

dPh
M (xh+1|zhs )

)
, (14)

from which we further bound the term Q by

Q ≤ 1

2σh
s

∫

D̄h
s

(
dPh

s (x
h+1|zhs )− dPh

∗ (x
h+1|zhs )

)
·
(
dPh

M (xh+1|zhs )
dPh

∗ (x
h+1|zhs )

− 1

)

≤ 1

2σh
s

sup
xh+1∈D̄h

s

∣∣∣dP
h
s (x

h+1|zhs )
dPh

∗ (x
h+1|zhs )

− 1
∣∣∣
∫

D̄h
s

∣∣∣dPh
M (xh+1|zhs )− dPh

∗ (x
h+1|zhs )

∣∣∣

≤ chs
2

· TV
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)

σh
s

. (15)

Therefore, by combining (13), (14) and (15) and take them back into (12), we obtain that

E

t−1∑

s=1

1

σh
s

log

√
dPh

M (xh+1|zhs )
dPh

∗ (x
h+1|zhs )

≤ −1

2

t−1∑

s=1

1

σh
s

H
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)2
+

1

2

t−1∑

s=1

chsTV
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)

σh
s

.

Then, we need to bound the Variance:

Var

[
1

σh
s

log

√
dPh

M (xh+1|zhs )
dPh

∗ (x
h+1|zhs )

]
≤ 1

(σh
s )

2
E

[
log2

√
dPh

M (xh+1|zhs )
dPh

∗ (x
h+1|zhs )

]

≤ 1

(σh
s )

2
Exh+1∼|Ph

s (·|zh
s )−Ph

∗
(·|zh

s )|

[
log2

√
dPh

M (xh+1|zhs )
dPh

∗ (x
h+1|zhs )

]

︸ ︷︷ ︸
Q1

+
1

(σh
s )

2
Exh+1∼Ph

∗
(·|zh

s )

[
log2

√
dPh

M (xh+1|zhs )
dPh

∗ (x
h+1|zhs )

]

︸ ︷︷ ︸
Q2

. (16)
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For the term Q2, by invoking Lemma E.3 and using Assumption 3.1, we obtain

Q2 =
1

4(σh
s )

2
Exh+1∼Ph

∗
(·|zh

s )

[
log2

(
dPh

∗ (x
h+1|zhs )

dPh
M (xh+1|zhs )

)]

≤ 1 + logB

2(σh
s )

2
KL
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)

≤ (1 + logB)(3 + logB)

2(σh
s )

2
H
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)2
. (17)

For the term Q1,

Q1 =
1

4(σh
s )

2

∫ ∣∣dPh
s (x

h+1|zhs )− dPh
∗ (x

h+1|zhs )
∣∣ · log2

(
dPh

∗ (x
h+1|zhs )

dPh
M (xh+1|zhs )

)

=
1

4(σh
s )

2
sup

xh+1∈X

∣∣∣dP
h
s (x

h+1|zhs )
dPh

∗ (x
h+1|zhs )

− 1
∣∣∣
∫

dPh
∗ (x

h+1|zhs ) log2
(
dPh

∗ (x
h+1|zhs )

dPh
M (xh+1|zhs )

)

≤ (logB + 1)chs
2(σh

s )
2

·KL
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)

≤ (logB + 1)(logB + 3)chs
2(σh

s )
2

·H
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)2

≤ (logB + 1)(logB + 3)chs
(σh

s )
2

· TV
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)
, (18)

where the first inequality invokes Lemma E.3, the second inequality uses Lemma E.4, and the last inequality holds due to

H(P‖Q)2 ≤ 2TV(P‖Q). Therefore, from (16), (17) and (18), the Variance is bounded as

Var

[
1

σh
s

log

√
dPh

M (xh+1|zhs )
dPh

∗ (x
h+1|zhs )

]
≤ (logB + 1)(logB + 3)

2(σh
s )

2
H
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)2

+
(logB + 1)(logB + 3)chs

(σh
s )

2
· TV

(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)
.

By applying Lemma E.2 with λ0 < 3/ logB and b = logB, we get with probability at least 1− δ, for any M ∈ M
t−1∑

s=1

1

σh
s

log

√
dPh

M (xh+1|zhs )
dPh

∗ (x
h+1|zhs )

≤ log(|M|/δ)
λ0

− 1

2

t−1∑

s=1

1

σh
s

H
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)2
+

1

2

t−1∑

s=1

chsTV
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)

σh
s

+
λ0(logB + 1)(logB + 3)

2(1− λ0 logB/3)

t−1∑

s=1

(
1

2(σh
s )

2
H
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

)2
+

chs
(σh

s )
2
TV
(
Ph
∗ (·|zhs )

∥∥Ph
M (·|zhs )

))
.

By taking λ0 = 3/(19 log2B) and M = M̄t, we further get

t−1∑

s=1

1

σh
s

log

√
dPh

M̄t
(xh+1|zhs )

dPh
∗ (x

h+1|zhs )

≤ 19 log(|M|/δ) log2B
3

− 1

4

t−1∑

s=1

1

σh
s

H
(
Ph
∗ (·|zhs )

∥∥Ph
M̄t

(·|zhs )
)2

+

t−1∑

s=1

chs
(
TV
(
Ph
∗ (·|zhs )

∥∥Ph
M̄s

(·|zhs )
)
+TV

(
Ph
M̄s

(·|zhs )
∥∥Ph

M̄t
(·|zhs )

))

σh
s

≤ 19 log(|M|/δ) log2B
3

− 1

4

t−1∑

s=1

1

σh
s

TV
(
Ph
∗ (·|zhs )

∥∥Ph
M̄t

(·|zhs )
)2

+ 2αCmax
s

√
λ+ Es−1, (19)
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where the last inequality uses the induction that M∗ ∈ Ms and M̄t ∈ Mt−1 ⊆ Ms, and the definition of the weight:

σh
s ≥ 1

α
· sup
M∈Ms

TV
(
Ph
M (·|zhs )‖Ph

M̄s
(·|zhs )

)
√
λ+

∑s−1
τ=1 TV

(
Ph
M (·|zhτ )‖Ph

M̄s
(·|zhτ )

)2
/σh

τ

≥ 1

α
·

TV
(
Ph
M∗

(·|zhs )‖Ph
M̄s

(·|zhs )
)

√
λ+

∑s−1
τ=1 TV

(
Ph
M∗

(·|zhτ )‖Ph
M̄s

(·|zhτ )
)2
/σh

τ

.

Since M̄t is the maximizer of the log-likelihood,

t−1∑

s=1

1

σh
s

TV
(
Ph
∗ (·|zhs )

∥∥Ph
M̄t

(·|zhs )
)2 ≤ 76 log(|M|/δ) log2B

3
+ 8αCmax

s

√
λ+ Es−1.

Additionally, we use the non-negativity of TV distance to get from (19) that

t−1∑

s=1

1

σh
s

logPh
∗ (x

h+1
s |zhs ) ≥

t∑

s=1

1

σh
s

logPh
M̄t

(xh+1
s |zhs )−

38 log(|M|/δ) log2B
3

− 4αCmax
s

√
λ+ Es−1,

which implies M∗ ∈ Mt.

Moreover, for any M ∈ Mt satisfying that

t−1∑

s=1

1

σh
s

logPh
M (xh+1

s |zhs ) ≥
t∑

s=1

1

σh
s

logPh
M̄t

(xh+1
s |zhs )− β2, (20)

by taking this back into (19) with a general M , we have

β2

2
− 1

4

t−1∑

s=1

1

σh
s

TV
(
Ph
∗ (·|zhs )

∥∥Ph
M̄t

(·|zhs )
)2

≥
t−1∑

s=1

1

σh
s

log

√
dPh

M (xh+1|zhs )
dPh

∗ (x
h+1|zhs )

=
t−1∑

s=1

1

σh
s

log

√
dPh

M (xh+1|zhs )
dPh

M̄t
(xh+1|zhs )

+
t−1∑

s=1

1

σh
s

log

√
dPh

M̄t
(xh+1|zhs )

dPh
∗ (x

h+1|zhs )

≥
t−1∑

s=1

1

σh
s

log

√
dPh

M (xh+1|zhs )
dPh

M̄t
(xh+1|zhs )

≥ −β
2

2
,

which indicates that
t−1∑

s=1

1

σh
s

TV
(
Ph
∗ (·|zhs )

∥∥Ph
M̄t

(·|zhs )
)2 ≤ 4β2.

Therefore, we complete the proof.

Proof of Lemma A.1. Start at step h = 1:

V 1
M (x1)− V 1

πM
(x1)

= Ea1∼πM

[
E
MV 2

M (x2)− E
∗V 2

πM
(x2)

]

= Ea1∼πM

[
(EMV 2

M (x2)− E
∗V 2

M (x2)) + (E∗V 2
M (x2)− E

tV 2
M (x2)) + (EtV 2

M (x2)− E
tV 2

πM
(x2))

+ (EtV 2
M (x2)V 2

πM
(x2)− E

∗V 2
πM

(x2))
]

≤ Ea1∼πM

[
E
MV 2

M (x2)− E
∗V 2

M (x2) + 2TV(Ph
t (·|x1, a1)‖Ph

∗ (·|x1, a1)) + E
t[V 2

M (x2)− V 2
πM

(x2)]
]

≤ Ea1∼πM

[
E1(M,x1, a1) + cht (x

1, a1) + E
t[V 2

M (x2)− V 2
πM

(x2)]
]
,
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where the first inequality holds from the fact that VM (·), VπM
(·) ∈ [0, 1], and the second inequality is due to the definition

of bellman error and TV(P‖Q) ≤ 1/2 · supx |P (x)/Q(x)− 1|. By further expanding the last term on the right-hand side

of the inequality above, we complete the first inequality of the Lemma. Similarly, we can obtain the second inequality.

Proof of Lemma A.2. To condense notations, we use the notation l(M, M̄t, z) = TV(PM (·|z)‖PM̄t
(·|z)). Now, we follow

the three steps in the proof of Lemma 5.1 from Ye et al. (2023a).

Step I: Matched levels The first step is to divide the sample set ST into log2(T/λ) + 1 disjoint subsets

ST = ∪log2(T/λ)
ι=0 Sι.

For each zt ∈ ST , let Mzt ∈ Mt be the maximizer of

l(Mzt , M̄t, zt)/σ
1/2
t√

λ+
∑t−1

s=1 l(Mzt , M̄t, zs)2/σs

.

Since l(Mzt , M̄t, zt) ∈ [0, 1], we can decompose ST into log2(T/λ) disjoint subsequences:

Sι = {zt ∈ ST | l(Mzt , M̄t, zt)
2 ∈ (2−ι−1, 2−ι]},

and

S log2(T/λ) = {zt ∈ ST | l(Mzt , M̄t, zt)
2 ∈ [0, λ/T ]}.

Correspondingly, we also divide R
+ into log2(T/λ) + 1 disjoint subsets:

R
+ = ∪log2(T/λ)

ι=−1 Rι,

where we define

Rι = [2ι/2 log |M|, 2(ι+1)/2 log |M|), for ι = 0, . . . , log2(T/λ)− 1,

Rlog2(T/λ) = [
√
T/λ log |M|,+∞), Rlog2(T/λ) = [0, log |M|).

Then, there exists an ι0 ∈ {−1, 0, . . . , log2(T/λ)} such that C ∈ Rι0 .

Step II: Control weights in each level For any zt ∈ S log2(T/λ), we have

(
Iσ(λ,M,St)

)2 ≤ sup
M∈Mt

l(M, M̄t, zt)
2/σ2

t

λ+
∑t−1

s=1 l(Mzt , M̄t, zs)2/σs

≤ l(M, M̄t, zt)
2

λ
≤ 1

T
, (21)

which implies that ∑

zt∈Slog2(T/λ)

(
Iσ(λ,M,St)

)2 ≤ 1.

Moreover, for ι = 0, . . . , log2(T/λ) − 1, we aim to control the upper and lower bound of weights {σt : zt ∈ Sι}. We

define for t ∈ [T ],

ψt =
1

α
sup

M∈Mt

l(M, M̄t, zt)√
λ+

∑t−1
s=1 l(M, M̄t, zs)2/σs

=
1

α

l(Mzt , M̄t, zt)√
λ+

∑t−1
s=1 l(Mzt , M̄t, zs)2/σs

.

When ι > ι0, we have

C < 2(ι0+1)/2 log |M| < 2ι/2 log |M|.
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For any zt ∈ Sι, we know that l(Mzt , M̄t, zt)
2 < 2−ι. Hence, it follows that

ψt ≤
1

α
· 2

−ι/2

√
λ

≤ C√
log |M|

· 2−ι/2

√
log |M|

≤ 1

Since σt = max{1, ψt}, we get σt = 1 for all zt ∈ Sι.

When ι ≤ ι0, for all zt ∈ Sι we get C ≥ 2ι0/2 log |M| ≥ 2ι/2 log |M|, and l(M, M̄t, zt)
2 ∈ (2−ι−1, 2−ι). Then, we can

verify that

ψt ≤
C√

log |M|
· 2−ι/2

√
log |M|

=
C

2ι/2 log |M| ,

ψt ≥
C√

log |M|
· 2−(ι+1)/2

√
c0 log |M|

=
C√

2c02ι/2 log |M| ,

where the inequality of the second row applies

λ+

t−1∑

s=1

l(M, M̄t, zt) ≤ λ+ β2 ≤ c0 log |M|.

Since C/(2ι/2 log |M|) ≥ 1, we further have for all zt ∈ Sι

σ2
t ∈

[ C√
2c02ι/2 log |M| ,

C

2ι/2 log |M|
]
.

Step III: Bound the sum In this step, we bound the sum
∑

zt∈Sι(Iσ(λ,M,St))
2 for each ι = 0, . . . , log2(T/λ) − 1.

Fixing an ι, we can decompose Sι into N ι + 1 disjoint subsets:

Sι = ∪Nι+1
j=1 Sι

j ,

where we define N ι = |Sι|/ED(M, 2(−ι−1)/2). With a slight abuse of notation, we have Sι = {zi}|S
ι|

i=1 , where the

elements are arranged in the same order as in the original set ST . Initially, let Sι
j = {} for all j ∈ [N ι + 1]. From i = 1

to |Sι|, we find the smallest j ∈ [N ι] such that zi is 2(−ι−1)/2-independent of Sι
j with respect to M. If such a j does

not exist, set j = N ι + 1. Then, let the choice of j for each zi be j(zi). According to the design of the procedure, it is

obvious that for all zi ∈ Sι, zi is 2(−ι−1)/2-dependent on each of Sι
1,i, . . . ,Sι

j(zi)−1,i, where Sι
k,i = Sι

t ∩ {z1, . . . , zi−1}
for k = 1, . . . , j(zi)− 1.

For any zi ∈ Sι indexed by t in ST , we have l(Mzt , M̄t, zt)
2 ≥ 2−ι−1. Then, because zi is 2(−ι−1)/2-dependent on

Sι
1,i, . . . ,Sι

j(zi)−1,i, respectively, we get for each k = 1, . . . , j(zi)− 1,

∑

z∈Sι
k,i

l(Mzt , M̄t, z)
2 ≥ 2−ι−1.

Then, we obtain

l(Mzt , M̄t, zt)
2/σt

λ+
∑t−1

s=1 l(Mzt , M̄t, zs)2/σs
≤ 2−ι/σt

λ+
∑j(zi)−1

k=1

∑
zs∈Sι

k,i
l(Mzt , M̄t, z)2/σs

.

When ι > ι0, recall from step II that σt = 1 for all zt ∈ Sι. Thus, we get

l(Mzt , M̄t, zt)
2/σt

λ+
∑t−1

s=1 l(Mzt , M̄t, zs)2/σs
≤ 2−ι

λ+ (j(zi)− 1)2−ι−1
=

2

j(zi)− 1 + λ2ι+1
.
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By summing over all zt ∈ Sι, we obtain

∑

zt∈Sι

(Iσ(λ,M,St))
2 ≤

Nι∑

j=1

∑

zi∈Sι
j

2

j − 1 + λ2ι+1
+

∑

zi∈Sι
Nι+1

2

N ι

≤
Nι∑

j=1

2|Sι
j |
j

+
2|Sι

Nι+1|
N ι

≤ 2ED(M, 2(−ι−1)/2) logN ι + 2|Sι| · ED(M, 2(−ι−1)/2)

|Sι|
≤ 4ED(M, 2(−ι−1)/2) logN ι, (22)

where the third inequality is deduced since by the definition of eluder dimension, we have |Sι
j | ≤ ED(M, 2(−ι−1)/2) for

all j ∈ [N ι].

When ι ≤ ι0, we have from step II that σ2
t ∈ [C/(

√
2c02

ι/2 logN), C/(2ι/2 logN)] for all zt ∈ Sι, which indicates that

their weights are roughly of the same order. Then, we obtain that

l(Mzt , M̄t, zt)
2/σt

λ+
∑t−1

s=1 l(Mzt , M̄t, zs)2/σs
≤ l(Mzt , M̄t, zt)

2/σt
λ+

∑
s∈[t−1],zs∈Sι l(Mzt , M̄t, zs)/σs

≤ 2−ι
√
2c02

ι/2 logN/C

λ+ (j(zi)− 1)2−ι−1 · 2ι/2 logN/C

≤
√
8c0

j(zi)− 1 + λ2ι/2+1C/ logN

≤
√
8c0

j(zi)− 1 + λ2ι+1
,

where the last inequality uses C ≥ 2ι/2 logN . By summing over all zt ∈ Sι, we have

∑

zt∈Sι

(Iσ(λ,M,St))
2 ≤

Nι∑

j=1

∑

zi∈Sι
j

√
8c0

j − 1 + λ2ι+1
+

∑

zi∈Sι
Nι+1

2

N ι

≤ (
√
8c0 + 2)ED(M, 2(−ι−1)/2) logN ι. (23)

Finally, by combining (21), (22) and (23), we have

T∑

t=1

(Iσ(λ,M,St))
2

=

log2(T/λ)∑

ι=0

∑

zt∈Sι

(Iσ(λ,M,St))
2

≤
ι0∑

ι=0

(
√
8c0 + 2)ED(M, 2(−ι−1)/2) logN ι +

log2(T/λ)−1∑

ι=ι0+1

4ED(M, 2(−ι−1)/2) logN ι + 1

≤ (
√
8c0 + 3)ED(M,

√
λ/T ) log2(T/λ) log T,

where the last inequality uses the monotonicity of the eluder dimension. Note that if ι0 = −1, let the sum from 0 to −1 be

0. Eventually, we accomplish the proof due to the arbitrariness of ZT
1 .
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C.2. Lemmas for Offline Setting

Proof of Lemma B.2. For simplicity, we assume that class M has finite elements. This proof is the same with the proof of

Lemma 4.6 except for the formulation of the weights. For conciseness, we only present the difference here. Let

E =
T∑

t=1

TV(Ph
∗ (·|zht )‖Ph

M̄ (·|zht ))2/σh
t .

Similar to (19), we can deduce that

T∑

t=1

1

σh
t

log

√
dPh

M̄
(xh+1|zht )

dPh
∗ (x

h+1|zht )

≤ 19 log(|M|/δ) log2B
3

− 1

4

T∑

t=1

1

σh
t

H
(
Ph
∗ (·|zht )

∥∥Ph
M̄ (·|zht )

)2
+

T∑

t=1

cht TV
(
Ph
∗ (·|zht )

∥∥Ph
M̄
(·|zht )

)

σh
t

≤ 19 log(|M|/δ) log2B
3

− 1

4

t−1∑

s=1

1

σh
s

TV
(
Ph
∗ (·|zhs )

∥∥Ph
M̄t

(·|zhs )
)2

+ 2αC
√
λ+ E,

where the last inequality uses Lemma B.1:

σh
t ≥ 1

2α
· sup
M,M ′∈M

TV(Ph
M (·|zt)‖Ph

M ′(·|zt))/α√
λ+

∑T
s=1 TV(Ph

M (·|zs)‖Ph
M ′(·|zs))2/σ2

s

≥ 1

2α
·

TV(Ph
∗ (·|zt)‖Ph

M̄
(·|zt))/α√

λ+
∑T

s=1 TV(Ph
∗ (·|zs)‖Ph

M̄
(·|zs))2/σ2

s

.

Since M̄ is the maximizer of the log-likelihood, we have

E ≤ 74 log(|M|/δ) log2B
3

+ 8αC
√
λ+ E,

which implies that

E ≤ 2β2.

On the other hand, we get

T∑

t=1

1

σh
t

logPh
∗ (x

h+1
t |zht ) ≥

T∑

t=1

1

σh
t

logPh
M̄ (xh+1

t |zht )−
38 log(|M|/δ) log2B

3
− 4αC

√
λ+ E,

which implies M∗ ∈ M̂.

The proof adapts the analysis of Lemma 4.1 in Ye et al. (2023b).

Proof of Lemma B.3. For convenience, we use the short-hand notation

lh(M,M ′, z) = TV(Ph
M (·|z)‖Ph

M ′(·|z)).

Recall from Definition 5.1 that

ICσ(λ,M̂,D) = T · max
h∈[H]

Eπ∗

[
sup

M,M ′∈M̂

lh(M,M ′, zh)2/σh(zh)

λ+
∑T

t=1 l
h(M,M ′, zht )

2/σh
t

∣∣∣∣x1 = x

]
,

where we define

σh(zh) = max

{
1, sup

M,M ′∈M̂

lh(M,M ′, zh)/α√
λ+

∑T
t=1 l

h(M,M ′, zht )
2/σh

t

}
.
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Besides, Assumption 5.3 states that for any h ∈ [H], and two distinct M,M ′ ∈ M,

1

T

T∑

t=1

lh(M,M ′, zht )
2 ≥ Cov(M,D)ρh(M,M ′)2,

where ρh(M,M ′) = supz TV(Ph
M (·|z)‖Ph

M ′(·|z)).
Let Mzh ,M ′

zh be the models that maximize

lh(M,M ′, zh)2/σh(zh)

λ+
∑T

t=1 l
h(M,M ′, zht )

2/σh
t

.

We use the notation

ψ(zh) =
lh(Mzh ,M ′

zh , z
h)2/σh(zh)

λ+
∑T

t=1 l
h(Mzh ,M ′

zh , zh)2/σ
h
t

.

Since

σh(zh) ≥ sup
M,M ′∈M̂

lh(M,M ′, zh)/α√
λ+

∑T
t=1 l

h(M,M ′, zht )
2/σh

t

=
lh(Mzh ,M ′

zh , z
h)/α√

λ+
∑T

t=1 l
h(Mzh ,M ′

zh , z
h
t )

2/σh
t

,

we deduce that

(σh(zh))1/2 ≥ 1

α
· lh(Mzh ,M ′

zh , z
h)/(σh(zh))1/2√

λ+
∑T

t=1 l
h(Mzh ,M ′

zh , z
h
t )

2/σh
t

=

√
ψ(zh)

α
. (24)

Then, we will derive a uniform upper bound for σh
t for t ∈ [T ]. For all t ∈ [T ], we have from Lemma B.1 that

σh
t ≤max

{
1, sup

M,M ′∈M

lh(M,M ′, zht )/α√
λ+

∑T
s=1 l

h(M,M ′, zht )
2/σh

s

}

≤max

{
1, sup

M,M ′∈M

lh(M,M ′, zht )/α√
λ+

∑T
s=1 l

h(M,M ′, zht )
2/maxs σh

s

}

≤max
s

√
σh
s ·max

{
1, sup

M,M ′∈M

lh(M,M ′, zht )/α√
λ+

∑T
s=1 l

h(M,M ′, zht )
2

}

≤max
s

√
σh
s ·max

{
1, sup

M,M ′∈M

lh(M,M ′, zht )/α√
λ+

∑T
s=1 l

h(M,M ′, zht )
2

}
.

By using Assumption 5.3, we further have

σh
t ≤max

s

√
σh
s ·max

{
1, sup

M,M ′∈M

lh(M,M ′, zht )/α√
λ+ TCov(M,D)ρh(M,M ′)2

}

≤max
s

√
σh
s ·max

{
1,

1

α
√
TCov(M,D)

}
,
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which implies that

max
t
σh
t ≤ max

{
1,

1

α2TCov(M,D)

}
. (25)

There are two situations. If α2TCov(M,D) ≥ 1, we have from (25) that σh
t = 1 for all t ∈ [T ]. Hence, since σh(zh) ≥ 1

it follows that

ICσ(λ,M̂,D) ≤T · max
h∈[H]

Eπ∗

[
sup

M,M ′∈M̂

lh(M,M ′, zh)2

λ+
∑T

t=1 l
h(M,M ′, zht )

2

]

≤T · max
h∈[H]

Eπ∗

[
sup

M,M ′∈M̂

lh(M,M ′, zh)2

λ+ TCov(M,D)ρ(M,M ′)2

]

≤T · 1

TCov(M,D)
=

1

Cov(M,D)
.

If α2TCov(M,D) ≥ 1, we combine (24) and (25) to get

ψ(zh) ≤ lh(Mzh ,M ′
zh , z

h)2 · α2/ψ(zh)

λ+
∑T

t=1 l
h(Mzh ,M ′

zh , zh)2 · α2TCov(M,D)

≤ 1

ψ(zh)
· lh(Mzh ,M ′

zh , z
h)2

TCov(M,D) · TCov(M,D)ρ(Mzh ,M ′
zh)2

≤ 1

ψ(zh)
· 1

(TCov(M,D))2
,

which implies that

ψ(zh) ≤ 1

TCov(M,D)
.

Therefore, we obtain

ICσ(λ,M̂,D) ≤ 1

Cov(M,D)
.

D. Auxiliary Results

D.1. Bounding TV-Eluder Dimension for Tabular MDPs

Theorem D.1. Consider a family of tabular MDPs with transition Ph
M : X ×A → [0, 1] for any M ∈ M, h ∈ [H]. Then,

we have

ED(M, ǫ) ≤ 48SA log(1 + 8SA/ǫ2).

Proof. For any i ∈ [n], z ∈ X × A, denote TV(Ph
M (·|z)‖Ph

M ′(·|z)) by li(z). Let {(zi, li)}ni=1 be any sequence such

that for any i ∈ [n], (zi, li) is ǫ-independent of its predecessors. We can formulate zi and li as SA-dimensional vectors,

respectively. Let Σi =
∑i−1

s=1 ziz
⊤
i + λI for any i ∈ [n]. Then, we get

li(zi) =z
⊤
i li ≤ ‖zi‖Σ−1

i
‖li‖Σi

≤‖zi‖Σ−1
i

√√√√l⊤i

( i−1∑

s=1

ziz⊤i + λI
)
li

=‖zi‖Σ−1
i

√√√√
i−1∑

s=1

(l⊤i zi)
2 + λSA. (26)
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On the one hand, we have

n∑

i=1

li(zi) > nǫ.

On the other hand, we get

n∑

i=1

li(zi) ≤
n∑

i=1

‖zi‖Σ−1
i

√√√√
i−1∑

s=1

(l⊤i zi)
2 + λSA

≤
n∑

i=1

‖zi‖Σ−1
i

√
ǫ2 + λSA

≤(ǫ+
√
λSA)

n∑

i=1

‖zi‖Σ−1
i

≤2ǫ

√√√√T

n∑

i=1

‖zi‖2Σ−1
i

≤ 2ǫ
√

2nSA log(1 + n/ǫ2),

where the first inequality uses (26), the second inequality holds due to the definition of ǫ-independence, and the last

inequality applies elliptical potential lemma (Lemma E.5) and takes λ = ǫ2/SA. It follows that

nǫ ≤ 2ǫ
√

2nSA log(1 + n/ǫ2),

which implies that

n ≤ 8SA log(1 + n/ǫ2).

According to Lemma G.5 of Wang et al. (2023), we obtain that

n ≤ 48SA log(1 + 8SA/ǫ2).

D.2. Bounding TV-Eluder Dimension for Linear MDPs

Theorem D.2. Consider a family of linear MDPs, and there exist maps νh : M×X → R
d and φh : X ×A → R

d such

that transition Ph
M (xh+1|zh) = νh(M,xh+1)⊤φh(zh), where ‖φ(z)‖2 ≤ 1 for any z ∈ X ×A. Then, we have

ED(M, ǫ) ≤ 48d log(1 + 8d/ǫ2)

Proof. For any i ∈ [n], z ∈ X ×A, denote TV(Ph
Mi

(·|z)‖Ph
M ′

i
(·|z)) by li(z). Let {(zi, li)}ni=1 be any sequence such that

for any i ∈ [n], (zi, li) is ǫ-independent of its predecessors. Let Σi =
∑i−1

s=1 φ
h(zs)φ

h(zs)
⊤ + λI . For any M,M ′ ∈ M,

we have

TV(Ph
M (·|zi)‖Ph

M ′(·|zi)) = sup
X0

∣∣∣
∫

X0

(
νh(M,xh+1)− νh(M ′, xh+1)

)⊤
φh(zi)dx

h+1
∣∣∣

≤‖φh(zi)‖Σ−1
i

sup
X0

∥∥∥
∫

X0

(
νh(M,xh+1)− νh(M ′, xh+1)

)
dxh+1

∥∥∥
Σi

.
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Since

sup
X0

∥∥∥
∫

X0

(
νh(M,xh+1)− νh(M ′, xh+1)

)
dxh+1

∥∥∥
2

Σi

≤ sup
X0

i−1∑

s=1

(∫

X0

(
νh(M,xh+1)− νh(M ′, xh+1)

)⊤
φh(zs)

)2
+ λd

≤
i−1∑

s=1

(
sup
X0

∫

X0

(
νh(M,xh+1)− νh(M ′, xh+1)

)⊤
φh(zs)

)2
+ λd

≤
i−1∑

s=1

TV(Ph
M (·|zs)‖Ph

M ′(·|zs))2 + λd.

It follows that

TV(Ph
M (·|zi)‖Ph

M ′(·|zi)) ≤ ‖φh(zi)‖Σ−1
i

√√√√
i−1∑

s=1

TV(Ph
M (·|zs)‖Ph

M ′(·|zs))2 + λd. (27)

On the one hand, we have

n∑

i=1

li(zi) > nǫ.

On the other hand, we derive from (27) that

n∑

i=1

li(zi) ≤
n∑

i=1

‖φh(zi)‖Σ−1
i

√√√√
i−1∑

s=1

li(zs)2 + λd

≤
√
ǫ2 + λd

n∑

i=1

‖φh(zi)‖Σ−1
i

≤(ǫ+
√
λd)

√√√√n

n∑

i=1

‖φh(zi)‖2Σ−1
i

≤2ǫ
√

2nd log(1 + n/ǫ2),

where the last inequality holds by invoking Lemma E.5 and taking λ = ǫ2/d. Therefore, we obtain

nǫ ≤ 2ǫ
√

2nd log(1 + n/ǫ2).

Then, by applying Lemma G.5 of Wang et al. (2023), we complete the proof.

Example D.3 (Information Ratio for Linear Model). If the transition can be embedded as Ph
M (xh+1|zh) =

νh(M,xh+1)⊤φh(zh), the IR defined in (1)

Ih(λ,M,Sh
t ) ≤ min

{
1, ‖φh(zht )‖(Σh

t )
−1

}
.

Proof. Let

Σh
t =

t−1∑

s=1

φh(zhs )φ
h(zhs )

⊤.
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We deduce from the definition of TV-norm and the Cauchy-Schwartz inequality that

TV(Ph
M (·|zht )‖Ph

M̄t
(·|zht )) = sup

X ′

∣∣∣φh(zht )⊤
∫

X ′

(νh(M,xh+1)− νh(M̄t, x
h+1))dxh+1

∣∣∣

≤‖φh(zht )‖(Σh
t )

−1 · sup
X ′

∥∥∥
∫

X ′

(νh(M,xh+1)− νh(M̄t, x
h+1))dxh+1

∥∥∥
Σh

t

.

We define

Xt = argmax
X ′⊆X

∥∥∥
∫

X ′

(νh(M,xh+1)− νh(M̄t, x
h+1))dxh+1

∥∥∥
Σh

t

.

Additionally, we get

λ+

t−1∑

s=1

TV(Ph
M (·|zhs )‖Ph

M̄t
(·|zhs ))2

= λ+
1

4

t−1∑

s=1

sup
X ′

(
φh(zhs )

⊤

∫

X ′

(νh(M,xh+1)− νh(M̄t, x
h+1))dxh+1

)2

≥ λ+
1

4

t−1∑

s=1

(
φh(zhs )

⊤

∫

Xt

(νh(M,xh+1)− νh(M̄t, x
h+1))dxh+1

)2

= λ+
(∫

Xt

(νh(M,xh+1)− νh(M̄t, x
h+1))dxh+1

)⊤ t−1∑

s=1

φh(zhs )φ
h(zhs )

⊤

(∫

Xt

(νh(M,xh+1)− νh(M̄t, x
h+1))dxh+1

)

≥
∥∥∥
∫

Xt

(νh(M,xh+1)− νh(M̄t, x
h+1))dxh+1

∥∥∥
2

Σh
t

.

Hence, we have

TV(Ph
M (·|zht )‖Ph

M̄t
(·|zht ))√

λ+
∑t−1

s=1 TV(Ph
M (·|zhs )‖Ph

M̄t
(·|zhs ))2

≤
‖φh(zht )‖(Σh

t )
−1 ·

∥∥∥
∫
Xt
(νh(M,xh+1)− νh(M̄t, x

h+1))dxh+1
∥∥∥
Σh

t∥∥∥
∫
Xt
(νh(M,xh+1)− νh(M̄t, xh+1))dxh+1

∥∥∥
Σh

t

≤ ‖φh(zht )‖(Σh
t )

−1 ,

which conludes the proof.

Now, we use the linear MDP to illustrate the condition in Assumption 5.3. In the following lemma, we demonstrate that

the condition holds as long as the learner has excess to a well-explored dataset (28), which is a wildly-adopted assumption

in the literature of offline linear MDPs (Duan et al., 2020; Wang et al., 2020; Zhong et al., 2022a).

Lemma D.4. In the linear setting where the transition model M can be embedded into a d-dimensional vector space:

Mh = {〈νh(M,xh+1), φh(·)〉 : X → R} and ‖φ(z)‖ ≤ 1, if we assume that the data empirical covariance satisfies the

following minimum eigenvalue condition: there exists an absolute constant c̄ > 0 such that

σmin

(
T−1

T∑

t=1

φ(zht )φ(z
h
t )

⊤
)
=
c̄

d
, (28)

then, Assumption 5.3: for any two distinct M,M ′ ∈ M,

min
h∈[H]

1

T

T∑

t=1

TV(Ph
M (·|zht )‖Ph

M ′(·|zht ))2 ≥ Cov(M,D)ρ(M,M ′)2

with Cov(M,D) = c̄/(2d) will holds with probability at least 1− δ.
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Proof. By using the linear model and the definition of TV-norm, we have for some M,M ′ ∈ M,

1

T

T∑

t=1

TV(Ph
M (·|zht )‖Ph

M ′(·|zht ))2

=
1

T

T∑

t=1

sup
X ′

(
φh(zht )

⊤

∫

X ′

(νh(M,xh+1)− νh(M ′, xh+1))dxh+1
)2

≥ sup
X ′

1

T

T∑

t=1

(
φh(zht )

⊤

∫

X ′

(νh(M,xh+1)− νh(M ′, xh+1))dxh+1
)2

= sup
X ′

(∫

X ′

(νh(M,xh+1)− νh(M ′, xh+1))dxh+1
)⊤

Λh
T

(∫

X ′

(νh(M,xh+1)− νh(M ′, xh+1))dxh+1
)

≥ c̄

d
sup
X ′

∥∥∥
∫

X ′

(νh(M,xh+1)− νh(M ′, xh+1))dxh+1
∥∥∥
2

,

where we define Λh
T = T−1

∑t−1
s=1 φ

h(zhs )φ
h(zhs )

⊤, and the last inequality uses λmin(Λ
h
T ) = c̄/d. We use the short-hand

notation

ξ =

∫

X0

(νh(M,xh+1)− νh(M ′, xh+1))dxh+1,

where X0 is the maximizer of (29). Then, it follows that

1

T

T∑

t=1

TV(Ph
M (·|zht )‖Ph

M ′(·|zht ))2 ≥ c̄

d
‖ξ‖2. (29)

Additionally, we also have

ρ(M,M ′) = sup
z

TV(Ph
M (·|z)‖Ph

M ′(·|z))

≤ sup
z

sup
X ′

(
φh(z)⊤

∫

X ′

(νh(M,xh+1)− νh(M ′, xh+1))dxh+1
)2

≤ sup
X ′

∥∥∥
∫

X ′

(νh(M,xh+1)− νh(M ′, xh+1))dxh+1
∥∥∥
2

=‖ξ‖2.

Therefore, we complete the proof.

E. Technical Lemmas

Lemma E.1 (Azuma–Hoeffding inequality, Cesa-Bianchi & Lugosi 2006). Let {xi}ni=1 be a martingale difference se-

quence with respect to a filtration {Gi} satisfying |xi| ≤ M for some constant M , xi is Gi+1-measurable, E[xi|Gi] = 0.

Then for any 0 < δ < 1, with probability at least 1− δ, we have

n∑

i=1

xi ≤M
√
2n log(1/δ).

Lemma E.2 (Theorem 13.6 of Zhang (2023)). Consider a sequence of random functions C1(S1), . . . , Ct(St). Assume

that ξi ≤ E
Z

(y)
i

ξi + b for some constant b > 0. Then for any λ ∈ (0, 3/b), with probability at least 1− δ:

n∑

i=1

ξi ≤
n∑

i=1

E
Z

(y)
i

ξi +
λ
∑n

i=1 VarZ(y)
i

(ξi)

2(1− λb/3)
+

log(1/δ)

λ
.
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Lemma E.3. Let ρ = supz log(p(z)/q(z)). Then,

∫
dP (z) log2

(dP (z)
dQ(z)

)
≤ 2(ρ+ 1)KL(P‖Q).

Proof. It is obvious that ρ > 0. Now let fKL(t) = t log t− t+ 1 and f(t) = t log2 t. Define

κ = sup
0≤t≤exp(ρ)

f(t)

fKL(t)
.

By using some algebra, we know that f(t)/fKL(t) is an increasing function of t ∈ [0,+∞), which implies that when

ρ ∈ (0,+∞)

κ ≤ f(exp(ρ))

fKL(exp(ρ))
=

ρ2 exp(ρ)

ρ exp(ρ)− exp(ρ) + 1
≤ 2 + 2ρ.

Therefore, we have

∫
dP (z) log2

(dP (z)
dQ(z)

)
= Ez∼Qf

(p(z)
q(z)

)
≤ κEz∼QfKL

(p(z)
q(z)

)
= κKL(P‖Q),

which indicates the desired bounds.

Lemma E.4 (Proposition B.11 of Zhang (2023)). Let ρ = supz log(p(z)/q(z)). Then

H(P‖Q)2 ≤ KL(P‖Q) ≤ (3 + ρ)H(P‖Q)2.

Lemma E.5 (Elliptical Potential Lemma (Dani et al., 2008; Rusmevichientong & Tsitsiklis, 2010; Abbasi-Yadkori et al.,

2011)). Let {xi}i∈[T ] be a sequence of vectors in R
d with ‖xi‖2 ≤ L < ∞ for all t ∈ [T ]. Let Λ0 be a positive-definite

matrix and Λt = Λ0 +
∑t

i=1 xix
⊤
i . It holds that

log
(det(Λt)

Λ0

)
≤

T∑

i=1

‖xi‖2Λ−1
i−1

.

Further, if ‖xi‖2 ≤ L for all i ∈ [T ], then we have

T∑

i=1

min{1, ‖xi‖2Λ−1
i−1

} ≤ 2 log
(det(Λt)

Λ0

)
≤ 2d log

( trace(Λ0) + nL2

d det(Λ0)1/d

)
.

Finally, if λmin(Λ0) ≥ max(1, L2),
T∑

i=1

‖xi‖2Λ−1
i−1

≤ 2 log
(det(Λt)

Λ0

)
.
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