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Abstract
Image fusion integrates essential information
from multiple images into a single composite,
enhancing structures, textures, and refining im-
perfections. Existing methods predominantly fo-
cus on pixel-level and semantic visual features
for recognition, but often overlook the deeper
text-level semantic information beyond vision.
Therefore, we introduce a novel fusion paradigm
named image Fusion via vIsion-Language Model
(FILM), for the first time, utilizing explicit tex-
tual information from source images to guide the
fusion process. Specifically, FILM generates se-
mantic prompts from images and inputs them into
ChatGPT for comprehensive textual descriptions.
These descriptions are fused within the textual
domain and guide the visual information fusion,
enhancing feature extraction and contextual under-
standing, directed by textual semantic information
via cross-attention. FILM has shown promising
results in four image fusion tasks: infrared-visible,
medical, multi-exposure, and multi-focus image
fusion. We also propose a vision-language dataset
containing ChatGPT-generated paragraph descrip-
tions for the eight image fusion datasets across
four fusion tasks, facilitating future research in
vision-language model-based image fusion. Code
and dataset are available at https://github.
com/Zhaozixiang1228/IF-FILM.

1. Introduction
Image fusion (Zhao et al., 2023b;c; Liu et al., 2022a; Zhang,
2021b), standing as a critical technique in computer vision,
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“In this image, we see a busy street with people riding bicycles. The 
image captures different scenes of the street, including a man 

walking on the street, a man on a bicycle, and several cars parked or 
driving in the area. A large white building stands out in the 

background, adding architectural interest to the scene…”

Image Caption
Dense Caption

Segment Anything

Text Paragraph Generation

“In this image, the scene is lively with various objects and vehicles 
on a street. Two people can be seen riding skateboards, adding 
movement and energy to the scene. Nearby, a person is riding a 
bicycle, positioned between two distinct landmarks. A man on a 

skateboard is slightly to the right……”
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Figure 1: Workflow for our FILM. Input images are first processed
to create prompts for ChatGPT (OpenAI, 2023), which then gen-
erate detailed textual descriptions. These descriptions help to get
fused textual features via the frozen BLIP2 (Li et al., 2023b) model.
Then, these textual features are fused and guide the extraction and
fusion of visual features via cross-attention, enhancing contextual
understanding with text-based semantic information. Finally, the
fusion image is output by the image decoder.

combines information from multiple source images to cre-
ate a single image that is more informative and suitable for
human or machine perception. The realm of image fusion
encompasses several sub-tasks, each addressing unique chal-
lenges and applications. Representatively, infrared-visible
image fusion combines infrared and visible images, enhanc-
ing object representation under varied illumination condi-
tions (Zhao et al., 2023b;c). Medical image fusion integrates
different modalities of clinical images such as MRI and CT
scans, offering a more comprehensive view for diagnosis
and treatment planning (James & Dasarathy, 2014; Xu &
Ma, 2021; Li et al., 2023c). Multi-exposure image fusion
merges images taken with different exposure settings to cap-
ture a wider range of luminance, which is crucial in high
dynamic range imaging (Ma et al., 2020b; 2017). Lastly,
multi-focus image fusion merges images focused on differ-
ent planes to produce a uniformly sharp image, invaluable
in microscopy and macro photography (Deng & Dragotti,
2021; Zhang, 2021b).

Despite its widespread application, the current state of im-
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age fusion is marred by a notable limitation: an over-reliance
on visual features. The prevalent methodologies in this field
predominantly center around the vision feature extraction,
alignment, fusion, and reconstruction, prioritizing aspects
like texture, contrast, highlight information, and pixel regis-
tration (Zhao et al., 2023b; Liang et al., 2022). This conse-
quently neglects the deeper, semantic layers of information
that images inherently possess. Approaches that integrate
downstream pattern recognition tasks like semantic segmen-
tation (Tang et al., 2022a;b; Liu et al., 2023a) and object
detection (Liu et al., 2022a; Sun et al., 2022; Zhao et al.,
2023a), although progressive, still fall short as they remain
concentrate on the superficial semantics derived from visual
pixel level cues rather than the deeper, more nuanced tex-
tual information that images can convey. Therefore, how to
better utilize the deeper-semantic features that go beyond
visual information in images, becomes a breakthrough point
that urgently needs to be addressed.

With the development of large language models (OpenAI,
2023), some work (Zhang et al., 2023; Zhu et al., 2023;
Radford et al., 2021; OpenAI, 2023) attempts to utilize Vi-
sion Language Model (VLM) for information fusion and
alignment as supplementary. These models, which include
notable architectures like CLIP (Radford et al., 2021) and
GPT4 (OpenAI, 2023), demonstrate remarkable proficiency
in understanding and generating content that synergizes vi-
sual and textual components. They not only tap into the
knowledge capabilities of the large language model, but
also align and fuse with visual information (Li et al., 2023b).
This synergy has the potential to significantly enhance im-
age fusion processes, offering a pathway to incorporate
deeper semantic understanding guided by language, thereby
enabling a more comprehensive and contextually rich fusion
process. For instance, when describing two multi-modal im-
ages from the same scene, the descriptions should focus on
the response characteristics unique to each modality; for de-
scriptions of multi-focus images, the text should pay greater
attention to the areas of perfect imaging that align with their
focal points. Thus, we can extract textual descriptions from
images based on the large vision-language model and, after
integrating descriptions on the textual feature level, we then
use fused text features to guide the extraction and fusion of
features at the image and vision level.

Therefore, in this paper, we propose a novel fusion algorithm
called Image Fusion via VIsion-Language Model (FILM).
This approach integrates the capabilities of VLMs into the
image fusion process, for the first time, leveraging the se-
mantic understanding derived from textual data to guide and
enhance the fusion of visual features. Our methodology
comprises three components: text feature fusion, language-
guided vision feature fusion, and vision feature decoding.
The workflow of these components is depicted in Figure 1.
Our contributions are summarized as follows:

• We propose a novel paradigm for image fusion. To our
knowledge, this is the first instance of incorporating ex-
plicit (language model derived) textual guidance into
image fusion algorithms. This approach aids in the
deeper understanding of text-level semantic informa-
tion, facilitating the extraction and fusion of strengths
from each source image.

• Our model has achieved satisfactory results in infrared-
visible, medical, multi-exposure, and multi-focus im-
age fusion tasks, demonstrating its effectiveness across
various application scenarios.

• We introduce a series of vision-language benchmark
datasets for image fusion covering eight fashion
datasets across four fusion tasks. These datasets com-
prise manually refined prompts tailored for the Chat-
GPT model, alongside paired textual descriptions gen-
erated by ChatGPT, which are designed to facilitate
subsequent research in image fusion using vision-
language models.

2. Related Work
In this section, we will review the image fusion algorithms in
the era of deep learning (DL) and introduce the key technol-
ogy used in our paper: the Vision-Language Model (VLM).

DL-Based Image Fusion. In the era of deep learning, neu-
ral networks are often used for source feature extraction,
feature fusion, and fused image reconstruction (Zhao et al.,
2023b; Zhang, 2021b). (a) In multi-modal image fusion,
since there is no ground truth available, it inherently be-
longs to an unsupervised task. The fusion methods can be
divided into generative and discriminative categories (Zhang
& Demiris, 2023). Generative algorithms model the latent
space manifold through the generative adversarial network
(GAN) (Ma et al., 2019b; Liu et al., 2022a) or denoising
diffusion model (Zhao et al., 2023c), making the distribution
gap between source and fused images as close as possible.
On the other hand, discriminative models, based on regres-
sion ideas, use the model-driven (Xu et al., 2021; Zhao et al.,
2022a; Li et al., 2023a; Zhao et al., 2022b) or data-driven
(Zhao et al., 2020; 2023b; Li & Wu, 2018) auto-encoder
structures to learn the source-fusion images mapping. Addi-
tionally, downstream cross-modal pattern recognition tasks,
such as object detection (Liu et al., 2022a; Sun et al., 2022;
Zhao et al., 2023a) and semantic segmentation (Tang et al.,
2022a;b; Liu et al., 2023a), are employed to make the fused
images highlight features and regions containing vision-
based semantic information (Zhao et al., 2023a). (b) In
digital image fusion, supervised fusion algorithms often
obtain a mapping from imperfect source images to perfect
ground truth by predicting decision maps or reconstructing
images (Deng & Dragotti, 2021; Liu et al., 2017; Xiao et al.,
2021; 2020; Ma et al., 2020a; Yin et al., 2021b). For issues
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where perfect training ground truth, like normally-exposed
and all-focus images, are hard to obtain, unsupervised al-
gorithms often reconstruct fused images based on CNN
(Prabhakar et al., 2017; Han et al., 2022; Gao et al., 2022;
Bouzos et al., 2023; Guan et al., 2023; Deng et al., 2021),
Transformer (Qu et al., 2022; Guan et al., 2023), or GAN
(Yin et al., 2021a; Cai et al., 2018; Xu et al., 2020b; Guo
et al., 2019). The feature substitution or fusion, with the help
of no-reference quality metrics (Xu et al., 2020c; Liu et al.,
2023b), usually occurrence in image domains, frequency
domains, or feature spaces (Ma et al., 2020a; Wang et al.,
2022b; 2023). (c) Furthermore, registration-based methods
focus on solving the misalignment issue in multi-source
image inputs, reducing artifacts in the fused images (Wang
et al., 2022a; Jiang et al., 2022; Xu et al., 2022b). Mean-
while, unified frameworks explore the meta-information in
different fusion tasks, investigating the mutual promotion
effects and alleviating the issues of lacking paired training
data and absence of ground truth (Xu et al., 2022a; Liang
et al., 2022).

Vision-Language Model. Recently, visual language multi-
modal learning (Radford et al., 2021; Li et al., 2022; Xu
et al., 2015; Brooks et al., 2023; Qin et al., 2024; Huang
et al., 2024) has become a hot research topic. In particu-
lar, vision-language models (Zhu et al., 2023; Wang et al.,
2021; Li et al., 2022; OpenAI, 2023; Zhang et al., 2023)
such as BLIP (Li et al., 2022; 2023b), DALL-E (Ramesh
et al., 2021; 2022), and GPT4 (OpenAI, 2023) have shown
powerful performance in several downstream tasks. BLIP
demonstrates powerful knowledge prompt capabilities in
bridging between frozen visual feature pre-trained encoders
and frozen large language models. GPT4 also shows strong
general performance based on visual language pre-training.
With the help of these large models (Touvron et al., 2023;
OpenAI, 2023), a lot of studies (Zhang et al., 2023; Zhu
et al., 2023) in image captioning have turned into guiding
the large models to provide detailed descriptions of images
in the form of natural language. These large models provide
external common knowledge for image caption. The key
details information from the image such as dense caption,
can provide a strong explicit prompt. It allows the image
to be presented in a descriptive form that covers the key
information. Inspired by this, we aim to introduce a vision-
language model to image fusion so that text can guide image
fusion in an effective and intuitive way.

Comparison with Existing Approaches. The most closely
related approaches to our method are the ones that use pat-
tern recognition tasks to provide guidance through visual
semantic information (Tang et al., 2022b; Liu et al., 2023a;
2022a; Zhao et al., 2023a). In contrast to such methods,
our approach transcends the limitations of visual semantic
information by utilizing deeper-level textual semantic infor-
mation, guiding the feature extraction and selection in fusion

tasks through language and textual features. The integration
of VLM in image fusion tasks promises a transformative
shift, enabling a more holistic understanding of images
through the combined perspectives of both visual percep-
tion and textual context, thereby paving the way for more
sophisticated and application-specific fusion techniques.

3. Method
In this paper, we denote the input pairs of images, which may
be a pair of infrared-visible, medical, multi-exposure, or
multi-focus images, as I1 and I2. The algorithm ultimately
outputs a fused image, represented as F . In this section,
we will provide a comprehensive description of our FILM
algorithm, denoted as IF = FILM(I1, I2), elucidating its
workflow and design details.

3.1. Workflow Overview

Brief and detailed workflows of our FILM paradigm are
illustrated in Figures 1 and 2. FILM is segmented into three
components: text feature fusion, language-guided vision
feature fusion, and vision feature decoding, corresponding
to the first, second, and third columns of Figure 2, and de-
noted as T (·), V(·), and D(·), respectively. Specifically,
our FILM algorithm takes two source images {I1, I2} as
input, which are initially processed by the text feature fusion
component T . This component encompasses generating
prompts from image caption (Li et al., 2023b), dense cap-
tion (Nguyen et al., 2022), and Segment Anything (Kirillov
et al., 2023), to produce textual descriptions via ChatGPT
(OpenAI, 2023). The descriptions are encoded via the text
encoder of BLIP2 (Li et al., 2023b), and the text features
are subsequently fused. The language-guided vision feature
fusion component V then utilizes the fused text features
to guide the extraction of visual features from the source
images using cross-attention. This process identifies and
integrates the salient aspects and advantages to be incorpo-
rated into the fused image. Finally, the fusion result F is
output by the vision feature decoding component D, which
decodes the fused vision features into an image. Each com-
ponent’s details will be elaborated upon separately.

3.2. Fusion via Vision-Language Model

Component I: Text Feature Fusion. In the text feature
fusion component, paired source images {I1, I2} are input,
resulting in the fused text feature ΦT

F , i.e.,

ΦT
F = T (I1, I2). (1)

Initially, inspired by Li et al. (2023b); Nguyen et al. (2022);
Kirillov et al. (2023); Zhao (2023), we input the images into
the BLIP2 (Li et al., 2023b), GRIT (Nguyen et al., 2022),
and Segment Anything (Kirillov et al., 2023) models to
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Figure 2: Workflow for our FILM, which encompasses three components: text paragraph generation and text feature fusion, language-
guided vision feature fusion via cross attention and vision feature decoding, corresponding to the first, second, and third columns.

extract image semantic information from holistic to fine-
grained, as Image Caption, Dense Caption, and Semantic
Mask. Subsequently, these three prompts are fed into the
ChatGPT (OpenAI, 2023) model to generate paired text de-
scriptions {T1, T2} for the source images {I1, I2}. We then
input {T1, T2} into the text encoder of parameter-frozen
BLIP2 (Li et al., 2023b) model, obtaining the corresponding
text features {ΦT

1 ,Φ
T
2 }. Ultimately, the fused text feature

ΦT
F is obtained by concatenating {ΦT

1 ,Φ
T
2 }. For more de-

tails on feature prompting and text generation, please refer
to Section 4.

Component II: Language-Guided Vision Feature Fusion.
In the language-guided vision feature fusion component,
we guide the extraction of visual features from the source
image through text features, resulting in the visual fusion
feature ΦV

F , i.e.

ΦV
F = V(ΦT

F , I1, I2). (2)

Firstly, source images {I1, I2} are fed into the image en-
coders, producing shallow visual features {ΦV,(0)

1 ,Φ
V,(0)
2 }

from {I1, I2}, respectively. The image encoder, consisting
of Restormer blocks (Zamir et al., 2022) and CNN blocks
(He et al., 2016), focuses on both global and local visual
representations while maintaining computational efficiency
and effective feature extraction. Subsequently, these shallow

features are input into the cross-attention mechanism, where
fused text features direct the visual feature extraction pro-
cess, specifically emphasizing aspects of the source image
that are desired to be preserved in the output fused image.
That is:

Φ
V,(m)
1 = CA

(
ΦT

F ,Φ
V,(m−1)
1

)
, (3)

where m=1, · · · ,M . CA(·) represents the Cross-Attention
module, and Φ

V,(m)
2 can be obtained similarly by replac-

ing the subscripts. In CA(·), Key (K) and Value (V ) are
provided by Φ

V,(m−1)
1 or Φ

V,(m−1)
2 , while Query (Q) is

provided by ΦT
F . Moreover, the feed-forward operation in

CA(·) is also implemented through the Restormer block
(Zamir et al., 2022).

After passing through M Cross-Attention modules, the vi-
sual features from text-guided extraction are represented
as {ΦV,(M)

1 ,Φ
V,(M)
2 }. Subsequently, after the concatena-

tion through channel dimension, {ΦV,(M)
1 ,Φ

V,(M)
2 } yield

the fused visual feature ΦV
F , as shown in Figure 2.

Component III: Vision Feature Decoding. Finally, the
fused visual feature ΦV

F is input into the image decoder D,
comprising N layers of Restormer (Zamir et al., 2022) and
CNN (He et al., 2016) blocks, from which the fused image
is output, denoted as IF = D(ΦV

F ). IF refers to the final
output fusion image of FILM.
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Image Caption 
“A woman 

standing on the 
street.”

“A person 
walking down the 
street at night.”

Dense Caption Segment Anything
“In the given image , a woman can be seen standing on the street. She is wearing a white coat. The street is adorned with various objects. 

There is a red and white fire hydrant. An orange and gray post can can also be visible. Moving towards the pedestrian crossing, there is a white 
painted crosswalk. Next to it, an orange and white post is situated. Nearby, there is a white building with numerous windows. Additionally, a 

row of green bushes extends in the vicinity. The image also includes region semantics, such as a green tree with a leaf depicted in two 

segments. Moreover, a white piece of paper against a black backdrop is visible. In summary, the image portrays…”

“In this photo, we see a person walking down a dark street at night. The image captures a woman walking, and a building is 
visible behind some trees. Additionally, the photo includes several other objects depicted in black and white. Despite the absence 

of colors, the image effectively captures the scene with various objects positioned in different parts of the composition.”

Generated Text ParagraphInput Image

“A black and 
white image of a 

brain.”

“An image of a 
brain.”

The MRI image depicts a transverse section of the brain at the level of the cerebral hemispheres. The white 
matter is visualized in darker tones, creating a stark contrast against the lighter gray matter of the gyri and sulci on the 

periphery of the brain. The image is characterized by its clear demarcation of the cerebral cortex and the intricate folding

 The SPECT image shows diffuse tracer uptake across the cerebral hemispheres with some areas exhibiting brighter intensity. 
This suggests a variation in metabolic activity or cerebral blood flow, with the brighter areas potentially indicating regions of 

higher metabolic demand or perfusion.

“A photograph 
of a single 
flower.”

“A photo of a 
flower in the 

grass.”

“In this image. we see a meadow or garden space, with the focus set beyond a single blurred flower in the foreground. The 
environment suggests a rich, natural setting, with various plant species that seem to sway gently, inviting curiosity about the 

landscape's fuller context.”

“The image pulls the single flower into sharp focus, showcasing its slender petals and the intricate details of its center. The 
surrounding foliage now recedes into a soft bokeh, which highlights the flower's delicate beauty and isolation within the larger 

environment”

“A photo of a 
kitchen with 
chairs and a 

coffee machine.”

“A photo of a 
window with a 

view of the city.”

“The scene is brightly illuminated with high exposure, washing out most details. The interior kitchen space is now clearly 
visible, with white cabinetry and a coffee machine on the countertop. The window view is overexposed, causing the sky and 

buildings to blend into the bright light, obscuring details.”

“This image showcases an indoor setting with very low exposure, rendering most of the scene in darkness. The outlines of 
kitchen cabinetry and a refrigerator are faintly visible against the dark backdrop. There's a discernible contrast between the 

dark interior and the window, which reveals a cityscape with buildings and a gloomy sky.”

Figure 3: Visualization of the VLF dataset creation process and representative data displays.

4. Vision-Language Fusion Dataset
In this section, we will introduce details of the proposed
Vision-Language Fusion (VLF) Dataset, including prompts
generation, paragraph descriptions output, and representa-
tive visualization displays.

Overview. Considering the high computational cost of
invoking various vision-language components, and to facili-
tate subsequent research on image fusion based on vision-
language models, we propose the VLF Dataset. This dataset
encompasses paired paragraph descriptions generated by
ChatGPT, covering all image pairs from the training and test
sets of the eight widely-used fusion datasets. These include
the MSRS (Tang et al., 2022c), M3FD (Liu et al., 2022a)
and RoadScene (Xu et al., 2020a) datasets for infrared-
visible image fusion (IVF) task, the Harvard medical dataset
(Johnson & Becker) for medical image fusion (MIF) task,
the RealMFF (Zhang et al., 2020a) and Lytro (Nejati et al.,
2015) datasets for multi-focus image fusion (MFF) task,
and the SICE (Cai et al., 2018) and MEFB (Zhang, 2021a)
datasets for multi-exposure image fusion (MEF) task.

Prompt Generation. The output of each component from
the Text Paragraph Generation module in FILM is shown in
Figure 3. Firstly, inspired by Zhao (2023), BLIP2 (Li et al.,
2023b), GRIT (Nguyen et al., 2022) and Segment Anything
(Kirillov et al., 2023) models output Image Caption, Dense
Caption, and Semantic Mask, respectively. They provide the
one-sentence caption, object-level information, and seman-
tic mask for the input and representing semantic information
ranging from coarse-grained to fine-grained.

Generated Paragraph Descriptions. Subsequently, the
generated semantic prompts from paired images are input
into ChatGPT (OpenAI, 2023) to generate paragraph de-
scriptions, which are used to guide subsequent fusion tasks.

Statistical Information. This dataset contains 7040 para-
graph descriptions, with each description consisting of seven
sentences and 186 words on average. We present examples

of representative infrared-visible, medical, multi-exposure,
multi-focus image pairs in Figure 3. More dataset details
can be found in Appendix A.

5. Experiment
In this section, we will demonstrate the performance of
FILM on various image fusion tasks, showcasing its supe-
riority. Due to space constraints, more visual results are
presented in the supplementary material (Appendix C).

Loss Function. For the total training loss, we set it as:

Ltotal = Lint + α1Lgrad + α2LSSIM, (4)

where α1, α2 are tuning parameters. In the IVF task,
following the setting in Zhao et al. (2023b), Lint =

1
HW∥IF − max(I1, I2)∥1, and Lgrad = 1

HW∥ |∇IF | −
max(|∇I1|,|∇I2|)∥1. ∇ indicates the Sobel gradient op-
erator. α1 and α2 are set to 20 and 0, respectively. MIF
task does not need fine-tuning training, therefore it has no
loss function. For MFF and MEF tasks, inspired by Liu
et al. (2023b), we set Lint =

1
HW∥IF − mean(I1, I2)∥1,

Lgrad =
1

HW∥ |∇IF |−max(|∇I1|,|∇I2|)∥1, and LSSIM =
2 − SSIM(I1, IF ) − SSIM(I2, IF ). {α1, α2} are set to
{300, 1} and {500, 1} in MFF and MEF tasks respectively,
in order to ensure the magnitude comparable in each term.

Training Details. A machine with eight NVIDIA GeForce
RTX 3090 GPUs is utilized for our experiments. We train
the network for 300 epochs using the Adam optimizer, with
an initial learning rate of 1e-4 and decreasing by a factor
of 0.5 every 50 epochs. The Adam optimization strategy
is employed with the batchsize set as 16. We incorporate
Restormer blocks (Zamir et al., 2022) in both language-
guided vision encoder V(·) and vision feature decoder D(·),
with each block having 8 attention heads and a dimensional-
ity of 64. M and N , representing the number of blocks in
V(·) and D(·), are set to 2 and 3, respectively.

Metrics. We employ six quantitative metrics to assess the
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Infrared Visible SDNet TarDAL DeFusion MetaFusion

CDDFuse LRRNet MURF DDFM SegMIF FILM (Ours)

Figure 4: Visualization comparison of the fusion results in the infrared-visible image fusion task.

Table 1: Quantitative results of IVF. The red and blue markers represent the best and second-best values, respectively.

MSRS Infrared-Visible Fusion Dataset M3FD Infrared-Visible Fusion Dataset RoadScene Infrared-Visible Fusion Dataset
EN SD SF AG VIF Qabf EN SD SF AG VIF Qabf EN SD SF AG VIF Qabf

SDN 5.25 17.35 8.67 2.67 0.50 0.38 SDN 6.79 34.63 14.86 5.16 0.56 0.54 SDN 7.34 44.74 14.99 5.94 0.62 0.55
TarD 5.28 25.22 5.98 1.83 0.42 0.18 TarD 6.79 40.75 8.18 2.92 0.53 0.30 TarD 7.25 47.57 11.46 4.23 0.56 0.43
DeF 6.46 37.63 8.60 2.80 0.77 0.54 DeF 6.84 35.09 9.65 3.37 0.59 0.42 DeF 7.39 47.60 11.26 4.47 0.63 0.50
Meta 5.65 24.97 9.99 3.40 0.63 0.48 Meta 6.68 29.62 16.22 5.68 0.68 0.57 Meta 6.87 31.95 14.40 5.55 0.55 0.46

CDDF 6.70 43.39 11.56 3.74 1.05 0.69 CDDF 7.08 41.29 16.49 5.42 0.78 0.63 CDDF 7.41 54.59 17.04 6.07 0.63 0.51
LRR 6.19 31.78 8.46 2.63 0.54 0.46 LRR 6.60 30.19 11.69 3.95 0.57 0.51 LRR 7.09 38.77 11.50 4.36 0.43 0.33

MURF 5.04 20.63 10.49 3.38 0.44 0.36 MURF 6.52 27.90 11.43 4.51 0.39 0.30 MURF 6.91 33.46 13.74 5.31 0.53 0.47
DDFM 6.19 29.26 7.44 2.51 0.73 0.48 DDFM 6.72 31.15 9.84 3.42 0.63 0.47 DDFM 7.27 42.94 10.89 4.20 0.63 0.50
SegM 5.95 37.28 11.10 3.47 0.88 0.63 SegM 6.89 35.64 16.11 5.52 0.78 0.65 SegM 7.29 47.10 15.07 5.78 0.65 0.56
Ours 6.72 43.17 11.70 3.84 1.06 0.73 Ours 7.09 41.53 16.77 5.55 0.83 0.67 Ours 7.43 49.25 17.34 6.60 0.69 0.62

MRI PET DIFNet DeFusion

CDDFuse DDFM SDNet U2Fusion

MATR GeSeNet MsgFusion FILM (Ours)

Figure 5: Visualization comparison of the fusion results in the
medical image fusion task.

fusion outcomes: entropy (EN), standard deviation (SD),
spatial frequency (SF), average gradient (AG), visual infor-
mation fidelity (VIF) and QAB/F . Higher metric values
indicate superior quality in the fused image. Further infor-
mation is available in Ma et al. (2019a).

5.1. Infrared and Visible Image Fusion

Setup. Following Zhao et al. (2023b;c), infrared-visible
fusion experiments are conducted on the MSRS (Tang et al.,

Table 2: Quantitative results of MIF. The red and blue markers
represent the best and second-best values, respectively.

Harvard Medical Image Fusion Dataset
EN SD SF AG VIF Qabf

DIFNet 4.58 49.99 14.93 4.09 0.61 0.59
DeFusion 3.90 54.77 16.87 4.30 0.62 0.57
CDDFuse 4.00 70.58 22.84 5.75 0.71 0.69

DDFM 3.82 56.47 16.17 4.16 0.68 0.65
SDNet 3.53 48.85 23.15 5.53 0.54 0.63

U2Fusion 3.56 49.95 19.70 4.98 0.47 0.53
MATR 4.09 48.63 17.87 4.70 0.75 0.72

GeSeNet 4.31 62.47 22.72 5.85 0.76 0.76
MsgFusion 4.06 75.01 20.34 5.09 0.49 0.50

Ours 4.74 65.26 23.36 6.19 0.78 0.76

2022c), M3FD (Liu et al., 2022a) and RoadScene (Xu et al.,
2020a) datasets. 1083 image pairs in MSRS are for training
and 361 pairs are for testing. The generalizability of FILM
is further assessed by M3FD and RoadScene without fine-
tuning. We evaluated FILM against various state-of-the-art
(SOTA) methods including SDNet (Zhang & Ma, 2021),
TarDAL (Liu et al., 2022a), DeFusion (Liang et al., 2022),
MetaFusion (Zhao et al., 2023a), CDDFuse (Zhao et al.,
2023b), LRRNet (Li et al., 2023a), MURF (Xu et al., 2023),
DDFM (Zhao et al., 2023c), and SegMIF (Liu et al., 2023a).

Comparison with SOTA Methods. In Figure 4, FILM suc-
cessfully integrated the thermal radiation information with
the detailed texture features. Leveraging textual features
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Overexposure Underexposure IFCNN DIFNet CUNet SDNet

U2Fusion DeFusion AGAL HoLoCo MGDN FILM (Ours)

Figure 6: Visualization comparison of the fusion results in the multi-exposure image fusion task.

Table 3: Quantitative results of MEF. The red and blue markers represent the best and second-best values, respectively.

SICE Multi-exposure Image Fusion Dataset MEFB Multi-exposure Image Fusion Dataset
EN SD SF AG VIF Qabf EN SD SF AG VIF Qabf

IFCNN 6.67 39.43 16.93 4.59 0.73 0.71 IFCNN 6.99 52.49 18.16 5.34 0.71 0.69
DIFNet 6.56 35.76 11.86 3.09 0.46 0.50 DIFNet 6.99 50.23 11.79 3.47 0.51 0.53
CUNet 6.90 34.18 11.87 3.80 0.69 0.50 CUNet 7.18 45.37 12.78 4.28 0.71 0.50
SDNet 6.47 38.25 19.34 4.80 0.48 0.45 SDNet 6.59 51.77 20.53 5.27 0.55 0.42

U2Fusion 6.43 34.77 10.71 3.17 0.48 0.57 U2Fusion 6.67 46.73 12.54 3.82 0.51 0.56
DeFusion 6.87 44.73 14.28 4.04 0.87 0.57 DeFusion 7.10 56.46 14.86 4.48 0.70 0.59

AGAL 7.06 46.03 16.64 4.91 0.72 0.53 AGAL 7.14 60.63 17.77 5.33 0.79 0.65
HoLoCo 7.04 42.73 9.33 3.47 0.74 0.37 HoLoCo 7.20 53.88 12.80 4.34 0.73 0.54
MGDN 6.94 43.69 15.04 4.59 0.88 0.64 MGDN 7.25 55.97 18.09 5.76 0.96 0.65

Ours 7.07 54.21 19.42 5.15 1.05 0.79 Ours 7.31 69.02 20.98 6.15 0.98 0.77

and knowledge, the fusion process enhanced the visibility
of objects in low-light environments, making textures and
contours clearer, and reducing artifacts. For the quantitative
results in Table 1, our method showcases exceptional per-
formance in almost all metrics, confirming its adaptability
for various environmental scenarios and object categories.
Hence, FILM is proven to well maintain the completeness
and richness of the information from source images, and
generate results that conform to human visual perception.

5.2. Medical Image Fusion

Setup. Following Zhao et al. (2023c), we engage the Har-
vard Medical dataset (Johnson & Becker), which consisted
of 50 pairs of MRI-CT, MRI-PET, and MRI-SPECT images,
to evaluate the generalizability of our model. Notably, we
employ the model trained on the IVF experiments and con-
ducted a generalization test on the Harvard Medical dataset
without any fine-tuning. The competitors include DIFNet
(Jung et al., 2020), SDNet (Zhang & Ma, 2021), U2Fusion
(Xu et al., 2022a), DeFusion (Liang et al., 2022), MATR
(Tang et al., 2022d), CDDFuse (Zhao et al., 2023b), DDFM
(Zhao et al., 2023c), GeSeNet (Li et al., 2023d) and Msg-
Fusion (Wen et al., 2023). Results from DIFNet, DeFusion,
CDDFuse, and DDFM are the generalized outcomes of IVF
models without fine-tuning, whereas the other results are

from models specialized training using the MIF datasets.

Comparison with SOTA Methods. In terms of visual
perception and quantitative analysis (Figure 5 and Table 2),
FILM has shown outstanding accuracy in extracting cross-
modal structural highlights and detailed texture features,
effectively integrating source information into the fused
images. These achievements surpass even those of fusion
models specifically fine-tuned via medical image pairs.

5.3. Multi-exposure Image Fusion

Setup. We conduct MEF experiments on the SICE (Cai
et al., 2018) and MEFB (Zhang, 2021a) dataset. We utilized
499 pairs from SICE dataset for training, while 90 pairs from
SICE and 40 pairs from MEFB for testing. Our comparison
methods encompass IFCNN (Zhang et al., 2020b), DIFNet
(Jung et al., 2020), CUNet (Deng & Dragotti, 2021), SDNet
(Zhang & Ma, 2021), U2Fusion (Xu et al., 2022a), DeFusion
(Liang et al., 2022), AGAL (Liu et al., 2022b), HoLoCo
(Liu et al., 2023b) and MGDN (Guan et al., 2023).

Comparison with SOTA Methods. Both quantitative and
qualitative results in Table 3 and Figure 6 demonstrate the
effectiveness of FILM, which adeptly handles multiple im-
ages with varying exposures, expanding the dynamic range
while simultaneously improving image quality and enhanc-
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Near-Focus Far-Focus DIFNet CUNet SDNet U2Fusion

DeFusion RFL ZMFF EPT MGDN FILM (Ours)

Figure 7: Visualization comparison of the fusion results and error maps in the multi-focus image fusion task.

Table 4: Quantitative results of MFF. The red and blue markers represent the best and second-best values, respectively.

RealMFF Multi-focus Image Fusion Dataset Lytro Multi-focus Image Fusion on Dataset
EN SD SF AG VIF Qabf EN SD SF AG VIF Qabf

DIFNet 7.01 51.17 10.78 3.96 0.89 0.69 DIFNet 7.43 52.52 11.47 4.30 0.73 0.54
CUNet 6.72 38.97 13.59 4.81 0.77 0.65 CUNet 7.25 45.78 15.54 5.58 0.71 0.65
SDNet 6.95 50.96 15.22 5.02 0.93 0.73 SDNet 7.47 55.25 16.88 5.84 0.84 0.69

U2Fusion 6.77 48.49 14.07 5.09 0.95 0.70 U2Fusion 7.30 51.95 14.83 5.60 0.83 0.65
DeFusion 7.09 54.42 11.24 4.08 0.98 0.69 DeFusion 7.52 56.65 11.55 4.35 0.80 0.55

RFL 7.00 51.62 14.93 5.03 0.96 0.75 RFL 7.53 57.53 18.43 6.84 0.94 0.73
ZMFF 6.99 51.15 13.93 4.95 0.94 0.70 ZMFF 7.53 56.96 18.84 6.76 0.93 0.69
EPT 7.00 51.64 14.97 5.04 0.96 0.75 EPT 7.53 57.55 18.44 6.84 0.94 0.74

MGDN 7.09 54.24 15.15 5.24 1.07 0.75 MGDN 7.54 57.50 18.81 6.67 0.93 0.74
Ours 7.11 54.93 15.62 5.43 1.10 0.76 Ours 7.56 59.15 19.57 6.97 0.98 0.74

ing contrast.

5.4. Multi-focus Image Fusion

Setup. MFF experiments are conducted using RealMFF
(Zhang et al., 2020a) and Lytro (Nejati et al., 2015). 639
image pairs from RealMFF are employed for training, while
71 pairs from it are reserved for testing and 20 image pairs
in Lytro are utilized for generalizability test. Comparative
methods encompass DIFNet (Jung et al., 2020), CUNet
(Deng & Dragotti, 2021), SDNet (Zhang & Ma, 2021),
U2Fusion (Xu et al., 2022a), DeFusion (Liang et al., 2022),
RFL (Wang et al., 2022b), ZMFF (Hu et al., 2023), EPT
(Wang et al., 2023), and MGDN (Guan et al., 2023).

Comparison with SOTA Methods. As illustrated in Fig-
ure 7, benefiting from textual descriptions, FILM excels
in identifying clear regions within multi-focus image pairs,
ensuring sharp foreground and background elements. The
quantitative results in Table 4 further underscore the excel-
lence of our methodology.

5.5. Ablation Studies

To explore the effectiveness of each module in our proposed
method, using the infrared-visible fusion task as an example,
we conduct ablation studies on the test dataset of RoadScene
(Xu et al., 2020a). The results are presented in Table 5.

Textual Guidance. In Exp. I, we remove the guidance
through textual information and only use image features
for fusion, i.e., the cross-attention layers between text and
image features are eliminated, aiming to demonstrate the
effect of text-guided feature extraction and fusion in FILM.
By increasing the number of Restormer blocks, we maintain
the total number of parameters close to the original model.

Semantic Prompts. Then, in Exp. II-IV, we test the guiding
role of text semantic prompts from holistic to fine-grained,
including image caption (IC), dense caption (DC), and seg-
ment mask (SM). In Exp. II, we directly feed the source
images into ChatGPT. By manually providing prompts, GPT
generates overall descriptions of the images, which are used
as text inputs for image fusion. This study bypassed the
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Table 5: Ablation experiments results, with red resent best values.

Descriptions Configurations Metrics

Image caption Dense caption Segment mask GPT EN SD SF AG VIF Qabf

Exp. I: w/o text 7.16 43.45 11.58 5.63 0.51 0.48
Exp. II: w/o caption ! 7.25 45.66 11.94 5.99 0.54 0.51
Exp. III: w/o DC and SM ! ! 7.26 47.71 11.87 6.05 0.55 0.53
Exp. IV: w/o SM ! ! ! 7.33 49.09 16.36 6.94 0.62 0.55
Exp. V: w/o GPT ! ! ! 7.29 50.38 14.39 6.55 0.58 0.53

FILM (Ours) ! ! ! ! 7.43 49.25 17.34 6.60 0.69 0.62

steps involving prompts from IC, DC and SM. In Exp. III,
only IC is input into GPT, whereas in Exp. IV, both IC and
DC are together input into GPT, revealing the importance
of different aspects of the captions from coarse-grained to
fine-grained.

ChatGPT. Finally, in Exp. V, after extracting IC, DC and
SM from images, we directly concatenate these three cap-
tions as the text description without inputting them into
GPT. This is to demonstrate GPT’s capability in integrating
textual information and its effort for fusion performance.

In conclusion, ablation experiments demonstrate that rely-
ing on the comprehensive information from different grains
of captions and the powerful summarization capability of
GPT, our experimental setup achieved optimal fusion per-
formance, validating the rationality of our FILM setting.

6. Conclusion
This study addresses a significant shortcoming of existing
image fusion techniques: their insufficient exploitation of
deeper semantic information beyond visual features. To this
end, we present, for the first time, a novel paradigm called
Image Fusion via VIsion-Language Model (FILM), which
employs explicit textural descriptions of source images from
large language models to guide and enhance the fusion
process, enabling a more comprehensive understanding of
image content. Furthermore, we explore the feasibility of
integrating the vision-language model framework into the
image fusion process. Notably, in FILM, any component
within the model, such as BLIP2 or ChatGPT, is replaceable.

FILM has shown promising results on various image fusion
tasks, including infrared-visible, medical, multi-exposure
and multi-focus scenarios. In addition, we present a novel
benchmark vision-language dataset, including ChatGPT-
generated descriptions for eight image fusion datasets. We
hope that our study will open up new opportunities for large-
scale vision-language models in the realm of image fusion.
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A. More Visualization Results for VLF dataset
More visualization results for the VLF dataset are displayed in Figures 8 and 9.

B. Detailed Illustration to Datasets
We adopt widely-used benchmarks MSRS (Tang et al., 2022c), M3FD (Liu et al., 2022a) and RoadScene (Xu et al., 2020a)
for Infrared-Visible image Fusion (IVF), Harvard Medical dataset (Johnson & Becker) for Medical Image Fusion (MIF),
SICE (Cai et al., 2018) and MEFB (Zhang, 2021a) dataset for Multi-exposure Image Fusion (MEF), as well as RealMFF
(Zhang et al., 2020a) and Lytro (Nejati et al., 2015) dataset for Multi-focus Image Fusion (MFF), respectively.

• MSRS dataset1: 1083 pairs for IVF training and 361 pairs for IVF testing.

• M3FD dataset2: 100 pairs for IVF testing.

• RoadScene dataset3: 70 pairs for IVF validation, 70 pairs for IVF testing.

• Harvard Medical Image dataset4: 50 pairs for MIF testing.

• SICE dataset5: 499 pairs for MEF training and 90 pairs MEF testing.

• MEFB dataset6: 40 pairs for MEF testing.

• RealMFF dataset7: 639 pairs for MFF training and 71 pairs for MFF testing.

• Lytro dataset8: 20 pairs for testing.

C. More Qualitative Comparison Fusion Results
• More qualitative comparisons for Infrared-Visible image Fusion are shown in Figure 10.

• More qualitative comparisons for Medical Image Fusion are shown in Figure 11.

• More qualitative comparisons for Multi-exposure Image Fusion are shown in Figure 12.

• More qualitative comparisons for Multi-focus Image Fusion are shown in Figure 13.

1https://github.com/Linfeng-Tang/MSRS
2https://github.com/JinyuanLiu-CV/TarDAL
3https://github.com/hanna-xu/RoadScene
4http://www.med.harvard.edu/AANLIB/home.html
5https://github.com/csjcai/SICE
6https://github.com/xingchenzhang/MEFB
7https://github.com/Zancelot/Real-MFF
8http://mansournejati.ece.iut.ac.ir/content/lytro-multi-focus-dataset
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“In this image, a man can be seen walking down a street at 
night. On the side of the road, there is a man walking, 

accompanied by a red and white sign. Moving further, a 
person can be observed standing on the sidewalk, while 

another person walks down the street. Nearby, a black trash 
can can be spotted, along with a black and silver fire hydrant. 

Additionally, there is a white line on the road…”

“In this image, a black and white photo captures the scene 
of a man and woman walking down a dark street at night. 
The man, dressed in a suit, can be seen prominently in the 

frame. He is positioned towards the center, creating a 
striking contrast against the dark surroundings. Adjacent to 

him, the woman is depicted walking with an umbrella, 

adding a touch of whimsy to the scene. …...”

“ The image caption states that it depicts people riding 
bikes. The dense caption provides specific descriptions of 

various elements in the photo. There is a man standing in the 
dark, a person standing, another person standing, and 

finally, a person in a shirt. The region semantic description 
further adds to the understanding of the photo. It mentions a 

black and white photo of people walking down…”

“In this image, a person is seen riding a bike on a street at 
night. The dense caption provides additional details of the 
scene. It describes a person walking in the dark. A white 
arrow on the street is also visible. Additionally, a red and 

white sign is visible, and a white line on the road is evident. 
Moving on to the semantic context of the region, various 

objects are present, including a pair …”

“This image narrows the focus to the nearest point of the 
handrail, causing the rest of the scene to blur and 

emphasizing the handrail's polished surface and structural 

design.”

“This image shows a view of a shopping mall's interior, 
focusing on the shiny floor and the handrail of the escalator. 

The clarity of the reflections on the floor extends from the 
foreground to the background, capturing the broad expanse 

of the space.”

“A photo of a 
metal railing.”

“A photo of a man 
walking down a 

mall.”

“A black and 
white photo of 
people riding 

bikes.”

“A person riding a 
bike on a street at 

night.”

“A man and 
woman walking 

down a dark street 
at night.”

“A man walking 
down a street at 

night.”
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Figure 8: More visualization results for the VLF dataset on IVF and MFF.
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“With the high exposure in this image, the room's interior is 
now visible, showing tiled floors, plants, and framed artwork 
on the walls. The view through the windows is overexposed, 
but the courtyard is still recognizable, though the details are 

washed out by the light.”

“This low exposure photograph shows the interior of a room 
looking out onto a courtyard, with the details inside the room 

hidden in shadows. The brightness from the outside is the 
only light source, offering a view of the courtyard but leaving 

the room's interior features to the imagination.”

“A photo of a 
hallway with 

doors.”

“A photo of a 
hallway with a light 
shining through.”

“With the high exposure in this image, the room's interior is 
now visible, showing tiled floors, plants, and framed artwork 
on the walls. The view through the windows is overexposed, 
but the courtyard is still recognizable, though the details are 

washed out by the light.”

“This low exposure photograph shows the interior of a 
room looking out onto a courtyard, with the details inside 

the room hidden in shadows. The brightness from the outside 
is the only light source, offering a view of the courtyard but 

leaving the room's interior features to the imagination.”

“A candle is lit on 
a table.”

“A candle is lit on 
a table.”

“In this MRI, we see a slightly lower transverse cut of the 
brain than the previous one. The differentiation between 

gray and white matter is distinct, with the internal structure 
of the brain, such as the basal ganglia, becoming visible as a 
gray oval shape in the center against the darker background 

of cerebral spinal fluid in the ventricles.”

“The PET image reveals a distinctive pattern of high 
metabolic activity in the cortex and basal ganglia, with 

bright white regions reflecting active neural function. The 
occipital and frontal lobes display particularly intense 

activity, which is consistent with the locations responsible for 

visual processing and higher cognitive functions. .”

“A mri image of a 
brain with a large 
area of white.”

“A candle is lit on 
a table.”
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Figure 9: More visualization results for the VLF dataset on MEF and MIF.

Infrared Visible SDNet TarDAL DeFusion MetaFusion

CDDFuse LRRNet MURF DDFM SegMIF FILM (Ours)

Figure 10: Visualization comparison of the fusion results in the infrared-visible image fusion task.
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MRI PET DIFNet DeFusion CDDFuse DDFM

SDNet U2Fusion MATR GeSeNet MsgFusion FILM (Ours)

Figure 11: Visualization comparison of the fusion results in the medical image fusion task.

Overexposure Underexposure IFCNN DIFNet CUNet SDNet

U2Fusion DeFusion AGAL HoLoCo MGDN FILM (Ours)

Figure 12: Visualization comparison of the fusion results in the multi-exposure image fusion task.

Near-Focus Far-Focus DIFNet CUNet SDNet U2Fusion

DeFusion RFL ZMFF EPT MGDN FILM (Ours)

Figure 13: Visualization comparison of the fusion results and error maps in the multi-focus image fusion task.
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