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Abstract

Importance sampling is a popular technique in
Bayesian inference: by reweighting samples drawn
from a proposal distribution we are able to obtain
samples and moment estimates from a Bayesian
posterior over latent variables. Recent work, how-
ever, indicates that importance sampling scales
poorly — in order to accurately approximate the
true posterior, the required number of importance
samples grows is exponential in the number of
latent variables [Chatterjee and Diaconis, 2018].
Massively parallel importance sampling works
around this issue by drawing K samples for each
of the n latent variables and reasoning about all
Kn combinations of latent samples. In principle,
we can reason efficiently over Kn combinations
of samples by exploiting conditional independen-
cies in the generative model. Previous work only
detailed how to compute an ELBO/marginal likeli-
hood estimator by summing over all Kn combina-
tions. However, that work did not give an approach
for computing other quantities of interest, namely
posterior expectations, marginals and samples, as
computing these quantities is far more complex.
Specifically, these computations involve iterating
forward (following the generative process), then
iterating backward through the generative model.
These backward traversals can be very complex,
and require different backward traversals for each
operation of interest. Our contribution is to ex-
ploit the source term trick from physics to entirely
avoid the need to hand-write backward traversals.
Instead, we demonstrate how to simply and easily
compute all the required quantities — posterior
expectations, marginals and samples — by differ-
entiating through a slightly modified marginal like-
lihood estimator.

1 INTRODUCTION

Importance weighting allows us to reweight samples drawn
from a proposal in order to compute expectations of a dif-
ferent distribution, such as a Bayesian posterior. However,
importance weighting breaks down in larger models. To
demonstrate this, Chatterjee and Diaconis [2018] considered
a model with data, x, latent variables z a true posterior,
P (z|x) and a proposal Q (z). They showed that the num-
ber of samples required to accurately approximate the true
posterior scales as exp (DKL (P (z|x) ||Q (z))). Problemat-
ically, we expect the KL divergence to scale with n, the num-
ber of latent variables. Indeed, if we have n latent variables,
and P (z|x) =

∏n
i=1 P (zi|x) and Q (z) =

∏n
i=1 Q (zi)

are IID over those n latent variables, then the KL-divergence
is exactly proportional to n. Thus, we expect the required
number of importance samples to be exponential in the
number of latent variables, and hence we expect accurate
importance sampling to be intractable in larger models.

To resolve this issue we use a massively parallel importance
sampling scheme that in effect uses an exponential number
of samples to compute posterior expectations, marginals
and samples [Heap et al., 2023]. This involves drawing K
samples of each of the n latent variables from the proposal,
then individually reweighting all Kn combinations of all
samples of all latent variables. While reasoning about all
Kn combinations of samples might seem intractable, we
should in principle be able to perform efficient computations
by exploiting conditional independencies in the underlying
probabilistic generative model. These conditional independ-
encies can be depicted by drawing a graph with latent vari-
ables as the nodes, and dependencies as the edges; such
models are often known as “probabilistic graphical models”,
or even just “graphical models” [Jordan, 2003, Koller and
Friedman, 2009].

However, many computations that are possible in principle
are extremely complex in practice, and that turns out to be
the case here. While we should be able to perform this reas-
oning over Kn latent variables using methods from the dis-
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crete variable graphical model literature, this turned out to be
less helpful than we had hoped because these algorithms in-
volve highly complex backward traversals of the generative
model. Worse, different traversals are needed for computing
posterior expectations, marginals and samples, making a
general implementation challenging. Our contribution is to
develop a much simpler approach to computing posterior
expectations, marginals and samples, which entirely avoids
the need to explicitly write backwards computations. Spe-
cifically, we show that posterior expectations, marginals and
samples can be obtained simply by differentiating through
(a slightly modified) forward computation that produces an
estimate of the marginal likelihood. The required gradients
can be computed straightforwardly using modern autodiff,
and the resulting implicit backward computations automat-
ically inherit potentially complex optimizations from the
forward pass.

2 BACKGROUND

Bayesian inference. In Bayesian inference, we have a prior,
P (z′) over latent variables (sometimes in the statistical liter-
ature called parameters), z′ ∈ Z , and a likelihood, P (x|z′)
connecting the latents to the data, x. Here, we use z′ rather
than z because we reserve z for future use as a collection
of K samples (Eq. 3). Our goal is to compute the posterior
distribution over latent variables conditioned on observed
data,

P (z′|x) = P (x|z′) P (z′)∫
dz′′ P (x, z′′)

, (1)

We often seek to compute posterior expectations,

mpost =

∫
dz′ P (z′|x)m(z′) (2)

but these are usually intractable, so instead we are forced to
use an alternative method such as importance weighting.

Importance weighting. In importance weighting, we draw
a collection of K samples from the full joint latent space. A
single sample is denoted zk ∈ Z , while the collection of K
samples is denoted,

z = (z1, z2, . . . , zK) ∈ ZK . (3)

The collection of K samples, z, is drawn by sampling K
times from the proposal,

Q (z) =
∏
k∈K

Q
(
zk
)
, (4)

where K is the set of possible indices, K = {1, . . . ,K}.
As the true posterior moment is usually intractable, one ap-
proach is to use a self-normalized importance sampling
estimate, mglobal(z). We call this a “global” importance
weighted estimate following terminology in Geffner and

Domke [2022]. The global importance weighted moment
estimate is,

mglobal(z) =
1
K

∑
k∈K

rk(z)

Pglobal(z)
m(zk) (5)

where, samples, z, are drawn from the proposal (Eq. 4), and

rk(z) =
P
(
x, zk

)
Q (zk)

(6)

Pglobal(z) =
1
K

∑
k∈K

rk(z) (7)

Here, rk(z) is the ratio of the generative and proposal prob-
abilities, and Pglobal(z) is an unbiased estimator of the mar-
ginal likelihood,

EQ(z) [Pglobal(z)] = EQ(zk)

[
P
(
x, zk

)
Q (zk)

]

=

∫
dzk P

(
x, zk

)
= P (x) (8)

The first equality arises because Pglobal(z) is the average of
K IID terms, P

(
x, zk

)
/Q
(
zk
)
, so is equal to the expect-

ation of a single term, and the second equality arises if we
write the expectation as an integral.

Source term trick. Here, we outline a standard trick from
physics that can be used to compute expectations of ar-
bitrary probability distribution by differentiating a modi-
fied log-normalizing constant. This trick is used frequently
in Quantum Field Theory, for instance [Weinberg, 1995]
(Chapter 16), and also turns up in the theory of neural net-
works [Zavatone-Veth et al., 2021]. But the trick is simple
enough that we can give a self-contained introduction here.

In our context, Bayes theorem (Eq. 1) defines an unnormal-
ized density, P (z|x) ∝ P (x, z), with normalizing constant,∫
dz′ P (x, z′). Of course, the normalizing constant is usu-

ally intractable, but one of our contributions will be to show
that the massively parallel estimate of the normalizing con-
stant is sufficient to apply the source term trick. It turns out
that we can compute posterior expectations using a slightly
modified normalizing constant,

Zm(J) =

∫
dz′ P (x, z′) eJm(z′). (9)

where eJm(z′) is known as a source term, and
EP(z′|x) [m(z′)] is the moment we wish to compute. Note
that setting J to zero recovers the usual normalizing con-
stant, Zm(J = 0) =

∫
dz′ P (x, z′). Now, we can ex-

tract the posterior moment by evaluating the gradient of
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logZm(J) at J = 0,

∂

∂J

∣∣∣∣
J=0

logZm(J)

=
∂

∂J

∣∣∣∣
J=0

log

∫
dz′ P (x, z′) eJm(z′)

=

∫
dz′ P (x, z′) ∂

∂J

∣∣
J=0

eJm(z′)∫
dz′′ P (x, z′′)

.

Differentiating the exponential at J = 0 (first equality),
and identifying the posterior using Bayes theorem (Eq. 1)
(second equality),

=

∫
dz′

P (x, z′)∫
dz′′ P (x, z′′)

m(z′)

=

∫
dz′ P (z′|x)m(z) = mpost (10)

We get back exactly the form for the posterior moment in
Eq. (2).

Massively parallel marginal likelihood estimators. In
the massively parallel setting, we assume a probabilistic
graphical model with multiple latent variables z′i ∈ Zi,
indexed i. We can then form z′, used above, as a tuple
containing all latent variables,

z′ = (z′1, z
′
2, . . . , z

′
n) ∈ Z. (11)

We draw K samples for each latent variable. We write the
kth sample of the ith latent variable as zki , so all K samples
of the ith latent variable can be written,

zi = (z1i , z
2
i , . . . , z

K
i ) ∈ ZK

i . (12)

where Zi is the space for the ith latent variable. And z is
the collection of all K samples of all n latent variables, (as
in Eq. 3),

z = (z1, z2, . . . , zn) ∈ ZK . (13)

In the massively parallel setting, proposals have graphical
model structure,

QMP (z) =

n∏
i=1

QMP (zi|zj for j ∈ qa (i)) , (14)

where qa (i) is the set of indices of parents of zi under
that graphical model. This massively parallel proposal over
all copies of the ith latent variable, zi = (z1i , z

2
i , . . . , z

K
i ),

arises from a user-specified, single-sample approximate pos-
terior, Q(z′i|z′j for j ∈ qa (i)), where z′i and z′j are a single
copy of the ith and jth latent variable. For instance, the
massively parallel proposal might be IID over the K cop-
ies, zki , and be based on a uniform mixture over all parent
samples (other alternatives are available: see [Heap et al.,
2023] for further details).

For the generative model, we need to explicitly consider all
Kn combinations of K samples on n latent variables. To
help us write down these combinations, we define a vector
of indices, k, with one index, ki for each latent variable, zi.

k = (k1, k2, . . . , kn) ∈ Kn, (15)

zk =
(
zk1
1 , zk2

2 , . . . , zkn
n

)
∈ Z, (16)

That, allows us to write the “indexed” latent variables, zk,
which represents a single sample from the full joint lat-
ent space. The generative model also has graphical model
structure, with the set of indices of parents of the ith latent
variable under the generative model begin denoted pa (i)
(contrast this with qa (i) which is the parents of the ith lat-
ent variable under the proposal). The generative probability
for a single combination of samples, denoted zk, can be
written as,

P
(
x, zk

)
=P

(
x
∣∣∣zkj

j for all j ∈ pa (x)
)

n∏
i=1

P
(
zki
i

∣∣∣zkj

j for all j ∈ pa (i)
)
.

(17)

Thus, we can write a massively parallel marginal likelihood
estimator as,

PMP(z) =
1

Kn

∑
k∈Kn

rk(z) (18)

where

rk(z) =
P
(
x, zk

)∏
i QMP

(
zki
i

∣∣∣zj for j ∈ qa (i)
) (19)

The next challenge is to compute the sum in Eq. (18). The
sum looks intractable as we have to sum over Kn settings of
k. However, it turns out that these sums are usually tractable.
The reason is that that if we fix the samples, z, then rk(z)
can be understood as a product of low-rank tensors,

rk(z) = fx
kpa(x)

(z)
∏
i

f i
ki,kpa(i)

(z) (20)

fx
kpa(x)

(z) = P
(
x
∣∣∣zkj

j for all j ∈ pa (x)
)
, (21)

f i
ki,kpa(i)

(z) =
P
(
zki
i

∣∣∣zkj

j for all j ∈ pa (i)
)

QMP

(
zki
i

∣∣∣zj for all j ∈ qa (i)
) . (22)

Here, fx
kpa(x)

(z) is a tensor of rank |pa (x)|, and f i
ki,kpa(i)

(z)

are tensors of rank 1 + |pa (i)|, where |pa (i)| is the number
of parents of the ith latent variable. Thus, Eq. (18) is a large
tensor product,

PMP(z) =
1

Kn

∑
k∈Kn

fx
kpa(x)

(z)
∏
i

f i
ki,kpa(i)

(z) (23)
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which can be efficiently computed using an opt-einsum
implementation.

Now, we are in a position to define an importance sampling
scheme that operates on all Kn combinations of samples,

mMP(z) =
1

Kn

∑
k∈Kn

rk(z)

PMP(z)
m(zk). (24)

This looks very similar to the standard global import-
ance sampling scheme in Eq. (5), except that Eq. (5) av-
erages only over K samples, whereas this massively parallel
moment estimator averages over all Kn combinations of
samples. For a proof that this is a valid importance-sampled
moment estimator, see Appendix section A.

3 METHODS

Of course, the contributions of this paper are not in comput-
ing the unbiased marginal likelihood estimator, which previ-
ously has been used in learning general probabilistic models,
but instead our major contribution is a novel approach to
computing key quantities of interest in Bayesian compu-
tation by applying the source term trick to the massively
parallel marginal likelihood estimator. In particular, in the
following sections, we outline in turn how to compute pos-
terior expectations, marginals and samples.

Interpreting massively parallel importance weighting as
inference in a discrete variable graphical model. Now, in-
dividual terms in (Eq. 24) can be understood as a normalized
probability distribution over k,

Pz (k) =
1

Kn

rk(z)

PMP(z)
. (25)

In particular, this quantity is always positive, and we can
show that it normalizes to 1 by substituting the definition of
PMP(z) from Eq. (18),∑

k

Pz (k) =
1

Kn

∑
k

rk(z)

PMP(z)
=

1
Kn

∑
k rk(z)

1
Kn

∑
k′ rk′(z)

= 1

(26)

As such, we can in principle use methods for discrete vari-
able graphical models, treating k as a random variable. How-
ever, as discussed in Related Work, computing posterior
expectations, marginals and samples in discrete variable
graphical models may still involves complex backward tra-
versals, which are especially difficult if we want to exploit
structure such as plates or timeseries to speed up the com-
putations.

Computing expectations by differentiating an estimate of
the normalizing constant. Instead, we modify our marginal
likelihood estimator with a source term, eJm(zk),

Pexp
MP (z, J) =

1

Kn

∑
k∈Kn

rk(z)e
Jm(zk). (27)

Remember that rk(z) is a product of low-rank tensors, in-
dexed by subsets of k (Eq. 20), so the sum can be computed
efficiently using opt-einsum. Critically, the source term is
just another factor with indices given by a subset of k. For
instance, most often m (the function whose expectation we
want to compute) will depend on only a single latent vari-
able m(zk) = m(zki

i ), in which case the source term can
be understood as just another tensor in the tensor product
(Eq. 23), with one index, ki. Now, we prove that differen-
tiating the logarithm of this modified marginal likelihood
estimator gives back a massively parallel moment estimator.
In particular, we differentiate logPexp

MP (z, J) at J = 0 (first
equality). Then in the numerator we substitute Pexp

MP (z, J)
from Eq. (27), and in the denominator, we remember that
Pexp

MP (z, J = 0) = PMP(z),

∂

∂J

∣∣∣∣
J=0

logPexp
MP (z, J)

=
∂
∂J

∣∣
J=0
Pexp

MP (z, J)

Pexp
MP (z, 0)

=
1

Kn

∑
k rk(z)

∂
∂J

∣∣
J=0

eJm(zk)

PMP(z)

Computing the gradient of eJm(zk) at J = 0,

=
1

Kn

∑
k rk(z)m(zk)

PMP(z)
= mMP(z) (28)

where the final equality comes from the definition of mMP(z)
in Eq. (24). Note that this derivation is quite different from
the standard “source-term trick” from physics described in
Background, which works with either the true normalizing
constant, or with a low-order perturbation to that normal-
izing constant. In contrast, here we use a very different
massively parallel sample-based estimate of the marginal
likelihood. Importantly, the subsequent two derivations are
even more different from uses of the “source-term trick”
in physics. In particular, the source-term trick is almost
always used to compute moments/expectations in physics,
whereas the subsequent two derivations use the same trick
to compute quite different quantities (namely, probability
distributions over samples).

Psuedocode for all procedures can be found in Appendix
section B.

Computing marginal importance weights. Computing ex-
pectations directly is very powerful and almost certainly
necessary for computing complex quantities that depend
on multiple latent variables. However, if we are primarily
interested in posterior expectations of individual variables,
then it is considerably more flexible to compute “marginal”
posterior importance weights. Once we have these marginal
importance weights, we can easily compute arbitrary pos-
terior expectations for individual variables, along with other
quantities such as effective sample sizes. To define the mar-
ginal weights for the ith latent, note that a moment for the
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ith latent variable can be written as a sum over ki,

mMP(z) =
∑
k∈Kn

rk(z)

PMP(z)
m(zki

i ) =
∑
ki

wi
ki
m(zki

i ), (29)

where wi
ki

are the marginal importance weights for the ith
latent variable, which are defined by,

wi
ki

=

1
Kn

∑
k/ki∈Kn−1 rk(z)

PMP(z)
, (30)

where the sum is over all k except ki. Formally,

k/ki = (k1, . . . , ki−1, ki+1, . . . , kn) ∈ Kn−1. (31)

Again we can compute the marginal importance weights
using gradients of a slightly different modified marginal like-
lihood estimator. Specifically, we now use a vector-valued
J ∈ RK in a slightly different modified marginal likelihood
estimator,

Pmarg
MP (z,J) = 1

Kn

∑
k

rk(z)e
Jki . (32)

Again, Pmarg
MP (z,0) = PMP(z). As before, we differentiate

logPmarg
MP (z,J) at J = 0,

∂

∂Jk′
i

∣∣∣∣∣
J=0

logPmarg
MP (z,J)

=

∂
∂Jk′

i

∣∣∣∣
J=0

Pmarg
MP (z,J)

Pmarg
MP (z,0)

. (33)

Substituting for Pmarg
MP (z,J) in the numerator,

=

1
Kn

∑
k rk(z)

∂
∂Jk′

i

∣∣∣∣
J=0

eJki

PMP(z)
. (34)

The gradient is 1 when k′i = ki and zero otherwise which
can be represented using a Kronecker delta,

=
1

Kn

∑
k rk(z)δk′

i,ki

PMP(z)
. (35)

We can rewrite this as a sum over all k except ki,

=

1
Kn

∑
k/ki∈Kn−1 rk(z)

PMP(z)
= wi

ki
,

which is exactly the definition of the marginal importance
weights in Eq. (30).

Computing conditional distributions for importance
sampling. A common alternative to importance weight-
ing is importance sampling. In importance sampling, we

rewrite the usual estimates of the expectations in terms of a
distribution over indices, Pz (k),

mMP(z) =
∑
k∈Kn

Pz (k)m(zk) (36)

where

Pz (k) =
1

Kn

1

PMP(z)
rk(z) (37)

We can obtain (approximate) posterior samples, zk, by
sampling k from Pz (k). However, sampling from Pz (k)
is difficult in our context, as there are Kn possible settings
of k, so we cannot explicitly compute the full distribution.
Instead, we can factorise the distribution, and iteratively
sample (e.g. we sample k1 from Pz (k1) then sample k2
from Pz (k2|k1) etc). Formally, we use,

Pz (k) =
∏
i

Pz

(
ki
∣∣kpa(i)

)
(38)

where

kpa(i) = (kj for all j ∈ pa (i)) (39)

where, remember pa (i) is the set of indices of parents of
the ith latent variable under the generative model, and kpa(i)
is the value of k for each of those parents,

kpa(i) = (kj for all j ∈ pa (i)) . (40)

Note that this quantity is similar to the "backward kernels" in
the SMC literature [Del Moral et al., 2006], what’s different
is our approach to computing the quantity, using the source-
term trick to avoid the need for explicit backward traversals.
Now, we have the problem of computing the conditionals,
Pz

(
ki
∣∣kpa(i)

)
. We can compute the conditionals from the

marginals using Bayes theorem,

P
(
ki
∣∣kpa(i)

)
=

Pz

(
ki,kpa(i)

)∑
k′
i
Pz

(
k′i,kpa(i)

) (41)

where

Pz

(
ki,kpa(i)

)
=

∑
k/(ki,kpa(i))

Pz (k) (42)

Again, we can compute these marginals efficiently by dif-
ferentiating a modified estimate of the marginal likelihood.
This time, we take a tensor-valued J ∈ RK1+|pa(i)|

, where
remember |pa (i)| is the number of parents of the ith latent
variable under the generative model.

P samp
MP (z,J) =

1

Kn

∑
k

P
(
x, zk

)
Q (zk)

e
Jki,kpa(i) (43)
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Figure 1: ELBO (top row) and predictive log-likelihood (bottom row) across the four datasets achieved via MP IS and global
IS, for varying values of K. The error bars represent the standard-error across 100 repeated experiments on the same data but
using different random seeds.

As usual, we differentiate with respect to J at J = 0,

∂

∂Jk′
i,k

′
pa(i)

∣∣∣∣∣
J=0

logP samp
MP (z,J)

=

1
Kn

∑
k rk(z)δ(ki,kpa(i)),(k

′
i,k

′
pa(i))

PMP(z)

Here, δ(ki,kpa(i)),(k
′
i,k

′
pa(i))

is a generalisation of the Kro-
necker delta. It is 1 when all the indices match (i.e. ki = k′i,
and kpa(i) = k′

pa(i)) and zero otherwise. These turn out to
be precisely the marginals in Eq. (41),

=

1
Kn

∑
k/(ki,kpa(i))

rk(z)

PMP(z)

=
∑

k/(ki,kpa(i))

Pz (k) = Pz

(
ki,kpa(i)

)
. (44)

4 EXPERIMENTS

We considered four datasets: NYC Bus Breakdown, Chim-
panzee Prosociality, MovieLens100K and North American
Breeding Bird Survey. NYC Bus Breakdown describes the
length of around 150,000 delays to New York school bus
journeys, segregated by year, borough, bus company and
journey type. The Chimpanzee Prosociality dataset contains
the actions taken in a controlled experiment by 7 chimpan-
zees given the repeated choice of whether to give food to
another chimpanzee or not when receiving food themselves,
repeated 12 times on 6 separate occasions per chimpanzee.

MovieLens100K [Harper and Konstan, 2015] contains 100k
ratings of 1682 films from among 943 users. Finally, the
North American Breeding Bird Survey records the number
of sightings of over 700 bird species from 1966-2021 (ex-
cluding 2020), along thousands of different road-side routes
in the United States and Canada. We use hierarchical prob-
abilistic graphical models for these datasets, subsampling
each dataset except for Chimpanzee Prosociality. For each
dataset we define a generative model P

(
x, zk

)
and a fac-

torised proposal Q
(
zk
)

which contains the same latents
as the generative model, but each latent is independently
parameterised by a simple (usually standard Normal) dis-
tribution. Note that we don’t necessarily require our pro-
posal Q

(
zk
)

to be factorised—this is done only for sim-
plicity. The full details of these models are described in
Appendix section C and a repository containing the code
needed to reproduce these experiments can be found at
https://github.com/sambowyer/MPIS.

We focus on two metrics to assess the quality of import-
ance weighting and importance sampling: the importance
weighted evidence lower bound (ELBO) and predictive
log-likelihood. We use predictive log-likelihood to eval-
uate importance sample quality by drawing latent samples
conditioned on observed ‘training’ data and use these to
predict unobserved ‘test’ data. Therefore a higher predictive
log-likelihood would correspond to higher-quality sampled
latents (which are closer to the true posterior). The quality
of importance weighting is measured by the tightness of the
importance weighted ELBO, a bound on the model evidence.
This is widely accepted as a good proxy for the quality of
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Figure 2: Results analogous to those in Fig. 1 but with time on the x-axis. Again, the error bars represent standard errors
over 100 runs on the same data but using different random seeds.

the importance weighted posterior estimate [Geffner and
Domke, 2022, Agrawal and Domke, 2021], as was con-
firmed empirically in Domke and Sheldon [2019]. This is
because it can be interpreted as a single-sample ELBO with
an improved approximate posterior [Cremer et al., 2017,
Bachman and Precup, 2015], and the single-sample ELBO
directly measures the discrepancy between the true and ap-
proximate posterior:

ELBO = logP (x)−DKL(Q(z)||P (z|x)). (45)

We began by comparing massively parallel and global im-
portance sampling (Fig. 1) on each dataset using the pre-
defined (and fixed) generative and proposal distributions.
We found that for a given value of K, the ELBO (top) and
predictive log-likelihood (bottom) is far better for massively
parallel than global importance sampling, as massively par-
allel sampling considers all Kn combinations of all samples
of all latent variables, while global importance sampling
considers only K samples from the full joint latent space.

However, for a fixed K, the time taken for massively parallel
importance sampling is much larger than the time taken
for global importance sampling (and this also meant that
we used a far smaller range of K for massively parallel
importance sampling). We therefore also plotted the ELBO
(top) and predictive log-likelihood (bottom) with time on
the x-axis (Fig. 2). This again shows that massively parallel
importance sampling gives large improvements in ELBO
and predictive log-likelihood for a fixed time budget.

Finally, we compared massively parallel importance
sampling against iterative methods such as VI, IWAE and

RWS that learn a better proposal (Fig. 3). These methods use
the factorised proposal distribution Q

(
zk
)

as their initial
approximate posterior and iteratively update the parameters
of each latent variable’s proposal distribution (in most cases
this is the mean and variance of a Gaussian—see Appendix
section C for full details). VI and IWAE update the pro-
posal parameters in order to maximise the global ELBO, the
former with K = 1 and the latter with K > 1 (in particular
we used K = 10). RWS performs a maximum-likelihood
update on the parameters of Q using posterior samples ob-
tained by reweighting the proposal samples with the import-
ance weights rk(z) given in Eq. 6, also with K = 10. In
each case, this update is performed using the Adam optim-
izer with default hyperparameters and tuned learning rates
which are discussed in Appendix sections C.5 and D.

Of course, learning a good proposal is critical to the ef-
fectiveness of practical inference methods. Thus, compar-
ing massively parallel importance sampling against these
methods is not really fair, as massively parallel importance
sampling is a “one-shot” method that is forced to use an
extremely poor proposal (the prior). To do a fair compar-
ison, we would need to build massively parallel import-
ance sampling into an iterative method that iteratively im-
proved the proposal (but this is a considerable endeavour
which is out of scope for the present work). Even with
these fundamental limitations, massively parallel import-
ance sampling seems to fill out an important part of the
speed-accuracy tradeoff. In particular, massively parallel
importance sampling gives us good results extremely rap-
idly, while iterative methods take at least an order of mag-
nitude longer to reach similar ELBOs and predictive log-
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Figure 3: Comparing the ELBO and predicitve log-likelihood of MP IS with K=15 (red star), global IS with K = 10, 000
(blue star), VI (green lines), IWAE (purple lines) and RWS (orange lines). For MP IS and global IS we have plotted
the highest K value that we were able to compute for all models, specifically K = 15 and K = 10, 000 respectively.
Single-sample VI was performed (i.e. K = 1), whereas IWAE and RWS were done using K = 10. The only iterative
method we report for the Occupancy model is RWS, as this model contains discrete latent variables which precludes the use
of gradient-based methods such as VI and IWAE.

likelihoods (Fig. 3). Here, we plotted a single line for each
method (VI, IWAE and RWS), corresponding to the best
learning rate (see Appendix D). We considered including
HMC in Fig. 3, but it turned out not to be possible because
HMC methods took longer to return even a single sample
than the time plotted. These long timescales arise because
HMC requires many gradient evaluations for a single HMC
step, and these steps are inherently sequential and there-
fore cannot make good use of GPU parallelism. And this is
even before we consider the need for adaptation and burn-in
necessary in all MCMC methods.

5 RELATED WORK

There is a considerable body of work in the discrete graph-
ical model setting that computes posterior expectations, mar-
ginals and samples [Dawid, 1992, Pfeffer, 2005, Bidyuk
and Dechter, 2007, Geldenhuys et al., 2012, Gogate and
Dechter, 2012, Claret et al., 2013, Sankaranarayanan et al.,
2013, Goodman and Stuhlmüller, 2014, Gehr et al., 2016,
Narayanan et al., 2016, Albarghouthi et al., 2017, Dechter
et al., 2018, Wang et al., 2018, Obermeyer et al., 2019,
Holtzen et al., 2020]. Our work differs in two respects. First,
our massively parallel methods are not restricted to discrete
graphical models, but can operate with arbitrary continuous
latent variables and graphs with a mixture of continuous and
discrete latent variables. Second, this prior work involves

complex implementations that, in one sense or another, “pro-
ceed by recording an adjoint compute graph alongside the
forward computation and then traversing the adjoint graph
backwards starting from the final result of the forward com-
putation” [Obermeyer et al., 2019]. The forward compu-
tation is reasonably straightforward: it is just a big tensor
product that can be computed efficiently using pre-existing
libraries such as opt-einsum, and results in (an estimate of)
the marginal likelihood. However, the backward traversal is
much more complex, if for no other reason than the need to
implement separate traversals for each operation of interest
(computing posterior expectations, marginals and samples).
Additionally, these traversals need to correctly handle all
special cases, including optimized implementations of plates
and timeseries. Importantly, optimizing the forward compu-
tation is usually quite straightforward while implementing
an optimized backward traversal is far more complex. For
instance, the forward computation for a timeseries involves
a product of T matrices arranged in a chain. Naively com-
puting this product on GPUs is very slow, as it requires T
separate matrix multiplications. However, it is possible to
massively optimize this forward computation, converting
O(T ) to O(log(T )) tensor operations by multiplying adja-
cent pairs of matrices in a single batched matrix multiplica-
tion operation. This optimization is straightforward in the
forward computation. However, applying this optimization
as part of the backward computation is far more complex
(see Corenflos et al., 2022 for details). This complexity,
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along with similar complexity for other important optimiza-
tions such as plates, is prohibitive for academic teams imple-
menting e.g. new probabilistic programming languages. Our
key contribution is thus to provide a much simpler approach
to directly compute posterior expectations, marginals and
samples by differentiating through the forward computation,
without having to hand-write and hand-optimize backward
traversals.

There is work on fitting importance weighted autoencoders
[IWAE; Burda et al., 2015] and reweighted wake-sleep
[RWS; Bornschein and Bengio, 2014, Le et al., 2020] in
the massively parallel setting [Aitchison, 2019, Geffner and
Domke, 2022, Heap et al., 2023] for general probabilistic
models. However, this work only provides methods for per-
forming massively parallel updates to approximate posteri-
ors (e.g. by optimizing a massively parallel ELBO). This
work does not provide a method to individually reweight the
samples to provide accurate posterior expectations, margin-
als and samples. Instead, this previous work simply takes
the learned approximate posterior as an estimate of the true
posterior, and does not attempt to correct for inevitable dif-
ferences between approximate and true posterior.

Massively parallel importance sampling itself, bears simil-
arities to e.g. particle filtering/SMC methods [Gordon et al.,
1993, Doucet et al., 2009, Andrieu et al., 2010, Maddison
et al., 2017, Le et al., 2017, Lindsten et al., 2017, Naesseth
et al., 2018, Kuntz et al., 2023, Lai et al., 2022, Crucinio
and Johansen, 2023] that have been generalised to arbitrary
graphical models and where the resampling step has been
eliminated. However, our contribution is not massively par-
allel importance sampling in itself. Instead, our contribution
is the simple method, using autodiff to differentiate through
a marginal likelihood estimator, for computing posterior
expectations, marginals and samples without requiring the
implementation of complex backwards traversals, and this
has not appeared in past work.

6 CONCLUSION

We gave a new and far simpler method for computing pos-
terior moments, marginals and samples in massively parallel
importance sampling based on differentiating a slightly mod-
ified marginal likelihood estimator.

The method has limitations, in that while it is considerably
more effective than e.g. VI, RWS and global importance
sampling, it is more complex. Additionally, at least a naive
implementation may be quite costly in terms of memory con-
sumption, limiting how the number of importance samples
we can draw for each variable. That said, it should be pos-
sible to eliminate almost all of this overhead by careful
optimizations to avoid allocating large intermediate tensors,
following the strategy in KeOps [Charlier et al., 2021].

For future work, we intend to use the contributions from

this paper in developing an iterative inference algorithm,
similar to VI and RWS, that uses massively parallel import-
ance sampling, as well as developing a massively parallel
probabilistic programming language.
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Using Autodiff to Estimate Posterior Moments, Marginals and Samples
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A DERIVATIONS

A.1 GLOBAL IMPORTANCE SAMPLING

Here, we give the derivation for standard global importance sampling. Ideally we would compute moments using the true
posterior, P (z|x),

mpost = EP(zk|x)
[
m(zk)

]
. (46)

However, the true posterior is not known. Instead, we write down the moment under the true posterior as an integral,

mpost =

∫
dzk P

(
zk|x

)
m(zk). (47)

Next, we multiply the integrand by 1 = Q
(
zk
)
/Q
(
zk
)
,

mpost =

∫
dzkQ

(
zk
) P (zk|x)

Q (zk)
m(zk). (48)

Next, the integral can be written as an expectation,

mpost = EQ(zk)

[
P
(
zk|x

)
Q (zk)

m(zk)

]
. (49)

It looks like we should be able to estimate mpost by sampling from our approximate posterior, Q
(
zk
)
. However, this is not

yet possible, as we are not able to compute the true posterior, P
(
zk|x

)
. We might consider using Bayes theorem,

P
(
zk|x

)
=

P
(
zk, x

)
P (x)

, (50)

but this requires computing an intractable normalizing constant,

P (x) =

∫
dzk P

(
zk, x

)
. (51)

Instead, we use an unbiased, importance-sampled estimate of the normalizing constant, Pglobal(z) (Eq. 7). Burda et al. [2015]
showed that in the limit as K →∞, Pglobal(z) approaches P (x). Using this estimate of the marginal likelihood our moment
estimate becomes,

mglobal = EQ(zk)

 P(zk,x)
Q(zk)

Pglobal(z)
m(zk)

 . (52)
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Using rk(z) (Eq. 6), we can write this expression as,

mglobal = EQϕ(z)

[
rk(z)

Pglobal(z)
m(zk)

]
. (53)

The approximate posterior and generative probabilities are the same for different values of k, so we can average over k,
which gives Eq. (5) in the main text.

A.2 MASSIVELY PARALLEL IMPORTANCE SAMPLING

Inspired by the global importance sampling derivation, we consider massively parallel importance sampling. In the global
importance sampling derivation, the key idea was to show that the estimator was unbiased for each of the K samples, zk, in
which case the average over all K samples is also unbiased. In massively parallel importance sampling, we use the same
idea, except that we now have Kn samples, denoted zk. As before,

mpost = EP(zk|x)
[
m(zk)

]
=

∫
dzk P

(
zk|x

)
m(zk). (54)

Again, we multiply and divide by the approximate posterior for zk. In the massively parallel setting, we specifically use∏
i Q
(
zki
i

∣∣∣zqa(i)

)
,

mpost =

∫
dzk

(∏
i

Q
(
zki
i

∣∣∣zqa(i)

)) P
(
zk|x

)∏
i Q
(
zki
i

∣∣∣zqa(i)

)m(zk). (55)

Overall, our goal is to convert the integral over the indexed latent variables in Eq. (55) into an integral over the full latent
space, z, so that it can be written as an expectation over the proposal, Q (z). To do that, we need to introduce the concept of
non-indexed latent variables. These are all samples of the latent variables, except for the “indexed”, or kth sample. For the
ith latent variable, the non-indexed samples are,

z
/ki

i =
(
z1i , . . . , z

ki−1
i , zki+1

i , . . . , zKi

)
∈ ZK−1

i . (56)

We can also succinctly write the non-indexed samples of all latent variables as,

z/k =
(
z
/k1

1 , z
/k2

2 , . . . , z/kn
n

)
∈ ZK−1. (57)

The joint distribution over the non-indexed latent variables, conditioned on the indexed latent variables integrates to 1,

1 =

∫
dz/k

∏
i

Q
(
z
/ki

i

∣∣∣zki
i , zqa(i)

)
, (58)

We use this to multiply the integrand in Eq. (55),

mpost =

∫
dzk

(∏
i

Q
(
zki
i

∣∣∣zqa(i)

)) P
(
zk|x

)∏
i Q
(
zki
i

∣∣∣zqa(i)

)m(zk)

∫
dz/k

∏
i

Q
(
z
/ki

i

∣∣∣zki
i , zqa(i)

)
. (59)

Next, we merge the integrals over over zk and z/k to form one integral over z,

mpost =

∫
dz Q (z)

P
(
zk|x

)∏
i Q
(
zki
i

∣∣∣zqa(i)

)m(zk). (60)

This integral can be written as an expectation,

mpost = EQ(z)

 P
(
zk|x

)∏
i Q
(
zki
i |zpa(i)

)m(zk)

 . (61)
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Algorithm 1 Expectations using the source term trick

Require: Data x, Generative Model P(x|z), Prior P(z), Proposal QMP, K ≥ 1, function whose expectation we want to
compute m(zk)
for i← 1 to n do

Sample zi ∼ QMP (zi|zj for all j ∈ qa (i))
z ← {z1, ..., zi−1} ∪ zi

f i
ki,kpa(i)

(z)←
P
(
z
ki
i

∣∣∣zkj
j for all j∈pa(i)

)
QMP

(
z
ki
i |x,zj for all j∈qa(i)

)
end for
fx
kpa(x)

(z)← P
(
x
∣∣∣zkj

j for all j ∈ pa (x)
)

rk(z)← fx
kpa(x)

(z)
∏

i f
i
ki,kpa(i)

(z)

J ← 0
Pexp

MP (z, J)← 1
Kn

∑
kn rk(z)e

Jm(zk)

return mMP(z)← ∂
∂J

∣∣
J=0

logPexp
MP (z, J)

As in the derivation for global importance sampling, it looks like we might be able to estimate this by sampling from Q (z|x),
but this does not yet work as we do not yet have a form for the posterior. Again, we could compute the posterior using Bayes
theorem,

P
(
zk|x

)
=

P(zk,x)
P(x) , (62)

but we cannot compute the model evidence,

Pθ (x) =

∫
dzk Pθ

(
zk, x

)
. (63)

As in the global importance sampling section, we instead use an estimate of the marginal likelihood. Here, we use a massively
parallel estimate, PMP(z),

mMP = EQ(z|x)


P(zk,x)∏

i Q
(
z
ki
i |zpa(i)

)
PMP(z)

m(zk)

 . (64)

Again, we use rk(z) (Eq. 18),

mMP = EQ(z)

[
rk(z)

PMP(z)
m(zk)

]
. (65)

So the value for a single set of latent variables, zk, has the right expectation. Thus, averaging over all Kn settings of k, we
get the unbiased estimator in the main text, (Eq. 24).

B ALGORITHMS
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Algorithm 2 Marginal importance weights using the source term trick

Require: Data x, Generative Model P(x|z), Prior P(z), Proposal QMP, K ≥ 1, index of latent for which to calculate
weight: i
for i← 1 to n do

Sample zi ∼ QMP (zi|zj for all j ∈ qa (i))
z ← {z1, ..., zi−1} ∪ zi

f i
ki,kpa(i)

(z)←
P
(
z
ki
i

∣∣∣zkj
j for all j∈pa(i)

)
QMP

(
z
ki
i |x,zj for all j∈qa(i)

)
end for
fx
kpa(x)

(z)← P
(
x
∣∣∣zkj

j for all j ∈ pa (x)
)

rk(z)← fx
kpa(x)

(z)
∏

i f
i
ki,kpa(i)

(z)

J← 0 ∈ RK

Pmarg
MP (z,J)← 1

Kn

∑
kn rk(z)e

Jki

return wi
ki
← ∂

∂Jki

∣∣∣
J=0

logPmarg
MP (z,J)

Algorithm 3 Joint distributions using the source term trick

Require: Data x, Generative Model P(x|z), Prior P(z), Proposal QMP, K ≥ 1, index of latent for which to compute
conditional distribution: i
for i← 1 to n do

Sample zi ∼ QMP (zi|zj for all j ∈ qa (i))
z ← {z1, ..., zi−1} ∪ zi

f i
ki,kpa(i)

(z)←
P
(
z
ki
i

∣∣∣zkj
j for all j∈pa(i)

)
QMP

(
z
ki
i |x,zj for all j∈qa(i)

)
end for
fx
kpa(x)

(z)← P
(
x
∣∣∣zkj

j for all j ∈ pa (x)
)

J← 0 ∈ RK1+|pa(i)|

rk(z)← fx
kpa(x)

(z)
∏

i f
i
ki,kpa(i)

(z)

P samp
MP (z,J)← 1

Kn

∑
k

P(x,zk)
Q(zk)

e
Jki,kpa(i)

return P
(
ki,kpa(i)

)
← ∂

∂Jki,kpa(i)

∣∣∣∣
J=0

logP samp
MP (z,J)

C EXPERIMENTAL DATASETS AND MODELS

C.1 BUS DELAY DATASET

In this experiment, we model the length of delays to New York school bus journeys,1 working with a dataset supplied
by the City of New York [DOE, 2023]. Our goal is to predict the length of a delay, based on the year, y, borough, b, bus
company, c and journey type, j. Specifically, our data includes the years 2015− 2022 inclusive and covers the five New
York boroughs (Brooklyn, Manhatten, The Bronx, Queens, Staten Island) as well as some surrounding areas (Nassau County,
New Jersey, Connecticut, Rockland County, Westchester). There are 57 bus companies, and 6 different journey types (e.g.
pre-K/elementary school route, general education AM/PM route etc.) We take I = 60 delayed buses in each borough and
year, and take Y = 3 years and B = 3 boroughs. We then split along the I dimension to get two equally sized train and test
sets. Thus, each delay is uniquely identified by the year, y, the borough, b, and the index, i, giving delayybi The delays are
recorded as an integer number of minutes and we discard any entries greater than 130 minutes.

We have a hierarchical latent variable model describing the impact of each of the features (year, borough, bus company and
journey type) on the length of delays. Specifically, the integer delay is modelled with a Negative Binomial distribution, with
fixed total count of 131. The expected delay length is controlled by a logits latent variable, logitsybi, with one logits for each

1Dataset: data.cityofnewyork.us/Transportation/Bus-Breakdown-and-Delays/ez4e-fazm
Terms of use: //opendata.cityofnewyork.us/overview/#termsofuse
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delayed bus. The logits is a sum of three terms: one for the borough and year jointly, one for the bus company and one for
the journey type. Each of these three terms is themselves a latent variable that must be inferred.

First, we have a term for the year and borough, YearBoroughWeightyb, which has a hierarchical prior. Specifically, we
begin by sampling a global mean and variance, GlobalMean and GlobalVariance. Then for each year, we use GlobalMean
and GlobalVariance to sample a mean for each year, YearMeany. Additionally, we sample a variance for each year,
YearVariancey. Then we sample a YearBoroughWeightyb from a Gaussian distribution with a year-dependent mean,
YearMeany , and variance exp(BoroughVarianceb).

Next, the weights for the bus company and journey type are very similar. Specifically, we have one latent weight for each bus
company, CompanyWeightc, with c ∈ {1, . . . , 57}, and for each journey type, JourneyTypeWeightj , with j ∈ {1, . . . , 6}.
We have a table identifying the bus company, bybi, and journey type, jybi, for each delayed bus journey (remember that a
particular delayed bus journey is uniquely identified by the year, y, borough, b and index i). In logitsybi we use these tables
to pick out the right company and journey type weight for that particular delayed bus journey, CompanyWeightcybi

and
JourneyTypeWeightjybi

. The final generative model is defined by

P (GlobalVariance) = N (GlobalVariance; 0, 1)

P (GlobalMean) = N (GlobalMean; 0, 1)

P (YearMeany|GlobalMean,GlobalVariance) = N (YearMeany; GlobalMean, exp(GlobalVariance)),

y ∈ {1, ..., Y }
P (YearVarianceb) = N (YearVarianceb; 0, 1),

y ∈ {1, ..., Y }
P
(
YearBoroughWeightyb

∣∣YearMeany,YearVarianceb
)
= N (YearBoroughWeightyb; YearMeany, exp(YearVarianceb)),

b ∈ {1, ..., B}
P (CompanyWeightc) = N (CompanyWeightc; 0, 1), c ∈ {1, ..., C}

P
(
JourneyTypeWeightj

)
= N (JourneyTypeWeightj ; 0, 1), j ∈ {1, ..., J}

logitsybi = YearBoroughWeightyb +CompanyWeightcybi

+ JourneyTypeWeightjybi

P
(
delayybi

∣∣logitsybi) = NegativeBinomial(delayybi; total count = 131, logitsybi),

(66)

and the corresponding graphical model is given in Fig. 4. We define the factorised proposal distribution Q (which acts also
as the initial approximate posterior for the iterative methods in Fig. 3) in a very similar fashion:

Q (GlobalVariance) = N (GlobalVariance; 0, 1)

Q (GlobalMean) = N (GlobalMean; 0, 1)

Q (YearMeany) = N (YearMeany; 0, 1), y ∈ {1, ..., Y }
Q (YearVarianceb) = N (YearVarianceb; 0, 1), y ∈ {1, ..., Y }

Q
(
YearBoroughWeightyb

)
= N (YearBoroughWeightyb; 0, 1), b ∈ {1, ..., B}

Q (CompanyWeightc) = N (CompanyWeightc; 0, 1), c ∈ {1, ..., C}
Q
(
JourneyTypeWeightj

)
= N (JourneyTypeWeightj ; 0, 1), j ∈ {1, ..., J}

(67)

C.2 CHIMPANZEE PROSOCIALITY DATASET

The Chimpanzee Prosociality dataset2 consists of repeated experiments in a controlled setting for testing the prosociable
tendencies of seven chimpanzees [Silk et al., 2005]. In each experiment, the chimpanzee being tested, the focal chimpanzee,

2Dataset: https://rdrr.io/github/rmcelreath/rethinking/man/chimpanzees.html
License (GPL V3): https://github.com/rmcelreath/rethinking
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JourneyTypeWeightj
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YearVarianceyYearMeany

GlobalMean GlobalVariance
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B Boroughs

Y Years

Figure 4: Graphical model for the NYC Bus Breakdown dataset

would be sat at the end of a table with two levers in front of them, one on their left and one on their right. Each lever was
connected to two dishes on the corresponding left or right side of the table, one closer to the focal chimpanzee than the other.
Pulling the lever would slide those two dishes to opposite ends of the table, one towards the focal chimpanzee and one the
other away. Every repeat of the experiment, the two dishes closest to the chimpanzee (one on the right and one on the left)
contained food, however, only one of the two dishes towards the end of the table contained any food. This meant that the
focal chimpanzee received food no matter which lever was pulled, but had the option of whether to send food to the other
end of the table or not. This experiment was repeated R = 12 times, on B = 6 separate occasions (“blocks”) per A = 7
chimpanzees (“actors”), each time potentially with another chimpanzee sat at the opposite of the table (with no levers), and
with the empty dish sometimes connected to the left lever and sometimes connected to the right lever.

We base our hierarchical model on the cross-classified varying slopes model presented in McElreath [2016], where the
observations yabr represent whether a given chimpanzee a ∈ {1, ..., A} during a repeat r ∈ {1, ..., R} inside a particular
block b ∈ {1, ..., B} of experiments pulled the left lever. To help identify prosociable behaviour we work with two binary
covariate quantities for a given combination (a, b, r): Conditionabr ∈ {0, 1} indicating whether or not another chimpanzee
sat at the other end of the table; and ProsocLeftabr indicating whether the prosociable lever (connected to two full dishes,
rather than just one) was on the left or not. We model the observations via a Bernoulli variable whose logits are given by the
sum of two quantities: an intercept model α+ αa + αab and a slope model (βP + βPC ∗ Conditionabr) ∗ ProsocLeftabr.

The intercept model is comprised of three quantities: a global intercept α with a zero-mean Normal prior with variance 10, a
per-actor intercept αa and a per-actor-block intercept αab, the latter of which have zero-mean priors and each have variances,
σACTOR2 , σBLOCK2 respectively sampled from a hyperprior HalfCauchy(1) distribution. The slope model is comprised of
two latent variables, βPC, βP, representing the effect on the chimpanzee of the presence of another chimpanzee at the end of
the table and whether the prosocial choice came from the left lever or not respectively. Both of these variables are sampled
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from a Normal distribution with mean zero and variance 10. The full specification of the generative model is given by

P
(
σ2
ACTOR

)
= HalfCauchy(σ2

ACTOR; 1),

P
(
σ2
BLOCK

)
= HalfCauchy(σ2

BLOCK; 1),

P (βPC) = N (βPC; 0, 10),

P (βP) = N (βP; 0, 10),

P (α) = N (α; 0, 10),

P
(
αa

∣∣σ2
ACTOR

)
= N (αa; 0, σ

2
ACTOR), a ∈ {1, ..., A}

P
(
αab

∣∣σ2
BLOCK

)
= N ((αab; 0, σ

2
BLOCK), b ∈ {1, ..., B}

logitsabr = α+ αa + αab + (βP + βPC ∗ Conditionabr) ∗ ProsocLeftabr, r ∈ {1, ..., R}
P (yabr|logitsabr) = Bernoulli(yabr; logits = logitsabr)

(68)

and the graphical model is given in Fig. 5.

The factorised proposal distribution Q is defined similarly:

Q
(
σ2
ACTOR

)
= HalfCauchy(σ2

ACTOR; 1),

Q
(
σ2
BLOCK

)
= HalfCauchy(σ2

BLOCK; 1),

Q (βPC) = N (βPC; 0, 10),

Q (βP) = N (βP; 0, 10),

Q (α) = N (α; 0, 10),

Q (αa) = N (αa; 0, 1), a ∈ {1, ..., A}
Q (αab) = N (αab; 0, 1), b ∈ {1, ..., B}

(69)

In our experiments, we split the data into a training set that takes R = 10 of the repeats for each actor-block combination,
and a test set that takes the remaining R = 2.

yabrαab

αa

σBLOCK

σACTOR

α

βPC

βP

R Repeats

B Blocks

A Actors

Figure 5: Graphical model for the Chimpanzees dataset
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Figure 6: Graphical model for the MovieLens dataset

C.3 MOVIELENS DATASET

The MovieLens100K3 [Harper and Konstan, 2015] dataset contains 100k ratings of N=1682 films from among M=943
users. The original user ratings run from 0 to 5. Following Geffner and Domke [2022], we binarise the ratings into just
likes/dislikes, by taking user-ratings of {0, 1, 2, 3} as a binarised-rating of 0 (dislikes) and user-ratings of {4, 5} as a
binarised-rating of 1 (likes). We assume binarised ratings of 0 for films which users have not previously rated.

The probabilistic graphical model of the full generative distribution is given in Fig 6. We use n to index films, and m to
index users. Each film has a known feature vector, xn, while each user has a latent weight-vector, zm, of the same length,
describing whether or not they like any given feature. There are 18 features, indicating which genre tags the film has (Action,
Adventure, Animation, Childrens,...). Each film may have more than one tag. The probability of the user liking a film is
given by taking the dot-product of the film’s feature vector with the latent weight-vector, and applying a sigmoid (σ(·))
(final line)

P (µ) = N (µ;018, I),

P (ψ) = N (ψ;018, I),

P (zm|µ,ψ) = N (zm;µ, exp(ψ)I), m = 1, . . . ,M

P (Ratingmn|zm,xn) = Bernoulli(Ratingmn;σ(z
⊺
mxn)), n = 1, . . . , N

(70)

Additionally, we have latent vectors for the global mean, µ, and variance, ψ, of the weight vectors.

The factorised proposal distribution Q (also used as the initial approximate posterior for experiments using iterative methods)
is given by

Q (µ) = N (µ;018, I),

Q (ψ) = N (ψ;018, I),

Q (zm) = N (zm;018, I), m = 1, . . . ,M

(71)

We use a random subset of N = 20 films and M = 450 users for our experiment to ensure high levels of uncertainty. We
use equally sized but disjoint subset of users held aside for calculation of the predictive log-likelihood.

3Dataset + License: files.grouplens.org/datasets/movielens/ml-latest-small-README.html
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C.4 OCCUPANCY DATASET

Occupancy models aim to infer the the true presence of a bird at a given observation site from repeated samples. The nature
of collecting bird occupancy data for detection-nondetection datasets means that false detection or nondetection must be
accounted for [Doser et al., 2022]. We fit a modified multi-species occupancy model to the north American bird breeding
survey data4. This dataset records over 700 species of bird, along thousands of randomly selected road-side routes with
readings taken at half mile intervals along the 24.5 mile routes for a total of 50 readings. The dataset covers the contiguous
United States and the 13 provinces and territories of Canada.

The readings are taken during peak breeding season, usually in June, once per year. The presently available dataset covers
the years 1966-2021, except for the year 2020. For our purposes we take the unit step function of the sum of every 10
readings to give R = 5 repeated samples from each route. Each route in each year has associated weather and quality
covariates which are used in our model. We take a subset of J = 12 bird species, M = 6 years and I = 200 routes to form
a training set on which to run our experiments, with a distinct test set sampling the same values of J and M , but a different
set of I = 100 routes. The Weatherjmi covariate is the temperature at site i on year m replicated for each bird species. The
Qualityjmi covariate is indicates whether a particular series of readings at site j on year m followed all the recommended
guidelines for recording birds.

We model the recording of a bird along a particular route in a particular repeated measurement as arising from a Bernoulli
distribution, with logits given by the product of the weighted quality covariate and an inferred latent variable zjmi that
indicates the true presence of a particular bird species j along route i in year m, as well as including some probability of
a false-positive bird sighting. We model this latent variable zmji as also arising from a Bernoulli distribution, with logits
given by weighted Weather covariates multiplied by a variable BirdYearMeanjm representing the mean frequency of a
specific species in a given year. The prior for the Weather and Quality weights, WeatherWeightjmi and QualityWeightjmi

respectively, are normal with mean and log-variance sampled from standard normal priors. The variable BirdYearMeanjm
also has an hierarchical prior: first we sample a BirdMeanj whose mean and log-variance are sampled from standard normal
priors, then for each year we sample a BirdYearMeanjm for each year and bird species from a normal distribution with
mean BirdMeanj and unit variance. The full model may be written as

P (µBirdMean) = N (µBirdMean; 0, 1),

P (σBirdMean) = N (σBirdMean; 0, 1),

P (µQualityWeight) = N (µQualityWeight; 0, 1),

P (σQualityWeight) = N (σQualityWeight; 0, 1),

P (µWeatherWeight) = N (µWeatherWeight; 0, 1),

P (σWeatherWeight) = N (σWeatherWeight; 0, 1),

P
(
QualityWeightj

∣∣µQualityWeight, σQualityWeight

)
= N (QualityWeightj ;µQualityWeight, exp(σQualityWeight)),

j ∈ {1, ..., J}
P
(
WeatherWeightj

∣∣µWeatherWeight, σWeatherWeight

)
= N (WeatherWeightj ;µWeatherWeight, exp(σWeatherWeight)),

j ∈ {1, ..., J}
P (BirdMeanj |µBirdMean, σBirdMean) = N (BirdMeanj ;µBirdMean, exp(σBirdMean)), j ∈ {1, ..., J}
P (BirdYearMeanjm|BirdMeanjm) = N (BirdYearMeanjm; BirdMeanjm, 1), m ∈ {1, ...,M}

logitszjmi = BirdYearMeanjm ∗WeatherWeightj ∗Weatherjmi,

i ∈ {1, ..., I}
P
(
zjmi

∣∣logitszjmi

)
= Bernoulli(zjmi; logits = logitszjmi), i ∈ {1, ..., I}

logitsyjmir = zjmi ∗QualityWeightj ∗Qualityjmir + (1− zjmi) ∗ (−10),
r ∈ {1, ..., R}

P
(
yjmir

∣∣∣logitsyjmir

)
= Bernoulli(yjmir; logits = logitsyjmir), r ∈ {1, ..., R}

(72)
4Dataset: https://www.sciencebase.gov/catalog/item/625f151ed34e85fa62b7f926, licensing information is

included with the dataset.
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and the graphical model is presented in Fig. 7.

The factorised proposal distribution Q is given by

Q (µBirdMean) = N (µBirdMean; 0, 1),

Q (σBirdMean) = N (σBirdMean; 0, 1),

Q (µQualityWeight) = N (µQualityWeight; 0, 1),

Q (σQualityWeight) = N (σQualityWeight; 0, 1),

Q (µWeatherWeight) = N (µWeatherWeight; 0, 1),

Q (σWeatherWeight) = N (σWeatherWeight; 0, 1),

Q
(
QualityWeightj

)
= N (QualityWeightj ; 0, 1), j ∈ {1, ..., J}

Q
(
WeatherWeightj

)
= N (WeatherWeightj ; 0, 1), j ∈ {1, ..., J}

Q (BirdMeanj) = N (BirdMeanj ; 0, 1), j ∈ {1, ..., J}
Q (BirdYearMeanjm) = N (BirdYearMeanjm; 0, 1), m ∈ {1, ...,M}

logitszjmi = BirdYearMeanjm ∗WeatherWeightj ∗Weatherjmi, i ∈ {1, ..., I}
Q
(
zjmi

∣∣logitszjmi

)
= Bernoulli(zjmi; logits = logitszjmi), i ∈ {1, ..., I}

(73)

C.5 EXPERIMENT DETAILS

In each experiment, we use a graphical model (specified above in Sections C.1-C.4) to define a prior/generative distribution
and a proposal distribution over one of four datasets. In particular, the proposal distribution has the same structure as the
prior, but with each latent variable parameterised independently of the others (cf. the dependencies shown between latents of
the prior/generative distributions in Figs. 4-7).

In our first set of experiments (Figs. 1 and 2) we draw K samples from the proposal and compute both the global and
massively parallel estimators of the marginal likelihood (Eqs. 7 and 18). Taking the logarithm of these unbiased estimators
of the marginal likelihood gives (via Jensen’s inequality) a lower bound on the log-marginal likelihood, referred to as the
ELBO.

With these K samples (KN if we consider all possible combination of n-latent samples), we obtain 100 posterior samples of
all latents via the importance sampling mechanism described in Section 3 (see Eq. 36). Then, we use these posterior latent
samples to obtain predictive samples on an unseen test set of the data. We report the predictive log-likelihood of the test data
given the predicted latent samples.

In our second set of experiments, we compare the ‘one-shot’ global and massively parallel importance sampling approaches
with iterative methods—namely VI, IWAE and RWS. For each iteration of these methods, we obtain ELBOs and predictive
log-likelihoods in the same manner as discussed above for global importance sampling, however, we also update the
parameters of the proposal distribution at each iteration so as to maximise an objective function via the Adam optimiser. In
the VI results, this objective function is the global ELBO, calculated with a single sample, i.e. K = 1. The IWAE results also
use the global ELBO but with K = 10. The third method we consider is RWS in which we perform a maximum likelihood
update of Q using the posterior samples obtained by reweighting the proposal samples with the weights given in Eq. 6, also
with K = 10.

We ran all experiments on an 80GB NVIDIA A100 GPU. For each experiment, we used global IS, MP IS, VI, IWAE, and
RWS methods to obtain (for each value of K in the IS methods, or each iteration of the iterative methods) 100 values of the
ELBO, predictive log-likelihood (on a test set that was disjoint from the training set), which were averaged to produce the
results presented in this work. For global IS and MP IS, we additionally ran a single warmup iteration before the final 100 to
allow for memory management optimisation—the results of these warmup runs were then discarded. We present error bars
in Figs. 1, and 2 representing the standard error over these 100 (post-warmup) runs.

We ran the globabl IS and MP IS experiments for K ∈ {3, 5, 10, 15, 20, 25, 30, 45, 60, 80, 102, 3×102, 103, 3×103, 104, 3×
104, 105, 3× 105, 106, 3× 106, 107}, however, only global IS on the chimpanzee dataset was able to run with each of these
values (and no higher) — failures were mostly due to the large amount of memory required or due to numerical instability in
the models.
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Figure 7: Graphical model for the Bird Occupancy dataset

For VI, IWAE and RWS, we optimized our approximate posterior using Adam with learning rates of 0.3, 0.1, 0.03, 0.01
(we found that learning rates faster than 0.3 were unstable on all models), and ran 100 optimization steps for both for each
dataset/model. In Fig. 3 we plot only the best-performing learning rates for each method, where best-performing is decided
as the a highest ELBO after a certain number of iterations, in particular we chose 75. In Appendix section D.1 we present
plots of every learning rate for each method individually compared against MP IS and global IS on each model.

D FURTHER RESULTS

D.1 THE EFFECT OF LEARNING RATE ON ITERATIVE METHODS

Here we present plots of showing the results obtained on each model-method combination for every stable learning rate that
we tried on the iterative models (excluding HMC). Note that no models were numerically stable with a learning rate higher
than 0.3 for any of the iterative methods, and further that many of the following plots do not include learning rates of 0.3 or
even 0.1 (for example MovieLens with RWS) as these were numerically unstable as well.
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Figure 8: A comparison of results for VI on each dataset with varying learning rates.
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Figure 9: A comparison of results for IWAE on each dataset with varying learning rates.
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Figure 10: A comparison of results for RWS on each dataset with varying learning rates.

417


	Introduction
	Background
	Methods
	Experiments
	Related work
	Conclusion
	Derivations
	Global Importance Sampling
	Massively Parallel Importance Sampling

	Algorithms
	Experimental Datasets And Models
	Bus Delay Dataset
	Chimpanzee Prosociality Dataset
	MovieLens Dataset
	Occupancy Dataset
	Experiment Details

	Further Results
	The Effect of Learning Rate on Iterative Methods


