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Abstract
Conversational recommendation system (CRS) aims to acquire user preferences of conversation
and then make recommendations to users. Existing CRS enhance the characterization of items by
introducing external information to improve the recommendation effect, but they ignore the most
essential utterance semantic attributes in the dialogue, and do not fully con-sider the different emo-
tion or act feedback of users. Based on this, this paper fully explores the utterance semantics, makes
the construction of user characteristics fuller by extracting the act and emotion of the utterance, and
predicts the act of the conversation process, and then enhances the response through the emotional
vocabulary, to improve the interaction experience between the user and the system. A large number
of experiments on public datasets show that the model proposed in this paper outperforms the most
advanced methods.
Keywords: Conversational recommendation, Utterance act, Semantic fusion, Personal recommen-
dation

1. Introduction

Conversational recommender systems (CRS) (Gao et al., 2021) aim to use conversations to pro-
vide recommendations to users. This approach of natural language interaction improves the user
experience and is better applicable to cold-start users or users whose preferences change frequently.
As shown in Figure 1, CRS also needs to provide explanations when providing appropriate rec-
ommendations (e.g., movies, books) or utilize natural language to further acquire user preferences
it make accurate recommendations (Zhang et al., 2019). Therefore, most researchers (Chen et al.,
2019; Zhou et al., 2020; Lu et al., 2021) have divided CRS into two modules: conversation module,
and recommendation module. The conversation module focuses on high-quality dialog responses,
incorporates the recommendations generated by the recommendation module into the conversation,
and adds explanatory language so that users can learn the reasons for the recommendations or item
introductions; the recommendation module needs to make full use of the information involved in
the conversation to construct user preferences, to select the appropriate items in the candidate set
for recommendation.

In the field of CRS, existing research (Chen et al., 2019; Zhou et al., 2020; Lu et al., 2021)
focuses on how to obtain the links more accurately between items and projects, to recommend the
correct items, so some researchers have introduced external knowledge graphs (Chen et al., 2019;
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Zhou et al., 2020), or item reviews (Lu et al., 2021), introduction (Zhang et al., 2023), etc., but
it ignores the deeper semantic information expressed in the user’s words. To be more detailed,
the previous model only roughly characterizes the entity mentioned by the user, and unifies it as
the user’s preference, which does not take into account the user’s feedback on the entity, such as
rejection, acceptance, etc., and the negative feedback from the user on the entity will affect the final
recommendation item, and the direct inclusion of the entity in the user’s preference will make the
user’s real preference shift, which will affect the recommendation effect (Deng et al., 2022). As
shown in Table 1, the user implicitly expresses that he/she does not like the movie about aliens very
much, the system does not capture his/her utterance feedback, interprets it as a favorite, and then
incorporates it into the user preference to recommend a movie about aliens to the user, which he/she
recommends incorrectly.

Table 1: A Sample of a Bad Conversation Recommendation.

User . . .

System Do you like stories with aliens?
User Well, actually I’m not really interested in stories with aliens.

System
I recommend a movie called E.T. the Extra-Terrestrial.

It was directed by Steven Spielberg.
User I love Spielberg, but I don’t like movie about aliens.

System . . .

In response to the above problems, we revisited CRS, we construct a novel model for improving
conversation recommender systems through utterance act and emotion. Specifically, we first extract
semantic vocabulary from utterance and construct utterance subgraphs via emotion-level knowledge
graphs and emotion values to capture utterance emotion features. Further, we use historical con-
versations above to extract utterance act features through deep subspace clustering (Ji et al., 2017),
and then fuse the utterance emotional features and act features with entity preferences through the
fusion module, to capture user preferences. During the conversation process, according to the past
utterance act through the distance-aware attention allows the system to produce a more suitable next
act, so that the conversation process proceeds more smoothly. And empathetic replies are generated
through emotion-enhanced decoders to improve the user’s interaction experience with the system.
By considering utterance acts and emotions, we construct an updated hierarchy of user preferences
that fully analyzes and exploits the conversational context, thus improving the accuracy of recom-
mendations and the user experience. Our contributions are summarized as follows:

• We constructed utterance subgraphs using emotion knowledge graphs and emotion values to
capture sentiment representations of utterance.

• We design a semantic fusion module that learns utterance acts and then augments user pref-
erences by uniting utterance acts and emotions.

• The emotion-enhanced act-directed conversation module generates more fitting responses,
thus improving the user interaction experience.
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2. Problem Formulation

Formally, u represents a user in a set U of users, i represents an item in a set I of items, and w
represents a word in a vocabulary V . A set of conversations C should contain several sentences s in
which the system engages in a dialog with a user, then C = {st}nt=1, a sentence contains m words.
In round t, the recommendation module selects a set of candidate items It from the set of items I
according to some strategy. The conversation module needs to generate the next statement st+1 to
reply until the user accept the recommendation or ends the dialog voluntarily.

3. Proposed UAE

Figure 1: Overall architecture of the proposed UAE.

3.1. Utterance Feature Extraction

3.1.1. UTTERANCE ACT RECOGNITION.

Since REDIAL (Zhong et al., 2019), a commonly used dataset in the CRS domain, is an unlabeled
dataset of utterance acts, an unsupervised deep subspace clustering method (Lei et al., 2020) is used
to learn the latent features in the conversations to capture the utterance act information. Specifically,
first initialize K potential vectors of conversation acts, and then use autoencoder to encode historical
conversations C, to extract the potential features in the utterance, the autoencoder can map the input
vectors to a deep and nonlinear feature space, which has a better fitting ability to complex high-
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dimensional data, as shown in Equation 1.

H=MLPenc(C)
A=H · Z⊤

H∗ = softmax(A) · Z
C∗ = MLPdec(H

∗)

(1)

where A is the potential act vector. Its loss function is shown in Equation 2 and consists of three
components: information exchange loss, self-representation loss, and regularization term loss.

LDAR = |C∗ − C|2F + λ1 |H∗ −H|2F + λ2

∣∣∣ZZ⊤ − I
∣∣∣ (2)

3.1.2. UTTERANCE SENTIMENT RECOGNITION.

Our model constructs sentiment subgraphs based on utterance and semantically related words, and
the specific process and rules are as follows:

a. Initialize Nodes: Four types of nodes are set up, which are start node, separation node,
vocabulary node, and sentiment word node. The start node and separation node are mainly for
distinguishing different utterances, while the vocabulary node represents each word in the utterance,
and the emotion word node is the emotion-related words obtained through ConcepetNet (Poria et al.,
2019).

b. Sentiment Word Selection: Introduces NRC VAD (Ren et al., 2023) as the external senti-
ment value, which is a word list that contains three features V, A, and D, which denote pleasantness,
arousal, and dominance, e.g. unhappy: [0.12, 0.50, 0.16].

η(w) = min−max(|Va(w)−
1

2
,
Ar(w)

2
|2) (3)

For a word w, first retrieve its related words in ConceptNet: w1
r , w

2
r , ..., w

n
r and then calculate

the sentiment value of the word using Equation 3.
c. Node Connection: For utterance words link them in order, with separators in the middle to

distinguish different utterances, and for sentiment words link them bi-directionally and utterance
word nodes.

d. Weight Assignment: The sentiment values of sentiment word obtained through the compu-
tation are assigned to the edges where the sentiment words are linked to the utterance words, where
the weight between the utterance words is assigned to 1.

After obtaining the sentiment subgraph through the above steps, feature extraction is performed
using GCN as shown in Equation 4:

E(l) = σ(D− 1
2AD− 1

2E(l−1)W(l)) (4)

Finally, the sentiment-enhanced representations of all words of a sentence are merged as shown
in Equation 5, which is then used as the final sentiment feature representation corresponding to the
utterance entity E.

E =
m∑
i=1

eni∑n
j=1 e

nj
wi
e (5)
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3.2. Recommendation Module for Act Emotion Enhancement

3.2.1. ENTITY-UTTERANCE FEATURE FUSION.

Since connectivity relationships are also important in knowledge graphs, a Relational Graph Con-
volutional Network (R-GCN) (Lehmann et al., 2014) is used to learn all the entity embeddings N.

This paper fuses utterance act and sentiment features for user preferences, as shown in Equation
6.

Act = SF(Ce,A,A)
Emo = SF(Ce,E,E)

SF(Q,K,V) = softmax(QK⊤
√
d
)V

(6)

They are fused with each other using the gating mechanism, as shown in Equation 7.

U = β ·Act+ (1− β) · Emo
β = σ(Wgate [Act;Emo])

(7)

3.2.2. ACT-EMOTION ENHANCED RECOMMENDATION.

With the user representation U , a multilayer perceptual machine and softmax are used to obtain the
predicted recommendation probability as shown in Equation 8:

Prec(i) = softmax(U · I) (8)

Finally, optimization is performed using cross entropy as a loss function:

Lrec = −
M∑
j=1

N∑
i=1

yij · log(Pj
rec(i)) (9)

3.3. Conversation Module for Act Emotion Enhancement

3.3.1. NEXT ACT PREDICTION.

We proposes a distance-aware attention to infer the next utterance potential act at+1 based on the
potential act sequences of the past utterance A = {a1, a2, ..., ai, ...at}.

at+1 =
t∑

i=1

λi−1∑t
i=1 λi−1

ai (10)

which means that the recently appeared utterance act will have a greater influence on the next
utterance act.

3.3.2. ACT-EMOTION ENHANCED UTTERANCE GENERATION.

The context is first encoded using a standard Transformer (Sun and Zhang, 2018). At the decoding
step, in order to generate empathic utterance replies, [CLS] in the generated token is replaced with
the next utterance act at+1. As shown in Equation 11:

Rn−1 =
[
at+1;

[
1 : Rn−1

]]
(11)
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In the specific utterance generation process, based on Transformer, external information is grad-
ually fused through the transformation chain.

In the final generation part, replies with relevant recommendation items are generated through
a copying mechanism Li et al. (2019), which is computed as follows:

Pr (yi| {yi−1}) = Pr
1
(yi|Yi) + Pr

2
(yi|Yi,KG) + Pr

3
(yi|Yi,E) (12)

where is the output of the decoder, is the probability function of generating common words from
the vocabulary. Cross entropy loss is set to optimize the generation of responses in the conversation
module:

Lgen = − 1

N
log Pr(st|s1, ..., st−1) (13)

4. Experiments

4.1. Dataset

We used the dataset REDIAL to evaluation. This dataset contains 10,006 complete conversations
mentioning 51,699 movies with a total of 182,150 words. The training set, validation set, and test
set in the ratio of 8:1:1.

4.2. Evaluation Metrics

For the recommendation task, the recall ReCall@k (k=1,10,50) is used to measure the accuracy of
the recommendation results. For the conversation task, using Distinct n-grams (n=2,3,4), defined as
the number of words with different n-grams divided by the total number of words.

4.3. Comparison Experiments

There are two sub-tasks to be evaluated: the recommendation task, and the conversation task, and
representative models are selected for comparison experiments to validate the effectiveness of the
model proposed in this paper.

• TextCNN (Ji et al., 2017): this model applies a CNN-based model to extract user features
from the conversation context to rank the items.

• Transformer (Ren et al., 2023): an Encoder-Decoder based approach to generate conversa-
tions.

• ReDial (Sun and Zhang, 2018): the dialog module of this model is based on HRED (Li et al.,
2019) and the recommendation module is built based on RNN.

• KBRD (Chen et al., 2019): this model introduces an external knowledge graph DBpedia to
enhance the semantic information of context items.

• KGSF (Zhou et al., 2020): this model using mutual information maximization to align the
semantic space.

• CRFR (Ren et al., 2023): this model uses reinforcement learning to perform explicit multi-
hop inference on the knowledge graph, flexibly learning multiple inference segments.
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• RevCore (Lu et al., 2021): this model introduces unstructured external data: item reviews,
which generates well-explained responses.

4.3.1. RECOMMENDED TASK EVALUATION.

For the recommendation task, the results are shown in Table 2. The method proposed in this paper
outperforms all baselines. Firstly, utterance act and utterance sentiment are extracted, and the se-
mantic information expressed by the user is fully considered; previous models only considered the
entities mentioned by the user, and did not deeply consider the semantic information.

Table 2: Results on the recommendation task. Best results are in bold.
Models Recall@1 Recall@10 Recall@50

TextCNN 0.013 0.068 0.191
ReDial 0.024 0.140 0.320
KBRD 0.031 0.150 0.336
KGSF 0.039 0.183 0.378
CRFR 0.040 0.202 0.399

RevCore 0.046 0.220 0.396
Ours 0.053 0.238 0.439

4.3.2. CONVERSATION TASK EVALUATION.

The results of the conversation task evaluation are shown in Table 3. Compared to these baselines,
our model performs better on all evaluation metrics. The model proposed in this paper further en-
hances the item representation by incorporating utterance act and sentiment features, and improves
the diversity of system responses in the conversation context. In terms of automatic evaluation, as
shown in Table 3.

Table 3: Results on the conversation task. Best results are in bold.
Models Dist-2 Dist-3 Dist-4

Transformer 0.148 0.151 0.137
ReDial 0.225 0.236 0.228
KBRD 0.263 0.368 0.423
KGSF 0.289 0.434 0.519
CRFR 0.415 0.562 0.605

RevCore 0.424 0.558 0.612
Ours 0.446 0.593 0.645

4.4. Discussion

This subsection analyzes the effect of the number of emotion words selected on the model, as shown
in Figure 2 and Figure 3, it can be seen that when the number of emotion words increases, with the
increase in the number of emotion words, there is a decrease in the performance of the model, which
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Figure 2: The impact of the number of emotional words on recommendation task.

Figure 3: The impact of the number of emotional words on conversation task.

we believe is the noise caused by too many external words, so the number of emotion-related words
is finally selected as 4, which balances the effect of the model.

5. Conclusion

In this paper, we propose a novel conversational recommender system through utterance acts and
emotions. Firstly, we learn the utterance latent acts by clustering the utterance, and construct sen-
timent subgraph based on external knowledge. Finally, the proposed fusion module fuses utterance
acts and emotions with entity preferences to obtain user preferences for recommendation. For con-
versations, the distance-aware attention is used to predict the next utterance act, thus improving the
smoothness of user interaction with the system and the experience of using it.
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