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Abstract
Weakly-Supervised Learning (WSL) has been increasingly concerned in Whole-Slide Image (WSI)
classification, meanwhile, an open question arises: could WSL-based models provide us with an
accurate interpretation of their decisions? Although many research works have made exciting
progress via building an Auxiliary Instance Branch (AIB) on a bag-level network, there are still
two typical problems to be confronted with in training WSL-based AIB: i) an overwhelming influ-
ence of negative instances and ii) the inconsistent learning between bag-level network and AIB. To
address them, this paper proposes collaborative learning with curriculum loss. This scheme, on one
hand, provides a curriculum loss for optimizing AIB, to alleviate the first problem. Considering the
knowledge reliability in WSL, this loss generalizes an original quality focal loss to WSL scenarios
by curriculum instances. On the other hand, to overcome the second problem, this scheme trains a
bag-level network under the supervision of AIB by a reversed curriculum loss, making both learn
collaboratively. Comparative experiments prove that our scheme could often surpass existing ones
in both accuracy and interpretability. Moreover, it is found that the knowledge reliability-inspired
curriculum instance is a critical factor in bringing comprehensive improvements.
Keywords: Computational Pathology, Weakly-Supervised Learning, Multiple Instance Learning,
Model Interpretability, Curriculum Loss

1. Introduction

The classification of whole-slide images (WSI) is challenging due to difficulties in modeling gi-
gapixel images and training efficient deep learning (DL) models. A weakly-supervised learning
algorithm, multiple instance learning (MIL), is proposed for WSI classification using weak labels
and treating a single image as a bag of instances.

Embedding-level MIL (Ilse et al., 2018), exploiting mutual-instance relations to enhance bag-
level representation, has achieved success by incorporating some advanced DL architectures or
techniques like GCN (Liu et al., 2023), Transformer (Zheng et al., 2023), feature pyramids (Li
et al., 2021) and self-supervised pre-training. However, they often lack interpretability due to the
inability to explicitly infer instance probabilities, hindering their usability in clinical settings.

Some other MIL methods tackle this problem by building an auxiliary instance branch (AIB)
upon embedding-level MIL (see Figure 1 (a)). ABMIL (Ilse et al., 2018) adopts an attention-based
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Figure 1: Comparison of existing MIL methods with AIB and ours: (a) the typical learning
scheme in existing works [1][2][6][7]; (b) our curriculum loss based collaborative learn-
ing scheme. The color of one dashed box indicates one specific scheme of building AIB.

AIB to calculate instance-level attention scores updated by a single bag-level BCE (binary cross
entropy) loss. Based on this, ChiMIL (Chikontwe et al.) and Loss-Attn additionally utilize an
instance-level BCE loss and an attention-weighted BCE loss to optimize AIB, respectively. How-
ever, both of them rely on the noisy instance pseudo-labels directly derived from bag labels. To
mitigate this, WENO (Qu et al., 2022) extends a new AIB using attention scores as pseudo-labels.

Despite the effectiveness of AIB, two obvious problems exist in practice. (1) Overwhelming
negative instances: Overproportioned negative instances tend to dominate in AIB training. It is a
typical class imbalance problem that could impair network training (Li et al., 2020). (2) Incon-
sistent interpretability between bag-level network and AIB: AIB often has better performance in
interpretability, while the bag-level network, exactly for teaching AIB, often falls behind AIB obvi-
ously. This could make AIB degenerate into a sub-optimal one.

To address the two problems analyzed above, this paper proposes a collaborative learning
scheme with curriculum loss, as shown in Figure 1(b). On one hand, to tackle the problem of
class imbalance in WSL scenarios, a curriculum loss is proposed for teaching balanced and reliable
knowledge. On the other hand, this curriculum loss is simultaneously leveraged to conversely opti-
mize the bag-level network, i.e., it supervises the attention output of the bag-level network, enabling
the collaborative learning between the bag-level network and AIB.

Our main contributions are summarized as follows. (1) This paper introduces a collaborative
learning scheme with curriculum loss for accurate and interpretable weakly-supervised WSI clas-
sification. It could not only enable AIB to be taught with balanced and reliable knowledge but
also make the bag-level network and AIB learn collaboratively. (2) Through experiments, this
paper demonstrates that our knowledge reliability-inspired curriculum loss could often bring com-
prehensive performance improvements in both WSI classification and tumor localization. And the
bag-level MIL network could further benefit from our collaborative learning scheme.
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2. Methodology

2.1. Preliminaries

Assume a bag X = {x1, . . . , xK} of K instances where Xk ∈ Rd for k = 1, . . . ,K. The bag-level
label of X is denoted as Y ∈ {0, 1}. Let ϕ represents a bag-level network and f be its attention
branch. Instance attention scores are A = f(X), where Ak is the attention score of the kth instance.
And bag-level prediction is Yb = ϕ(X,A). To interpret Ŷ , f is adopted as AIB in ABMIL (Ilse
et al., 2018), ChiMIL (Chikontwe et al.), and Loss-Attn (Shi et al., 2020). ABMIL adopts a single
bag-level BCE loss as follows,

LB = −((1− Y ) log(1− Ŷ ) + Y log(Ŷ )) (1)

Casting Y as the pseudo-label of all instances, ChiMIL additionally uses an instance-level BCE
loss (see Figure 1(a)),

LI = −
K∑
k=1

((1− Y ) log (1− Sk) + Y log (Sk)) (2)

where Sk = Norm (Ak) ∈ [0, 1] is the normalized attention score of the kth instance. In WENO, a
new AIB g is built and outputs the instance prediction ŷk = g (xk). It denotes the loss function as,

LP = −
K∑
k=1

((1− Sk) log (1− ŷk) + Sk log (ŷk)) (3)

where Sk rather than Y , is taken as the instance pseudo-label for training AIB.
Original QFL (Li et al., 2020) is proposed to alleviate the problem of class imbalance in training

AIB. It can be written as follows:

LQFL = −
K∑
k=1

|Sk − ŷk|β ((1− Sk) log (1− ŷk) + Sk log (ŷk)) (4)

where β ≥ 0 is a hyper-parameter. Compared to LP , LQFL has a new term |Sk − ŷk|β that acts as
a modulating factor. This term imposes more attention on those instances of which prediction and
pseudo-labels deviate significantly. However, this new term is not always reliable as it relies heavily
on the assumption that Sk is exactly equivalent to ground truth. Next, we show how to address this
problem so as to make QFL well adapt to WSL.

2.2. Collaborative Learning with Curriculum Loss

2.2.1. CURRICULUM LOSS

As shown in Figure 2 (a), considering the reliability of instance pseudo-labels, we propose a
curriculum-based for training AIB, inspired by curriculum learning. We argue that instance atten-
tion scores are often uncertain in prediction and could not be directly taken as reliable knowledge
to teach an AIB, which is confirmed through our ablation studies.

At first, we cast instance as curriculum and employ a scoring function σ(·) to assess the curricu-
lum hardness on Sk, i.e., hk = σ (Sk) ∈ [0, 1]. Then, we adopt hk (curriculum hardness score) to

3



YANG∗ LIU JI

Figure 2: (a) Illustration of the curriculum loss and (b) Illustration of function σ(·).

adjust the instance weight in training AIB. Thereby, the curriculum loss (CUL), a generalized QFL
for weakly-supervised WSI classification, is written as:

LCUL = −
K∑
k=1

(1− σ (Sk)) |Sk − ŷk|β ((1− Sk) log (1− ŷk) + Sk log (ŷk)) (5)

where 1 − σ (Sk) is a new weighting factor employed to weaken the effect of QFL when it is a
hard instance (i.e., uncertain knowledge). This new factor could encourage AIB to preferentially
put focus on easy curriculums and accordingly be taught with more reliable knowledge.

We design a simple and intuitive form for this new factor, 1 − σ (Sk) = [2Sk − 1 | . Namely,
instance hardness is assessed by σ (Sk) = 1− [2Sk − 1 | . This σ(·) implies that instance hardness
directly relies on the distance from an instance to a decision boundary. And the closer a distance is,
the harder an instance is, as illustrated in Figure 2(b). Note that this form is based on an assump-
tion that there is a decision boundary separating positive and negative instances in the hypothesis
space of f . Despite the simplicity and constraint of σ(·), we observe its favorable performance in
experiments when applying it to QFL.

2.2.2. COLLABORATIVE LEARNING

To mitigate the problem of inconsistent learning, we further utilize a reversed CUL to optimize the
attention output of bag-level network and make bag-level network and AIB learn collaboratively.
Specifically, we employ AIB (better in instance interpretability) to supervise attention scores. This
reversed CUL (RCUL) can be presented by

LRCUL = −
K∑
k=1

(1− σ (ŷk)) |ŷk − Sk|β ((1− ŷk) log (1− Sk) + ŷk log (Sk)) (6)

In our scheme, the total loss for weakly-supervised WSI classification is LCUL = LB+LCUL+
LRCUL, as shown in Figure 1(b). It is optimized in a bi-directional knowledge distillation manner
(Qu et al., 2022; Wang et al., 2021). Specifically, in each training epoch, ϕ and f are firstly opti-
mized by minimizing LB+LCUL before g, and then g is optimized by minimizing LCUL. Moreover,
in evaluation, bag-level and instance-level predictions are derived from ϕ and g, respectively.
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3. Experiments and Results

3.1. Experimental settings

Two histopathology datasets, Camelyon16 (Ehteshami Bejnordi et al., 2017) and DigestPath2019
(Da et al., 2022) are used for experiments. In the former two sub-datasets with different magnifica-
tions are chosen, while the latter has only one resolution.

For model evaluation, AUC (area under the curve) is used to measure overall performance in
both patch-level and slide-level classification. The FROC (free response operating characteristic), a
widely-used metric in tumor detection, is reported to quantify the interpretability of WSL models.

We compare our method to the embedding-level MIL ones with AIB (Chikontwe et al.; Ilse
et al., 2018; Qu et al., 2022; Shi et al., 2020). Following WENO [6], we use a same g and adopt the
ABMIL network to implement ϕ and f . We reproduce all these methods on their released codes. β
is set to 1 by default. All experiments run on a machine with 2 GeForce-RTX3080Ti (12G) GPUs.

3.2. Overall performance

From the comparative results shown in Table 1, we can find that our method could often perform bet-
ter than the compared ones in both tumor localization and slide-level classification in both datasets.
Specifically, on Camelyon16, our method could surpass most existing ones, except for Loss-Attn,
in patch-level classification. The improvement on DigestPath2019 is more obvious with FROC
increased by 4.55%-11.06%, patch-level AUC increased by 3.15%-12.76, and slide-level AUC in-
creased by 0.3%-2.52%. These results suggest that our method enjoys both accuracy and inter-
pretability in WSL-based WSI classification.

Table 1: Weakly-supervised tumor localization and classification performance on two datasets

Method
Camelyon16(5×) Camelyon16(20×) DigestPath2019

FROC Patch Slide FROC Patch Slide FROC Patch Slide
AUC AUC AUC AUC AUC AUC

ABMIL 0.6970 0.9384 0.8419 0.4425 0.7535 0.8803 0.2471 0.7720 0.9405
ChiMIL 0.7627 0.9272 0.7301 0.5363 0.8966 0.7278 0.2745 0.8683 0.9524

Loss-Attn 0.7805 0.9722 0.7919 0.5539 0.9551 0.8226 0.2094 0.8344 0.9302
WENO 0.7504 0.8858 0.8059 0.4992 0.9045 0.8255 0.2482 0.9305 0.9332

Ours 0.7863 0.9518 0.8842 0.5590 0.9173 0.9152 0.3200 0.9620 0.9554

3.3. Ablation study

Ablation study We conduct ablation studies to further understand the effect of LCUL and LRCUL.
A weighted BCE loss adopted by the original WENO is taken as the baseline for comparisons. We
have some notable findings from the results shown in Table 2. (1) Original QFL performs worse than
the BCE loss in the classification of WSIs at 20×. This result backs up our aforementioned argument,
i.e., original QFL could lose its functionality when the assumption that the instance pseudo label
is exactly equivalent to ground truth is not reliable. (2) The curriculum instance, as the core of
L CUL to generalize QFL, indeed is a critical factor in achieving favorable performances, since
we observe its comprehensive improvements over QFL, especially on the WSIs at 20×. This fact
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suggests that our curriculum loss could be more suitable for WSL, or in other words, knowledge
reliability should be noticed and addressed when teaching a weakly supervised instance branch. (3)
The collaborative learning, facilitated by LRCUL, could often contribute to slide-level classification
but may degenerate patch-level performance (e.g., on 20×).

Table 2: Weakly-supervised tumor localization and classification performance on two datasets

scale QFL Curriculum Collaborative
Localization Classification

FROC Patch-level AUC Slide-level AUC

5×

0.7504 0.8858 0.8059
✓ 0.7636 0.9513 0.8320
✓ ✓ 0.7642 0.9549 0.8779
✓ ✓ ✓ 0.7863 0.9518 0.8842

20×

0.4992 0.9045 0.8255
✓ 0.5260 0.8684 0.8003
✓ ✓ 0.5869 0.9395 0.8641
✓ ✓ ✓ 0.5590 0.9173 0.9152

4. Discussion and Conclusion

Although many studies achieve success in WSL-based WSI classification, they usually lack good
interpretability. This may weaken its usability in clinical practices. This paper summarizes the
paradigm of interpretable WSL for WSI classification and enhances it by addressing existing prob-
lems. Meanwhile, it is found that knowledge reliability should be noticed and addressed when
teaching a WSL-based AIB. Still, our work has some constraints, such as i) the limited WSI dataset
for interpretability assessment and ii) more granularity for a comprehensive evaluation of model
interpretability and more attempts on curriculum scoring functions (Wang et al., 2021) are antici-
pated.

This paper proposes a scheme of collaborative learning with curriculum loss for accurate and
interpretable weakly-supervised WSI classification. It aims at mitigating the problems of over-
whelming negative instances and inconsistent learning to enhance AIB. Experiments show that our
scheme is effective in multiple instance learning framework, and could often achieve state-of-the-art
performance in terms of both accuracy and interpretability. Moreover, our scheme could localize
tumor regions more accurately than other compared methods.
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