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Abstract

In order to solve the binary classification problem of imbalanced data, an optimal random forest
algorithm GWORF (Grey Wolf Optimizer Random Forest) is pro-posed. The algorithm first uses
BLSMOTE (BorderLine SMOTE) technology to oversample the imbalanced data set to make the
positive and negative data equivalent, and then uses the Grey Wolf optimization algorithm to cal-
culate the optimal parameters, and then puts the calculated optimal parameters into the forest for
modeling training. Through testing on four imbalanced data sets, the effectiveness of the GWORF
algorithm in the study of imbalanced binary classification problems is verified.
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1. Introduction

In the study of classification problems, there is such a kind of data that cannot be ignored. Some
types of data account for a large proportion, sometimes even more than 90%, while some types of
data account for a very small proportion. However, it is these small proportions The data plays a
decisive role, and once the classification error is made, it will cause serious losses. For example,
when a financial institution makes credit predictions, if it predicts an honest user in the past as a
dishonest user, the result is only a loss of one customer. Conversely, if it predicts an untrustworthy
user as an honest user and lends to this person, the institution may face relatively large property
losses. For another example, the above-mentioned problems exist in the medical field. When a
patient’s physical function is monitored, most of the time is normal, and abnormal data of only a
few seconds may cause major trauma to the patient’s body.

This kind of problem is called quasi-non-equilibrium problem. Classes with large amounts of
data in them are called negative classes, and classes with small amounts of data are called positive
classes (Das, 2024).

In the field of data mining and artificial intelligence, there are many researches on classification
problems under the condition of imbalanced distribution of data instances (Das, 2024), such as fault
detection, anomaly detection, spam filtering, image recognition, etc. (Hao and Liu, 2020; Lee et al.,
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2024; Zhao et al., 2020). Highly imbalanced data is considered difficult to learn in the field of
machine learning (Das, 2024).

For the classification problem of the above-mentioned feature data, the traditional machine
learning method that only considers the accuracy rate often does not obtain the optimal solution
(Guo et al., 2022). Even if all the data are simply classified as negative classes without any process-
ing, the accuracy rate of the classification algorithm can reach at least half. If the positive class data
only accounts for 1%, then the accuracy rate of the classification algorithm will be as high as 99%.
It can be seen that the performance of classification algorithms that only consider the accuracy rate
is not ideal on imbalanced data sets. At present, the classification optimization of imbalanced data
mainly focuses on data level, algorithm level and mixed methods (Al-Stouhi and Reddy, 2016).

2. Definition and Evaluation Index of ‘“Imbalanced Data”
2.1. Problem Definition

When studying binary classification problems, when the number of available data samples is suffi-
cient and the degree of disequilibrium is high, the data set is classified as an imbalanced data set,
The ratio of the number of negative class samples to the number of positive class samples is defined
as the degree of disequilibrium. Only when the importance of positive class samples is similar to
or greater than that of negative class samples, the data set is regarded as having the problem of
“imbalanced data”.

2.2. Evaluation index

As mentioned above, if the accuracy rate is simply used as the only reference value, there is no
research value. The reason is that the proportion of certain types of data is small, and sometimes
there are very few cases, such as most users in the banking system data can repay on time, and
a very small part has overdue repayment. What we need to do is to mark this type of users who
will repay overdue in advance. Therefore, for the imbalanced classification problem, not only the
accuracy, but also the precision and recall should be considered.

Accuracy = (TP + TN)/(TP + FP + TN + FN) (1)
Precision = TP/(TP + FP) )
Recall = TP/(TP + EN) 3)

Among them, TP is True-positive, which means that it is True, and the number of samples whose
prediction result is positive; FP is False-positive, which means that it is False, but the prediction
result is positive; TN is True-negative, which represents True itself, and the number of samples
predicted as negative, FN is False-negative, which represents the number of samples that are False
and whose prediction result is negative.

At present, there are many reference models for the research of imbalanced classification prob-
lems, such as: F1 value, G-means value and AUC value, etc. In this paper, F-measure value is used
as the evaluation of the performance of the algorithm, and its calculation formula is as follows:

Precision x Recall
F1 =2 4
X Precision + Recall “)
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3. Random forest algorithm

The random forest algorithm is a Bagging ensemble learning algorithm (Kim et al., 2021), which
integrates multiple decision trees to classify the samples to be tested. The algorithm evenly extracts
multiple sets of samples from a given training set, and each set of samples builds a decision tree,
and then forms a forest, and votes the results generated by each decision tree in the forest, and the
category with the most votes is the final classification result.

The basic structure of the random forest algorithm is shown in Figure 1.
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v

Uniform sampling with return

- v |

Training setl Training set2 Training set3 “e- Training setK

Decision treeK

Decision treel Decision tree2 Decision tree3
Classification results1 Classification results2 Classification results3 ... Classification resultsK
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Final classification results

Figure 1: Basic structure of random forest algorithm.

In this paper, four classical non-equilibrium data sets are selected for binary classification re-
search. In order to prevent overfitting, this experiment selects 50% of all datasets as the training
set.

When using the random forest algorithm to model and classify on the four datasets eciol, zoo,
yeast, and winequality and view the performance, it is found that the accuracy rate of the four
datasets is high. The main reason for the analysis is that in the imbalanced data Set, the data allo-
cation is unreasonable, with less positive type data and the majority of negative type data. Random
forest algorithm is not good for positive data classification, and there will be misclassification. How-
ever, due to the relatively small amount of such data, positive data classification errors will not affect
the accuracy of the algorithm to a large extent.

Considering the accuracy rate, precision rate, recall rate and F1 value for comparison, as shown
in Figure 2.

It is not difficult to find that the accuracy rate of the four data sets is above 0.9, and the accuracy
rate and accuracy rate of the eciol data set are almost the same, and the recall rate is relatively high.
The zoo dataset has 0 precision and recall, which is the worst performance. The precision of yeast
data set is about 0.75, but the recall rate is low, less than 0.3. The precision rate of the winequality
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Figure 2: Accuracy, Precision, Recall and F1 Values on Random Forest Models.

data set is higher than the accuracy rate, close to 1, while the recall rate is about 0.3. Among the four
datasets, only eciol performed better at around 0.8, the F1 values of the other three datasets did not
exceed 0.5, and the F1 values of the zoo dataset were even 0. It is not difficult to find that the simple
use of random forest algorithm for classification on imbalanced data sets is very unsatisfactory.

4. Optimize the structure of GWORF

4.1. Data oversampling

The BorderLineSMOTE algorithm (Han et al., 2005) is a method specially proposed by HAN H et
al. in 2005 for oversampling of imbalanced datasets.

Algorithm description:

(1) The Euclidean distance between each minority class sample and the nearest neighbor sample
is calculated, and the distance list is obtained by sorting them.

(2) Traversing each minority class sample, for each sample, determine whether it is located at
the decision boundary. If most of its k nearest neighbor samples belong to the same class (majority
class), the sample is considered to be on the decision boundary.

(3) For the samples located on the decision boundary, select one of the nearest neighbor samples,
and calculate the difference vector between the two samples.

(4) Based on the difference vector and a random number between 0 and 1, a new composite
sample is generated. The generation method can be linear interpolation or random interpolation.

(5) Repeat steps (3) and (4) , until a sufficient number of synthetic samples are generated.

4.2. Optimal parameter calculation

According to the way gray wolves hunt, the wolves were divided into 4 grades: aSdéw. The whole
predation process is led by a. The predation process is divided into: stalking and approaching the
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prey, harassing, chasing and surrounding the prey until the prey stops moving, and finally attacking
the prey (Elewi et al., 2024; Jagadeesh et al., 2023; Tian and Wang, 2023).

That is, the solutions of avBdw are obtained respectively, and these four solutions have a priority
order from left to right, the hunting process is guided by o34, and w follows the three wolves. That
is, always go and find the three best solutions, then search around the area to find a better solution
and then update a39.

(1) Surround prey:

Wolf pack rounding up prey is defined as follows:

The distance formula between the individual and prey:

D = [C- X,(t) — X(1) 5)
Grey Wolf Location Update Formula:

X(t+1)=X,(t)—A-D (6)

Vector of coefficients:
A=2a-71 (7
C=2-r2 (8)

Where: t is the number of iterations, D is the distance vector between the individual and the
hunter, X, is the prey position vector, X is the gray wolf position vector, a is the convergence factor,
r1 and r2 are random vectors.

(2) Hunting:

When the gray wolf identifies the prey, it encircles the prey under the leadership of the three
leaders. Where an individual gray wolf tracks prey is defined as follows:

D, =1|C1- X, — X|
Ds=|Cy- X5 — X| ©)
Ds =|C5- X5 — X|

D, Dg and Ds represent the distance between the three leading wolves and the other individ-
uals, X, X3 and X; represent the current positions of the three leading wolves, 1, C and C3 are
random vectors, and X is the current position of the wolf.

Xl :Xa _Al : (Da)

Xy = X5 — Ay - (Dp) (10)
X3 = X5 — Az - (Ds)
X1 +Xo0+ X

Xy = = (11)

X1, X5 and X3 denote the step size and direction that w advances towards «, (3, §, respectively,
and Xy denotes the final position of w.

(3) Attack prey:

When the movement of the prey stops, the gray wolf can carry out an attack.
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4.3. Building an Optimal Forest

The specific algorithm process is as follows:

(1) Input N groups of sample data, each group of data has M attributes, (X711, X192, X13,..., X1m),
(Xo1, X292, Xo3, ..., Xom),. .. (Xn1, Xn2, Xn3, ..., Xpnm), the classification labels of the samples
are Y1, Ys.

(2) Determine the training set and the test set.

(3) A random forest model was constructed with optimal parameters and trained. (L decision
trees, the classification result of each tree for the t-th sample is: C; = f; (X, Xe2, ..., Xim),

L
the final classification result is: C' = > f1 (X1, X2, .., Xtm), The model needs to solve L

=1
fl [Xt17 Xt27 v 7Xtm])-
(4) Test the model with a test set.
(5) Output the classification results corresponding to the samples to be classified.

4.4. Algorithm description

Input: Imbalanced dataset
Output: Accuracy, Precision, Recall and F1 values
Oversampling datasets with BLSMOT
Initialize o34 position
Initialize the value of the a9 objective function
Iterative solution:
Iterate each wolf position
Build a random forest model and train it
Take the cross-validation mean to minimize the error rate
The loop updates the location of grey wolf individuals:
« Position Update
[ Position Update
0 Position Update
Other Grey Wolf Location Updates
Constructing Random Forest Classification Model with Optimal Parameter Values
Perform data classification

5. Experimental evaluation and analysis
5.1. Experimental dataset

In order to verify the performance of the optimized random forest algorithm, this paper investigates
KEEL (Alcala-Fdez et al., 2011), a commonly used public dataset in the field of data mining and
machine learning. The KEEL dataset has a special module for storing imbalanced datasets, and
the imbalanced degree of these datasets varies from 1.5 to 129.44. In this paper, four data sets are
selected from eciol, yeast, zoo and winequality. The disequilibrium degrees of these four data sets
range from Guinea Bissau to Dozens to One, and the disequilibrium degrees are quite different. The
number of negative and positive data in each dataset is shown in Table 1.
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Table 1: Experimental dataset

Dataset Positive Negative
eciol 52 284
yeast 51 477

700 5 96
winequality 18 837

5.2. Result analysis

Experiment 1 Data Disequilibrium Contrast

The BLSMOTE algorithm is used to oversample the small class of samples to make the data
reach an equilibrium state.

Figure 3 shows the original imbalanced degree and the current imbalanced degree of the four
imbalanced data sets. Before oversampling techniques, the disequilibrium of the eciol dataset was
5.46, the disequilibrium of the yeast dataset was 9.35, the disequilibrium of the zoo dataset was
19.2, and the disequilibrium of the winequality dataset was 46.5. After BLSMOTE oversampling
technology, the non-equilibrium degree of the four data sets reaches 1, that is, the number of large-
class samples and small-class samples is the same.

O ‘oooo...........ooooooooo..........ooooooooo‘

eciol yeast Z00 winequality

Original degree of disequilibrium

&+« s @present degree of disequilibrium

Figure 3: Comparison of data disequilibrium.

Experiment 2 Performance of GWOREF algorithm

Use the balanced data set in Experiment 1 to select the optimal parameters, and obtain the max-
imum depth of each tree in the GWOREF algorithm and the minimum number of samples contained
by leaf nodes, as shown in Figure 4.

The comparison of algorithm performance is performed, as shown in Figure 5.

It can be found that the performance of GWOREF algorithm on the four data sets is better.
Whether it is accuracy, precision, recall or F1 value, most of them can reach more than 0.95.
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Figure 4: Maximum depth and minimum number of samples contained by leaf nodes.
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Figure 5: Performance comparison of GWORF algorithm in different datasets.
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6. Conclusion

In this paper, the optimal stochastic forest algorithm is used to study the binary classification prob-
lem of divided and balanced data. The oversampling technology is used to preprocess the data first,
and then the optimal forest is constructed by calculating the optimal parameters. Finally, through
performance comparison on four classical imbalanced data sets, it is found that the algorithm per-
forms well on imbalanced data classification problems.

The next work will focus on the performance optimization of each tree and the optimization of
undersampling technology for a large number of data objects. The optimization algorithm proposed
in this paper can still improve the performance of each tree.
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