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Abstract
Thesis review is a crucial step in ensuring the quality of academic theses, and accurately recom-
mending reviewers for theses is currently a problem that needs to be addressed. When reviewer
information is incomplete, it is difficult to achieve good recommendation results. This paper pro-
poses a Multi-Graph Neural Network algorithm for review reviewer recommendation in thesis re-
view. Based on the keyword-reviewer bipartite graph, a graph neural network model is constructed.
By utilizing graph neural networks, high-order relationships between reviews and keywords can
be explored, enabling the discovery of reviews’ implicit research interests and expanding their re-
search interests to some extent. Additionally, incorporating keyword-keyword interaction graphs
and review-review interaction graphs allows for information exchange operations in the two graphs
separately, enhancing the representation of keywords and reviews. We conducted experiments on
real thesis reviews and compared the proposed algorithm with other recommendation algorithms.
The results show that the proposed algorithm achieves favorable results across various evaluation
metrics, demonstrating the effectiveness of the algorithm presented in this paper.
Keywords: Thesis Reviewer Recommendation, Graph Neural Networks, Recommendation Algo-
rithms, Bipartite Graph

1. Introduction

Thesis review is a crucial step in ensuring the quality of academic theses and plays an important
role in enhancing the quality of graduate education. With the continuous increase in the number of
graduate students, the automation of thesis review has become necessary and urgent. In the process
of automating thesis review, there are challenges (Zhao and Zhang, 2022) to overcome, one of which
is how to automatically assign reviewers.

In recent years, the quality of reviewer recommendations has attracted increasing attention
(Shah, 2021) from researchers, mainly focusing on text-based methods. Protasiewicz (2014) ex-
tract keywords based on review knowledge and calculate matching degree using cosine similarity.
Abduljaleel et al. (2021) use TF-IDF and cosine similarity to calculate matching degree. Tan et al.
(2021) propose a WSIM model based on language models and LDA (Blei et al., 2003) to calcu-
late the similarity between papers and reviews. Choi et al. (2023) used TextRank to extract feature
sets from the txt. With the development of deep learning, there are various neural network models
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available for calculating similarity between texts, such as word2vec (Mikolov et al., 2013), RNN
(Socher et al., 2014) , BERT (Devlin et al., 2018). Zhao et al. (2018) use word2vec to generate word
embeddings for papers and reviews, and calculate the similarity between papers and reviews using
Word Mover Distance.

The above-mentioned methods all calculate the similarity based on text information. When re-
view information is incomplete, it is difficult to achieve good recommendation results. Therefore,
this paper proposes a recommendation method based on graph models to address this issue. Recom-
mendation systems based on graph models have been rapidly developing (Wang et al., 2021). Wang
et al. (2019) proposed a method based on GNN (Kipf and Welling, 2016) to encode information in
the embedding process, capturing the effects of collaborative filtering. He et al. (2020) proposed
a lightweight GCN method that abandons feature transformations and non-linear activations. Mao
et al. (2021) suggested an ultra-simplified graph neural network for recommendation, skipping the
infinite-layer explicit message passing to achieve efficient recommendations.

In this paper, we propose a new method called Multi-Graph Neural Networks (MultiGNN) for
reviewer recommendation. By utilizing graph neural networks, we can uncover high-order rela-
tionships between reviews and keywords, thus identifying reviews’ implicit research interests. This
method is a deep neural network model that integrates multiple graph. The main contributions of
our work are as follows:

We propose MultiGNN, leveraging Graph Neural Networks to fully explore high-order rela-
tionships between reviews and keywords. By learning embedding of reviews and keywords through
different propagation paths in various relational data.

We construct keyword-keyword and review-review interaction graphs to obtain associations be-
tween keywords and reviews. This can enrich the embedding of keywords and reviews, thereby
enhancing the quality of recommendations.

2. Methods

In this section, we will discuss in detail the framework of MultiGNN, as shown in the Figure 1.
The model proposed in this paper takes the keyword list ks and the reviewing review r as input, and
outputs the predicted probability value ŷks, which indicates the probability that review r can review
the paper. To accomplish this task, the model consists of three main parts: the embedding layer, the
information interaction layer, and the prediction layer.

2.1. Embedding Layer

The embedding layer can obtain embedding vectors for keywords and reviews. The embedding
vectors are represented by learnable parameter vectors, and their main function is to transform
sparse feature vectors into dense embedding vectors, reducing the dimensionality of the model
input.The keyword embedding vector and review embedding vector can be represented as:

eki = Wkki; eri = Wrri (1)

where Wk ∈ Rmk×n and Wr ∈ Rmr×n is the learnable embedding matrices for encoding keywords
and reviews, n represents the dimensionality of the embedding vectors.
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Figure 1: The architecture of Multi-Graph Neural Network model for reviewer recommendation.

2.2. Information Interaction Layer

The information interaction layer obtains the representation vectors of keywords and reviews. Con-
sidering the complex interaction between keywords and reviews, a bipartite graph neural network is
constructed to handle the interaction data. Additionally, this paper proposes to construct keyword-
keyword and review-review graphs. Finally, output the keyword and reviewer representation vec-
tors.

2.2.1. BUILDING KEYWORD-KEYWORD AND REVIEW-REVIEW INTERACTION GRAPHS

The construction of interaction graphs is reflected through co-occurrence frequency. To build the in-
teraction graph, it is necessary to calculate the co-occurrence frequency of keyword or review pairs.
After obtaining the frequency matrix, edges can be determined by manually setting a threshold. The
definition of the edge formula is as follows:

KKk1,k2 , RRr1,r2 =

{
1, fre (k1, k2) ≥ α
0, fre (k1, k2) < α

(2)
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where KK and RR is the keyword-keyword and review-review interaction graphs, α denotes the
threshold of frequency.

2.2.2. KEYWORD-KEYWORD AND REVIEW-REVIEW INFORMATION INTERACTION

The information interaction between adjacent nodes can be achieved through node information ag-
gregation operations. Specifically, for keyword nodes, information is passed from neighboring key-
word nodes to the target keyword node. The review-review interaction follows a similar approach.
The specific formula is defined as:

e1kk =
∑

i∈Nkk

1√
| Nkk |Nkki |

e0kki ; e1rr =
∑
i∈Nrr

1√
| Nrr |Nrri |

e0rri (3)

where Nrr and Nkk is the sets of neighboring nodes for the review and keyword nodes. Then
combined with the initial embedding to obtain the final node embedding vectors. The specific
formula is defined as:

e∗kk = e0kk + e1kk; e∗rr = e0rr + e1rr (4)

where e∗kk and e∗rr is the embedding vectors outputted after the interaction operations.

2.2.3. BUILDING KEYWORD-REVIEW BIPARTITE GRAPH

If the list of keywords in papers published or reviewed by reviewer r, it is associated with these
keywords. The Keyword-Review bipartite graph is treated as an undirected graph, and the definition
of edges between nodes is as follows:

KRk,r =

{
1, k ∈ N (r)
0, other

(5)

where KR is the keyword-review bipartite graph, and N(r) denotes the immediate neighboring set
directly connected to review r.

2.2.4. KEYWORD-REVIEW INFORMATION INTERACTION

The information interaction between keyword nodes and review nodes is achieved through weighted
sum operations. We explore higher-order connection information by setting up multiple layers of
embedding propagation. Specifically, this information is passed from neighboring review nodes to
the target keyword node; this information is passed from neighboring keyword nodes to the target
reviewer node. The formula is defined as:

el+1
k =

∑
r∈Nk

1√
| Nk |Nr|

elr; el+1
r =

∑
k∈Nr

1√
| Nr |Nk|

elk (6)

where Nk and Nr is the sets of neighboring nodes for keyword k and review r.
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2.3. Prediction Layer

The prediction layer is primarily responsible for calculating the interaction score between keywords
and reviews.by interacting with the representation vectors of keywords and reviews, the final prob-
ability value is obtained.

After L layers of network propagation, multiple embedding vectors for keywords and reviews
can be obtained. Since the embedding vectors in different layers emphasize messages from differ-
ent connection paths. It is necessary to merge them together namely the vectors of keywords and
reviewer. The formula is as follows:

e∗r = concat
(
e0r , e

1
r , . . . , e

L
r

)
(7)

e∗ks =

|ks|∑
i

concat
(
e0ksi , e

1
ksi

, . . . , eLksi
)

(8)

where concat(·) is the concatenation operation. e∗ksi is the representation vector of the i-th keyword
in the keyword set.

Finally, we use the inner product operation between the representation vectors of the keyword
set and the review’s representation vector for model prediction ŷks . The specific formula is as
follows:

ŷks = e∗r
T e∗ks (9)

To learn the model parameters, this paper selects BPR loss as the training objective. BPR loss is
defined as the negative log likelihood loss:

Loss =
∑

(k,p,n)∈T

− In sigmoid (ŷkn − ŷkp) + λ ∥ θ ∥22 (10)

where T = {(k,p,n) | ( k, p ) ∈ T+, ( k, n ) ∈ T−} is the training data, where T+ denotes the real
interaction data and T− is the data obtained through negative sampling;

3. Experiments

3.1. Dataset and Metrics

The dataset in this study consists of real thesis review data from relevant universities between 2021
and 2023. The data includes information on theses, reviews, and interactions. After deduplication,
filtering, merging, and other operations on the data, we obtained 23,427 interaction data entries,
46,465 reviewers, 13,044 theses, and 41,745 keywords. The dataset is randomly split into training
set (90%), test set (10%).

According to the task of this study, in this experiment, we choose recall@k and ndcg@k as
evaluation. recall@K is the recall rate of the true reviewing reviews in the recommendation list.
ndcg@K is used to measure the accuracy of the position of true reviewing reviews in the recom-
mendation list;
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3.2. Experimental Results and Analysis

This section will demonstrate the experimental results and analyze them from multiple perspectives
to prove the effectiveness of the proposed method in this paper. This includes comparing the pro-
posed method with existing models(The keyword-based methods include BM25 and BERT. Based
on graph-based methods include NGCF, LightGCN, and UltraGCN.), conducting ablation experi-
ments to verify the effectiveness of the modules, and discussing the impact of parameters on the
experiment.

This paper implements the proposed method and comparative methods using PyTorch. The pa-
rameters of the proposed model are as follows: batch size is 2048, dropout rate is 0.3, the dimensions
of embedding vectors and embedding layers are both 128, Xavier initializer is used for embedding
initialization, Adam optimizer is used for training the model with a learning rate of 0.001.

Table 1: The performance comparison of different methods.

Method recall@5 recall@10 ndcg@5 ndcg@10

BM25 0.615 0.693 0.612 0.679
BERT 0.625 0.735 0.633 0.661
NGCF 0.619 0.741 0.620 0.663

LightGCN 0.672 0.781 0.680 0.726
UltraGCN 0.679 0.807 0.702 0.731
MultiGNN 0.727 0.828 0.725 0.767

From the comparison of experimental results in the Table 1, we can see that except for the NGCF
model performing worse than the BERT based on word matching in the recall@5 and ndcg@5,
all other graph-based methods show performance improvements over the word matching-based
BERT. This proves that introducing relational models can enhance the recommendation effective-
ness. Among the results, we observe that LightGCN and UltraGCN outperform NGCF, especially
with an improvement of over 23% in the recall@5 metric, demonstrating the advantages of Light-
GCN and UltraGCN. The proposed MultiGNN method performs better than the other three graph-
based methods in all metrics, thereby demonstrating the effectiveness of the proposed model in this
paper.

Table 2: The effect of different modules on model performance.

Method recall@5 recall@10 ndcg@5 ndcg@10

SingleGNN 0.672 0.781 0.680 0.726
DualGNNkk 0.694 0.811 0.693 0.742
DualGNNee 0.693 0.802 0.681 0.726
MultiGNN 0.727 0.828 0.725 0.767

We validate the effectiveness of the proposed modules through ablation experiments. Specif-
ically, the SingleGNN model removes the keyword-keyword interaction module and the review-
review interaction module, the DualGNNkk model removes the review-review interaction module,
and the DualGNNee model removes the keyword-keyword interaction module. The ablation exper-

6



THESIS REVIEWER RECOMMENDATION BASED ON MULTI-GRAPH NEURAL NETWORKS

iment results are presented in the Table 2, showing that the performance of both DualGNNee and
DualGNNkk is better than SingleGNN, thereby proving the effectiveness of the proposed review-
review interaction module and keyword-keyword interaction module. Furthermore, from various
evaluation metrics, MultiGNN outperforms both DualGNNkk and DualGNNee, indicating that inte-
grating the review-review interaction module with the keyword-keyword interaction module leads
to better performance.

Figure 2: The effect of the number of network layers on model.

To study the impact of the number of network layers on the experiment, this paper conducted
experiments with different numbers of layers and obtained the experimental results as shown in the
Figure 2. From the figure, it can be observed that when the number of network layers is 3, the
values are the highest. As the number of layers increases from less than 3, the model’s perfor-
mance improves. However, when the number of network layers reaches 4, the model’s performance
decreases. This indicates that more network layers do not necessarily lead to better performance.
Having too many layers may result in over smoothing issues, where after multiple rounds of aggre-
gating neighbor node features. Finally, it is concluded that selecting a network layer number of 3
yields the best performance in the model proposed in this paper.

4. Conclusion

This paper proposes a Multi-Graph Neural Network algorithm to address the issue of review re-
viewer recommendation in academic thesis evaluation. Based on the keyword-review bipartite
graph, review-review interaction graph, and keyword-keyword interaction, a graph neural network
is constructed to learn embedding of keywords and reviews. Experimental results on review record
datasets demonstrate the effectiveness of the model, leading to the following conclusions: intro-
ducing relational connections in review reviewer recommendation can enhance the quality of rec-
ommendations, and integrating multiple graph structures in graph neural networks can enhance the
model’s representational power.
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