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Abstract
Word Sense Disambiguation is a process to determine the best meaning of an ambiguous word ac-
cording to its contextual semantic information. Many methods of Word Sense Disambiguation can-
not deal with polysemous words well because they only consider the meaning of the adjacent words
before and after ambiguous words, and cannot consider the meaning of all words in the sentence
globally. In order to solve the above problems, this paper proposes a word sense disambiguation
method based on Multiple Sense Graph. This method applies the BERT model to generate word
sense vectors, and globally considers the feature relationship between the ambiguous word and all
words in the context. In addition, this method applies the PageRank algorithm to score the impor-
tance of each sense vector of the word, and the scoring results are sorted to obtain the best sense of
the ambiguous word. The experimental results indicate that the proposed BERT-PageRank method
improves the evaluation index compared with the other two semantic disambiguation methods. In
summary, the proposed method improves the accuracy of word sense disambiguation to obtain the
best word sense.
Keywords: Word Sense Disambiguation, BERT Model, PageRank Algorithm, Word Sense Disam-
biguation Graph

1. Introduction

Word Sense Disambiguation (WSD) is always a core and difficult problem in natural language
processing. The sense of a word has different meanings in different contexts, and Word Sense
Disambiguation refers to the process of determining the meaning of the object word according to
the context (Kouris et al., 2022). In different actual situations, a word may have multiple senses.
If Word Sense Disambiguation is not carried out on ambiguous words, it will affect the correct
understanding of the text (Toddenroth, 2022). Word Sense Disambiguation has been widely used
in many important applications such as search engines and text understanding systems, so it has
important theoretical value and practical significance (Pu et al., 2023). However, there are still some
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problems with Word Sense Disambiguation methods: (1) Traditional word embedding methods
use a unique vector to represent any word, which cannot handle polysemous words well. (2) The
above Word Sense Disambiguation methods only consider the sense of the adjacent words of the
ambiguous word, and cannot consider the sense of all the words in the sentence globally.

In order to solve the above problems, this paper proposes a word sense disambiguation method
based on Multiple Sense Graph. This method applies BERT model to generate word sense vectors
to solve the problem of polysemy, and globally considers the feature relationship between the am-
biguous word and all words in the context. In addition, this method applies the PageRank algorithm
to score the importance of each sense vector of the word, and the scoring results are sorted to obtain
the best sense of the ambiguous word. Therefore, the proposed method can be named as the BERT-
PageRank method. The experimental results indicate that the BERT-PageRank method improves
the evaluation index compared with the other two semantic disambiguation methods. In summary,
the proposed method improves the accuracy of word sense disambiguation to obtain the best word
sense.

2. Related Works

Word Sense Disambiguation is the process of determining the meaning of an object based on its
context. In different actual scenarios, a word may have multiple senses (Yang and Zheng, 2023).
If the Word Sense Disambiguation is not carried out, the correct understanding of the text will be
affected. The common methods of Word Sense Disambiguation can be divided into three categories:
knowledge base based on Word Sense Disambiguation, supervised Word Sense Disambiguation,
unsupervised Word Sense Disambiguation.

The word sense disambiguation based on knowledge base uses a variety of knowledge resources
as the knowledge base, and judges the ambiguous words through the context environment (Wang
et al., 2020; Ayetiran et al., 2021). Popular knowledge bases include WordNet, CLKB, HowNet,
etc. The classical Lesk algorithm assumes that the meaning of an ambiguous word is related to the
sentence it is in, so the best word sense is selected by calculating the sentence and each sense of the
ambiguous word.

The supervised word sense disambiguation is a machine learning model built from manually
labeled data that matches all the senses of words in the knowledge base (Filimonov et al., 2022; Lu,
2019). The commonly used supervised models for Word Sense Disambiguation are using classifiers
in decision trees and decision tables, or using naive Bayes model. Supervised Word Sense Disam-
biguation can match the best word sense of the ambiguous word in the knowledge base without
considering the complex context.

The unsupervised word sense disambiguation is realized by obtaining information from knowl-
edge base without manual annotation (Moradi et al., 2019; Pesaranghader et al., 2019). Common
unsupervised methods include graph - based, semantic clustering, cross - semantic disambiguation
and multilingual parallel knowledge base. The biggest difference between unsupervised methods
and supervised methods is that only a small amount or no manual annotation of corpus is required.

3. Proposed Method

This paper proposes a word sense disambiguation method based on Multiple Sense Graph. Figure 1
shows the flowchart of the word sense disambiguation method based on multiple sense embedding

2



A WORD SENSE DISAMBIGUATION METHOD BASED ON MULTIPLE SENSE GRAPH

and sense sequence graph. In Figure 1, this Word Sense Disambiguation method can be divided
into four different modules: word sense annotation retrieval, vector generation, word sense graph
construction, and correct word sense identification.

Figure 1: The flowchart of a word sense disambiguation method based on multiple sense embed-
ding and sense sequence graph.

3.1. Word Sense Annotation Retrieval

The word sense annotation retrieval is to preprocess the sentence, identify the ambiguous words
in the sentence, and obtain all the sense-annotation pairs of these ambiguous words. The word
sense annotation retrieval is divided into two parts including text preprocessing and word sense-
annotation pair extraction. The following sections describe the two modules in more detail. The
text preprocessing is to normalize the input sentence and extract effective sentence and effective
information. The word sense-annotation pair extraction is to filter the ambiguous words in the
sentence through the WordNet knowledge base and obtain all the sense-annotation pairs of these
ambiguous words.

3



LIU WANG WANG HOU*

3.2. Vector Generation

3.2.1. INPUT VECTOR CONSTRUCTION

The input vector construction is to convert all the sense-annotation pairs of an ambiguous word and
its sentence into the input vector of the BERT model in the form of encoding. The input vector
construction is divided into four parts including tokenizer tag, embedding matrix construction, fea-
ture matrix acquisition, and input vector generation. The tokenizer tag is to add classification tags
[CLS] to the head and segmentation tags [SEP] to the tail of the input sentence. The tokenized
word is called token, and a hyperparameter is set to specify the length of the sequence, the long
one is truncated, and the short one is filled with tags. The embedding matrix construction is to gen-
erate symbol embedding matrix, position embedding matrix and segment embedding matrix of the
input sentence, which are all formed by one-hot encoding and learning matrix inner product. The
feature matrix acquisition is the addition of the three matrices generated in the embedding matrix
construction to generate the feature matrix of the sentence, which is the input of the Encoder. The
input vector generation is formed by the feature matrix of the sentence, and each row of the feature
matrix is the input vector of the corresponding token.

3.2.2. MULTI-HEAD SELF-ATTENTION MECHANISM CONSTRUCTION

The multi-head self-attention mechanism construction is the most important sub-layer in the En-
coder. The Encoder uses the multi-head self-attention mechanism to bi-directionally encode infor-
mation that can consider the context to enhance the correlation between words. The multi-head
self-attention mechanism construction formulas are as follows:

QP×H = EP×H ·WQ
H×H ,KP×H = EP×H ·WK

H×H , VP×H = EP×H ·W V
H×H

dk = H
h

Eheadi
P×dk

= softmax(
QP×HW

Qi
H×dk

·KP×HW
Ki
H×dk

T

√
dk

) · VP×HW Vi
H×dk

, i ∈ [1, h]

EMultiheadi
P×H = Concat(Ehead1 , · · · , Eheadh) ·WO

H×H

(1)

where Q is the Query matrix, WQ
H×H is a learning matrix, K is the Key matrix, WK

H×H is a learning
matrix, V is the Value matrix , W V

H×H is a learning matrix, dk is the dimension after the multi-
head mechanism, h is the number of heads, headi is the i-th head, Eheadi

P×dk
is the self-attention

score matrix for the i-th head, WQ
H×dk

is a learning matrix, WKi
H×dk

is a learning matrix, W Vi
H×dk

is a learning matrix, EMultiheadi
P×H is the feature matrix of the augmented semantics in the i-th layer

encoder, WO
H×H is a learning matrix.

3.2.3. OUTPUT VECTOR ACQUISITION

The output vector acquisition is to obtain the corresponding enhanced semantic vector after pass-
ing the sense-annotation pair and the sentence containing the ambiguous word through the BERT
model for 12 times. The output vector is divided into three parts including encoding layer stacking,
linear dimensionality reduction and function activation. The encoding layer stacking is to stack
the sentence 12 times to obtain the final feature vector. Each layer of Encoder contains two sub-
layers: a multi-head mechanism layer and a feed-forward neural network layer, and both of them are
connected by residual connections. The linear dimensionality reduction is the process of linearly

4



A WORD SENSE DISAMBIGUATION METHOD BASED ON MULTIPLE SENSE GRAPH

converting the obtained feature matrix from high dimension to low dimension to achieve dimen-
sionality reduction. The Function activation is to normalize the matrix after dimension reduction,
and select the vector corresponding to [CLS] as the feature vector of the whole sentence to obtain
the word sense vector and sentence vector of dynamic learning context information.

3.3. Word Sense Disambiguation Graph Construction

3.3.1. WORD SENSE DIRECTED GRAPH CONSTRUCTION

The word sense directed graph construction is to construct a unidirectional directed graph with
all senses of a word as nodes and relations between senses as edges. The word sense directed
graph construction is divided into two parts including word sense node construction and directed
edge construction. The word sense node construction maps all the word sense-annotation pairs
into word sense nodes, and divide them into different columns according to the order of the words
corresponding to the nodes in the sentence. Each column is arranged in the order of getting the
word sense-annotation pairs from the WordNet knowledge base. The directed edge construction is
that the sense nodes within the same word are not connected, and each sense node between adjacent
words is connected in the direction from left to right.

3.3.2. WORD SENSE WEIGHT CALCULATION

The word sense weight calculation is to calculate the similarity between each word sense and the
context, and the result of normalization of the similarity value is used as the word sense node weight.
The word sense weight calculation formulas are as follows:

Sim(Wij , S) =
−−→
Vwij ·

−→
VS =

n∑
k=1

Vkwij
VkS

i ∈ [1,P], j ∈ [1, H]

NSim(wij , S) =
Sim(wij ,S)
p∑

j=1
Sim(wij ,S)

(2)

where Sim(Wij , S) is the similarity between each sense vector and the sentence vector, Wij is the
j-th sense-annotation pair of the i-th word, S is the sentence where the ambiguous word is located,−−→
Vwij is the word sense vector of Wij ,

−→
VS is the sentence vector of S, NSim(wij , S) is the normalized

similarity value obtained by normalizing Sim(wij , S).

3.4. Correct Word Sense Identification

3.4.1. NODE IMPORTANCE DETERMINATION

The node importance determination is determined by scoring the importance of each word sense
node in the word sense disambiguation graph by the PageRank algorithm. The formulas to obtain
the importance of each word sense node are as follows:

Adj = [aij ]K×K , i, j ∈ K, aij = aji =

{
1, (ni, nj) ∈ E
0, else

M = [mij ]K×K ,mij =
aij

K∑
k=1

akj

−→v = (v11, v12, · · · , v1k1 , v21, v22, · · · , v2k2 , · · · , vn1, vn2, · · · , vnkn)
k1 + k2 + · · ·+ kn = K, vij = NSim(wij , S)−→
P r = (r11, r12, · · · , r1k1

, r21, r22, · · · , r2k2
, · · · , rn1, rn2, · · · , rnkn

) rij = 1/K, c = 0.85
−→
P r′ = cM

−→
P r + (1− c)−→v

(3)
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where Adj = [aij ]K×K is the adjacency matrix of the digraph G, aij is the connection between
the meaning nodes ni and nj , if there is a connection between nodes ni and nj , M = [mij ]K×K

is a K×K transition probability matrix, mij is the probability that word sense nodes ni and nj are
connected, −→v is the importance of the word sense node, vij is the importance of the j-th sense of the
i-th word, ki is the number of sense nodes of the i-th word,

−→
Pr is a K×1 target ranking vector, rij is

the final score of the j-th sense node of the i-th word, each component in
−→
Pr is initialized with 1/K,−→

Pr′ is the process ranking vector after
−→
Pr is updated by each iteration of the PageRank algorithm, c

is the damping factor, the first term represents the probability of visiting each sense node according
to the transition probability matrix M when convergence is stable, and the second term represents
the probability of visiting each sense node completely randomly.

3.4.2. BEST WORD SENSE DETERMINATION

The best word sense determination is to select the word sense node with the largest sense importance
score of each word, and the sense-annotation pair corresponding to the node is the best sense of the
word in the current context. The best word sense determination formulas are as follows:

−→
Pri = (ri1, ri2, · · · , riki)
sensewi = max(

−→
Pri)

(4)

where
−→
Pri is the target ranking vector for the i-th word in the target ranking vector

−→
Pr, rij(1 ≤ j ≤

ki) is the final score of the j-th sense node of the i-th word, sensewi is the best sense of the i-th
word, the component of

−→
Pri with the largest score is selected by the max function.

4. Experiment

The experimental system for word sense disambiguation is constructed that the BERT-PageRank
method can improve the performance of word sense disambiguation. The experimental designs
three different word sense disambiguation methods, and the performance of three word sense dis-
ambiguation methods is compared by the experimental results. The three word sense disambiguation
methods are Word2vec, BERT and BERT-PageRank. In the experiments, this paper uses a total of
five standard all-words WSD datasets including senseval3, senseval2007 and semeval2015. In this
experiment, the performance of all word sense disambiguation methods is mainly evaluated by the
metric F1 Score. The F1 Score is a statistical measure of the accuracy of a binary classification
model, taking into account both Precision and Recall.

Figure 2 shows the comparison of F1 Scores of the three word sense disambiguation methods
based on the word sense disambiguation results. In Figure 2, for all the WSD dataset test F1 Scores,
the BERT-PageRank method has higher F1 Scores than the other two word sense disambiguation
methods. The results of word sense disambiguation show that the BERT-PageRank method can
improve the performance of word sense disambiguation.
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Figure 2: The comparison of the F1 Scores of the three word sense disambiguation methods based
on the word sense disambiguation results

5. Conclusion

This paper proposes a word sense disambiguation method based on Multiple Sense Graph. Experi-
mental results show that the proposed method can obtain higher F1 scores compared with other two
methods. In a word, the proposed method can obtain more accurate best word sense, and further
optimize the disambiguation results.
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