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Abstract
Exploring the risk factors influencing Metabolic Syndrome (MS), constructing a risk prediction
model based on multiple classification algorithms, comparing the predictive performance of differ-
ent models for MS, and interpreting the models to derive specific MS prediction rules, providing
scientific basis for MS prediction. A retrospective analysis was conducted on clinical data from
2,193 MS patients. Based on whether the patients developed MS, they were divided into a healthy
group and an MS group. Statistical correlation tests were used to identify the risk factors associ-
ated with MS. Six classification algorithms, including decision trees, logistic regression, random
forests, naive Bayes, K-nearest neighbors, and support vector machines, were employed to build
an MS prediction model. The prediction model’s performance was evaluated using R language
by generating receiver operating characteristic (ROC) curves. Among the 2,193 MS patients, the
incidence rate of MS was 34.66%. Significant differences (P¡0.05) were observed between the
healthy group and the MS group in terms of age, marital status, income, ethnicity, waist circum-
ference, body mass index (BMI), uric acid levels, blood glucose levels, high-density lipoprotein
levels, and triglyceride levels. Blood glucose, waist circumference, BMI, and triglycerides showed
a significant linear correlation with MS. The ROC curve results indicated that the random forest
algorithm achieved an area under the curve (AUC) of 0.94 (95% CI: 0.914-0.957), logistic regres-
sion achieved an AUC of 0.90 (95% CI: 0.867-0.925), support vector machines achieved an AUC
of 0.89 (95% CI: 0.859-0.920), decision trees achieved an AUC of 0.87 (95% CI: 0.831-0.905),
K-nearest neighbors achieved an AUC of 0.81 (95% CI: 0.770-0.850), and naive Bayes achieved an
AUC of 0.74 (95% CI: 0.694-0.785). The study results confirmed that factors such as age, marital
status, waist circumference, BMI, blood glucose levels, and triglyceride levels are all risk factors
for developing MS. Furthermore, the random forest and logistic regression models demonstrated
excellent performance in predicting MS.
Keywords: Metabolic Syndrome, prediction model, classification algorithm, statistical analysis,
Nomogram

1. Introduction

Metabolic Syndrome (MS) is a metabolic disorder characterized by the coexistence of multiple
metabolic conditions. Its primary features include abdominal obesity, elevated fasting blood glu-
cose, hypertension, increased triglycerides, and decreased high-density lipoprotein cholesterol
(Mohseni-Takalloo et al., 2024; Tkachenko et al., 2023; HU, 2024). Approximately one-fourth of
the global population is affected by MS, and its prevalence is rapidly increasing due to economic
development and lifestyle changes. Asians are more prone to MS compared to individuals of Euro-
pean and American descent. MS patients have a significantly higher incidence and mortality rate of
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cardiovascular diseases and type 2 diabetes compared to non-MS individuals, making it a significant
public health concern worldwide (Chen and Lin, 2023; Zhang et al., 2024).

Numerous studies, both domestic and international, have investigated the factors and prediction
models related to MS. Zheng et al. (2023) found a significant correlation between uric acid levels
and the incidence of MS in elderly individuals. Li et al. (2018) suggested that the prevalence of
MS is associated with age and the intake of fungi and algae. Huang et al. (2024) highlighted the
impact of factors such as BMI, type 2 diabetes, fasting blood glucose, and triglycerides on MS. Tang
et al. (2023) emphasized the close relationship between diet and the occurrence and development of
MS. Furthermore, Zhang et al. developed an MS risk prediction model using K-nearest neighbors
and logistic regression algorithms but did not provide detailed accuracy information. Chen and Lin
(2023) visualized the model as a column chart using the R language, but the usage details were not
elaborated.

Currently, research on MS remains relatively limited and lacks comprehensive analysis. More-
over, many prediction studies on classification models do not mention accuracy. In this study, we
employed various classification algorithms and statistical methods to establish predictive models
for MS and analyze the generated nomogram for interpretation. The aim was to comprehensively
analyze and understand the multiple factors contributing to MS and construct accurate prediction
models, providing scientific evidence for early diagnosis, treatment planning, and disease manage-
ment. We conducted a comprehensive analysis of 13 indicators influencing MS and constructed six
classification models for predicting MS occurrence, comparing and analyzing the performance of
each model. Finally, using the R language, we visualized the nomogram of the predictive model
and provided explanations for the prediction rules.

2. OBJECTIVES AND METHODS

2.1. Objectives

The research focused on a publicly available dataset of MS patient information obtained from a data
repository. The dataset included demographic, clinical, and laboratory measurements, as well as
information on the presence or absence of metabolic syndrome. Based on the presence or absence
of MS, the dataset was divided into a healthy group and an MS group. After data preprocessing,
the healthy group consisted of 1433 individuals, while the MS group comprised 760 individuals.
Among the features to be analyzed, the first column containing the sequential identification num-
ber and the last column containing the MS label were excluded, leaving 13 remaining features.
These features included age, gender, marital status, income status, race, waist circumference, Body
Mass Index (BMI), albuminuria, albumin-to-creatinine ratio in urine, uric acid, blood glucose, high-
density lipoprotein, and triglycerides. Among these features, gender, marital status, and race were
categorical data, while the others were continuous data.

2.2. Methods

The correlation analysis between the factors and MS, as well as the comparison of classification pre-
diction model performance, were conducted using statistical methods. For continuous data, normal
distribution and homogeneity of variances were examined. If both assumptions were met, a t-test
was applied. If the assumptions were not met, the Mann-Whitney U test was used. For categorical
data, the chi-square test was employed. The comparison of classification prediction models was
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performed using ROC curves, comparing the Area Under the Curve (AUC) for different models. A
higher AUC value indicates better model performance. AUC values ranging from 0.7 to < 0.8 sug-
gest acceptable discriminative ability, AUC values from 0.8 to < 0.9 indicate good discriminative
ability, and AUC ≥ 0.9 suggests excellent discriminative ability.

Six classification algorithms were employed in this study. Decision tree is a classification and
regression algorithm based on a tree-like structure. It recursively partitions the dataset to construct
a tree, with each internal node representing a feature and each leaf node representing a class or
value. It is characterized by interpretability and ease of understanding (Mi et al., 2024). Random
forest is an ensemble learning algorithm composed of multiple decision trees. It exhibits good
generalization and overfitting resistance, making it suitable for high-dimensional data and complex
classification problems (Zhan et al., 2023). K-nearest neighbors is an instance-based classification
algorithm. It is simple and intuitive, and performs well for problems with non-linear and complex
decision boundaries ([13). Logistic regression is a statistical regression algorithm used for binary
or multi-class problems. It is commonly used for prediction and classification tasks (Wichitaksorn
et al., 2023). Support vector machine is a machine learning algorithm for binary classification
and regression. It finds an optimal hyperplane in the feature space that maximizes the projection
of samples from different classes, achieving classification or regression tasks (Song et al., 2024).
Naive Bayes is a classification algorithm based on the Bayesian theorem and the assumption of
feature independence. It is simple and efficient, performing well when dealing with large-scale
datasets (Sui et al., 2023).

3. DATA PREPROCESSING

3.1. Data Exploration

The data in this study can be categorized into two types: continuous and categorical data. For the
continuous data, descriptive statistics such as maximum, minimum, mean, and standard deviation
were calculated. For the categorical data, the different types of categories were examined.

As shown in Figure 1, the distribution of all continuous data appears to be relatively dispersed.
Particularly notable are the bar charts in (b) for income status and (e) for the albumin-to-creatinine
ratio in urine. The bar chart of the albumin-to-creatinine ratio in urine not only exhibits a highly
dispersed data distribution, but also a large range of values. Additionally, the majority of data points
are smaller than 100, indicating the presence of outliers. The cleaning of these outliers is described
in Section 3.2.

There are three types of categorical data: gender, marital status, and race. Marital status has
several possible values, including single, married, widowed, divorced, separated, and other. Race
has values such as white, Asian, black, Mexican-American, Hispanic, and other races. Gender
has only two possible values, and no corresponding pie chart was generated during the exploratory
phase.

3.2. Data Processing

During the data exploration process, it was observed that there were missing values in the variables
of income status, waist circumference, BMI, and marital status. For income status, waist circumfer-
ence, and BMI, the missing values were imputed using the mean value. However, for marital status,
as it is a categorical variable, it was not possible to impute missing values with the mean, so the
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(d) (e) (f )

(g) (h) (i)

(j) (k) (l)

Figure 1: Bar Chart of Metric Data (a-i), Scatter Plot of Albuminuria (j), Pie Charts of Categorical
Data (k-l).

4



CONSTRUCTION AND EVALUATION OF A METABOLIC SYNDROME PREDICTION MODEL

entire records with missing marital status were directly deleted. After handling the missing values,
the dataset was reduced from 2402 records to 2193 records.

During the data exploration, the presence of outliers was observed. Boxplots and quartiles were
used to identify and handle outliers in this study. Considering that removing outliers for certain
features may affect the classification performance, this study only focused on cleaning outliers for
features with a small number of outlier records that did not exhibit clear distribution patterns and
were unlikely to significantly impact the classification performance. For example, for the feature ”
albuminuria,” as shown in Figure 1 (j), it can be clearly seen that it only has three distinct values: 0,
1, and 2. Removing outliers for this feature may affect the classification performance.

(a) (b) (c)

(d) (e) (f )

(g) (h)

Figure 2: Boxplot after Outlier Removal.

As shown in Figure 2, after removing outliers, there are no outliers beyond the upper and lower
boundaries. The horizontal line at the bottom represents the minimum value, while the horizontal
line at the top represents the maximum value. The bottom boundary of the box represents the first
quartile (Q1), the middle line inside the box represents the second quartile (Q2) or the median, and
the top boundary of the box represents the third quartile (Q3).
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4. RESULTS

4.1. Feature Analysis

The dataset was divided into two groups, the healthy group (n = 1433) and the MS group (n =
760), based on whether the patients had MS. For continuous variables, a normality test and a test
for homogeneity of variances were conducted. If both assumptions were met, a t-test was used; oth-
erwise, non-parametric statistical methods, specifically the Mann-Whitney U test, were employed.
For categorical variables, a chi-square test was directly applied. The Shapiro-Wilk test was used
for normality testing, and if the p-value was less than 0.05, the data were considered not normally
distributed. The Levene test was used for testing homogeneity of variances, and if the p-value was
less than 0.05, the data were considered to have unequal variances. The results of the normality test
and homogeneity of variances test for the continuous variables are shown in Tables 1, 2 and 3. The
statistical values are reported with three decimal places. The results indicate that for age (normality
test: healthy group statistic = 0.950, p < 0.05; MS group statistic = 0.968, p < 0.05. Homogeneity
of variances test: statistic = 23.535, p¡0.05), income status (normality test: healthy group statistic =
0.872, p < 0.05; MS group statistic = 0.872, p < 0.05. Homogeneity of variances test: statistic =
10.835, p < 0.05), waist circumference (normality test: healthy group statistic = 0.983, p < 0.05;
MS group statistic = 0.986, p < 0.05. Homogeneity of variances test: statistic = 14.329, p < 0.05),
BMI (normality test: healthy group statistic = 0.978, p < 0.05; MS group statistic=0.985, p¡0.05.
Homogeneity of variances test: statistic = 2.371, p > 0.05), urine albumin (normality test: healthy
group statistic = 0.339, p < 0.05; MS group statistic = 0.519, p < 0.05. Homogeneity of vari-
ances test: statistic = 53.475, p < 0.05), urine albumin-to-creatinine ratio (normality test: healthy
group statistic = 0.089, p < 0.05; MS group statistic = 0.191, p < 0.05. Homogeneity of vari-
ances test: statistic = 15.041, p < 0.05), uric acid (normality test: healthy group statistic = 0.992,
p < 0.05; MS group statistic = 0.993, p < 0.05. Homogeneity of variances test: statistic = 0.052,
p > 0.05), blood glucose (normality test: healthy group statistic = 0.980, p < 0.05; MS group
statistic = 0.971, p < 0.05. Homogeneity of variances test: statistic = 7.060, p < 0.05), high-
density lipoprotein (normality test: healthy group statistic = 0.984, p < 0.05; MS group statistic
= 0.952, p < 0.05. Homogeneity of variances test: statistic = 8.624, p < 0.05), and triglycerides
(normality test: healthy group statistic = 0.973, p < 0.05; MS group statistic = 0.982, p < 0.05.
Homogeneity of variances test: statistic = 2.369, p > 0.05), both groups showed p-values less than
0.05, indicating that the data did not follow a normal distribution. Therefore, the Mann-Whitney U
non-parametric test was used. The detailed results for each variable are presented in Tables 1, 2 and
3.

The Mann-Whitney U test was performed for continuous variables, and the chi-square test was
conducted for categorical variables. The results showed that age (statistic = 375894.0, p < 0.05),
marital status (statistic = 31.608, p < 0.05), income status (statistic = 603344.5, p < 0.05), race
(statistic = 30.394, p < 0.05), waist circumference (statistic = 229373.0, p < 0.05), BMI (statistic
= 259422.5, p < 0.05), urine albumin (statistic = 484164.0, p < 0.05), urine albumin-to-creatinine
ratio (statistic = 419901.5, p < 0.05), uric acid (statistic = 395531.5, p < 0.05), blood glucose
(statistic = 205184.5, p < 0.05), high-density lipoprotein (statistic = 811214.0, p < 0.05), and
triglycerides (statistic = 270777.5, p < 0.05) were all found to have p-values less than 0.05, in-
dicating statistical significance. These factors were identified as having potential predictive value
and were included in the MS risk prediction model. Gender, except for gender (statistic = 0.791,
p > 0.05), did not emerge as a significant factor in the occurrence of MS, which is consistent with
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Table 1: Comparison of Normality Tests for Indicators in the Healthy Group.

Indicator Statistic P-value

Age 0.950 1.3736440748629741e-21
Income 0.872 1.0375014526745268e-32

WaistCirc 0.983 5.8159028808180135e-12
BMI 0.978 4.372551786250255e-14

Albuminuria 0.339 0.0
UrAlbCr 0.089 0.0
UricAcid 0.992 2.462253121393587e-07

BloodGlucose 0.980 2.70676872842629e-13
HDL 0.984 1.708581019721489e-11

Triglycerides 0.973 1.2259649946697732e-15

Table 2: Comparison of Normality Tests for Indicators in the MS Group.

Indicator Statistic P-value

Age 0.968 9.802320413698773e-12
Income 0.872 1.6845256883998964e-24

WaistCirc 0.986 7.83736993525963e-07
BMI 0.985 6.165275863168063e-07

Albuminuria 0.519 4.006312309504652e-41
UrAlbCr 0.191 0.0
UricAcid 0.993 0.0009104780037887394

BloodGlucose 0.971 3.153376518238993e-11
HDL 0.952 5.825161621781597e-15

Triglycerides 0.982 3.3458071868608386e-08

Table 3: Comparison of Homogeneity of Variance Tests for Indicators.

Indicator Statistic P-value

Age 23.535 1.3127663478251223e-06
Income 10.853 0.0010115626164418881

WaistCirc 14.329 0.000157624764718148
BMI 2.371 0.12374040373244082

Albuminuria 53.475 3.6534535428452546e-13
UrAlbCr 15.041 0.00010829221810200355
UricAcid 0.052 0.8199224220393394

BloodGlucose 7.060 0.007940355953755026
HDL 8.624 0.003351997897306312

Triglycerides 2.369 0.12390777306333184
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the findings reported by Li et al. (2018) The results of the tests for each feature are presented in
Table 4.

Table 4: Results of Feature Indicator Tests.
Indicator Statistic P-value

Age 375894.0 6.18355869650907e-33
Sex 0.791 0.37366148292281753

Marital 31.608 2.3000862239794745e-06
Income 603344.5 2.8555282848974843e-05

Race 30.394 1.2334653165225025e-05
WaistCirc 229373.0 1.5950247817990886e-110

BMI 259422.5 8.619237426963492e-91
Albuminuria 484164.0 5.292041286920807e-13

UrAlbCr 419901.5 1.0218016607586587e-18
UricAcid 395531.5 4.458412855971216e-26

BloodGlucose 205184.5 5.622327716488222e-128
HDL 811214.0 1.0658175178794017e-79

Triglycerides 270777.5 7.112565837628927e-84

4.2. Correlation Analysis

Based on the Mann-Whitney U test conducted for the continuous variables, the Pearson correlation
coefficient (r) was calculated to determine the more significant factors associated with MS. The
Pearson correlation coefficient (r) indicates the strength and direction of linear association between
variables. A correlation coefficient (r) with |r| < 0.4 indicates a low degree of linear correlation,
0.4 =< |r| < 0.7 indicates a moderate degree of linear correlation, and 0.7 =< |r| < 1 indicates a
high degree of linear correlation. The correlation coefficients (r) are presented in Figure 3, and the
corresponding values in the last column of the heatmap represent the correlation coefficient between
each factor and MS. The results showed that age (r = 0.25), income (r= −0.093), urine albumin-
to-creatinine ratio (r = 0.085), uric acid (r = 0.23), and high-density lipoprotein (r = −0.38)
exhibited a low degree of linear correlation with MS. Blood glucose (r = 0.49), waist circumfer-
ence (r = 0.46), BMI (r = 0.42), and triglycerides (r = 0.42) demonstrated a significant linear
correlation with MS. In other words, blood glucose, waist circumference, BMI, and triglycerides
are important factors associated with the occurrence of MS.

4.3. Classification Prediction Models

A total of 10 continuous variables selected through the Mann-Whitney U test and 2 categorical
variables (marital status and race) identified through the chi-square test were employed as indepen-
dent variables, while the occurrence of MS served as the dependent variable. By integrating six
classification algorithms, an MS risk prediction model was constructed.
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4.4. Classification Performance and Evaluation

In this study, the performance of the classification prediction models was evaluated based on three
aspects: accuracy, time consumption, and AUC value. The random forest algorithm achieved an
accuracy of 84%, with a time consumption of 352 milliseconds and an AUC value of 0.92 (95%
CI: 0.899-0.945). The logistic regression algorithm attained an accuracy of 82%, with a time con-
sumption of 15 milliseconds and an AUC value of 0.90 (95% CI: 0.865-0.923). The support vector
machine algorithm yielded an accuracy of 80%, with a time consumption of 70 milliseconds and
an AUC value of 0.89 (95% CI: 0.859-0.920). The decision tree algorithm achieved an accuracy of
79%, with a time consumption of 9 milliseconds and an AUC value of 0.86 (95% CI: 0.818-0.892).
The K-nearest neighbors algorithm obtained an accuracy of 75%, with a time consumption of 11
milliseconds and an AUC value of 0.81 (95% CI: 0.770-0.854). The naive Bayes algorithm demon-
strated an accuracy of 65%, with a time consumption of 3 milliseconds and an AUC value of 0.74
(95% CI: 0.689-0.786). According to the results, the random forest algorithm exhibited the high-
est accuracy and the largest AUC value, demonstrating superior classification ability. Although the
random forest algorithm had a relatively higher time consumption of 352 milliseconds, it remained
acceptable for this dataset. In contrast, the naive Bayes algorithm showed lower accuracy and a
smaller AUC value, indicating relatively poorer performance. The numerical values of the model
performance indicators are presented in Table 5.

Figure 3: Correlation Heatmap.
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Table 5: Performance indicators of the classification prediction models.

Algorithm Accuracy (%) Time Consumption (ms) AUC

Random Forest 0.84 0.352 0.92(95%CI: 0.8990̃.945)
Logistic Regression 0.82 0.015 0.90(95%CI: 0.8650̃.923)

Support Vector Machine 0.80 0.070 0.89(95%CI: 0.8590̃.920)
Decision Tree 0.79 0.009 0.86(95%CI: 0.8180̃.892)

K-Nearest Neighbors 0.75 0.011 0.81(95%CI: 0.7700̃.854)
Naive Bayes 0.65 0.003 0.74(95%CI: 0.6890̃.786)

The closer the ROC curve is to the upper-left corner and the larger the area under the curve
(AUC), the better the performance of the classification algorithm. As shown in Figure 4, the ROC
curve of the random forest algorithm is closest to the upper-left corner and has the largest area under
the curve, with an AUC value of 0.92, indicating the best performance. The logistic regression
algorithm follows with an AUC value of 0.90.

4.5. Nomogram

The predictive nomogram for determining whether the research subjects have MS can be plotted
using the R programming language and a logistic regression model. Due to the negligible contribu-
tion of income to the model, it can be essentially ignored. The nomogram after removing income is
shown in Figure 5.

Each predictive variable can be assigned a specific score on the corresponding scoring axis.
The scores for the 11 variables are then summed to obtain a total score. Finally, the total score is
mapped onto the MS prediction axis through the Total Points scoring axis, yielding the probability
of a patient having MS. For example, in the dataset, the first record has an age of 22, marital status
as single, race as white, waist circumference of 81, BMI of 23.3, urine albumin of 0, urine albumin-
to-creatinine ratio of 3.88, uric acid of 4.9, blood glucose of 92, HDL of 41, and triglycerides of 84.
The total score is 146, which corresponds to a probability significantly less than 10% on the MS
prediction axis. Therefore, this research subject is determined to be part of the healthy population.
For detailed information, please refer to Figure 5.

5. CONCLUSION

MS is a common metabolic disorder that is closely associated with the risk of cardiovascular disease
and type 2 diabetes, making it a significant public health concern worldwide.

In this study, it was found that blood glucose, waist circumference, BMI, and triglycerides ex-
hibited significant linear correlations with MS. This suggests that these factors play important roles
in the development of MS. These results are consistent with previous research and further validate
the significance of blood glucose, waist circumference, BMI, and triglycerides in the occurrence of
MS.

To predict the risk of MS, a predictive model using six classification algorithms was established
in this study. Through comparative analysis, it was found that the random forest algorithm per-
formed the best. This indicates that the random forest algorithm can achieve excellent performance
in predicting MS.
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Figure 4: ROC curves of the predictive models.

Figure 5: Nomogram.
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Additionally, nomogram of the predictive model were created using the R programming lan-
guage. These charts can aid in understanding the prediction rules and decision-making process of
the model, providing a deeper interpretation and understanding of the predictive results.

These findings have important clinical implications for understanding and predicting the occur-
rence of MS, and they serve as a reference for further research and prevention. However, this study
also has some limitations, such as its retrospective analysis using a single dataset and the exclusion
of other potential risk factors. Therefore, future research could expand the sample size, consider
more influential risk factors for MS, and conduct prospective studies to validate and generalize
these findings.
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