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Abstract

Deep learning models have achieved promising
results in breast cancer classification, yet their
’black-box’ nature raises interpretability con-
cerns. This research addresses the crucial need
to gain insights into the decision-making pro-
cess of convolutional neural networks (CNNs)
for mammogram classification, specifically fo-
cusing on the underlying reasons for the CNN’s
predictions of breast cancer. For CNNs trained
on the Mammographic Image Analysis Soci-
ety (MIAS) dataset, we compared the post-hoc
interpretability techniques LIME, Grad-CAM,
and Kernel SHAP in terms of explanatory
depth and computational efficiency. The re-
sults of this analysis indicate that Grad-CAM,
in particular, provides comprehensive insights
into the behavior of the CNN, revealing distinc-
tive patterns in normal, benign, and malignant
breast tissue. We discuss the implications of the
current findings for the use of machine learning
models and interpretation techniques in clinical
practice.

Data and Code Availability This paper uses the
publicly available Mammographic Image Analysis So-
ciety (MIAS) dataset (Suckling et al., 2015) which
was acquired through the Kaggle platform (mias-
mammography dataset). The MIAS dataset contains
322 images of full mammography scans, the corre-
sponding labels, and region of interest (ROI) annota-
tions. The dataset is licensed under CC BY 2.0 UK.
A preprocessed version of the MIAS dataset that was
used for the current analyses along with the relevant
preprocessing code is available on GitHub (link).

Institutional review board (IRB) The research
presented here did not require IRB approval.

1. Introduction

Breast cancer is the most prevalent cancer in women,
and early detection through various methods, in-
cluding mammography, is crucial to decrease mortal-
ity rates (Global Cancer Observatory, 2020; Mughal
et al., 2018). Mammography involves taking X-ray
images of breast tissue to identify abnormalities such
as calcifications and masses (National Cancer Insti-
tute, 2024). These breast abnormalities can be be-
nign, non-cancerous abnormal growths not spread-
ing outside the breast or malignant, cancerous tu-
mors that can spread to other organs. The accurate
classification of benign or malignant breast lumps is
crucial due to the health risks of malignancy, yet, it
is even challenging for skilled radiologists. In fact,
false negatives within mammography screening can
be attributed, among other factors, to human per-
ception errors (Ekpo et al., 2018) and misinterpre-
tations (Palazzetti et al., 2016). This underscores
the potential of computer-aided diagnosis (CAD) and
deep learning systems in assisting radiologists to more
accurately interpret mammographic images, thereby
potentially mitigating these diagnostic errors (Lee
et al., 2013; Coccia, 2020).

Deep learning (DL) algorithms can automati-
cally extract features and effectively represent high-
dimensional data. Convolutional neural networks
(CNNs), types of DL models, are particularly suit-
able for image recognition tasks. They have shown
promising results in classifying breast cancer from
screening mammograms (El Houby and Yassin, 2021;
Li et al., 2019). Enhancements in CNN perfor-
mance involve various strategies, such as pretrain-
ing on image patches extracted from the regions of
interest (ROI) in mammographic images containing
breast abnormalities (Shen et al., 2019). This ap-
proach demonstrated improved model performance
when subsequently training on full mammograms
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Figure 1: Proposed System: A CNN-based Mammography Classification Framework augmented with Grad-
CAM for enhanced explainability.

without ROI annotations. Further, transfer learn-
ing across different mammographic datasets, as well
as using pretrained models on ImageNet, such as In-
ceptionV3 (Szegedy et al., 2016), has been shown to
outperform models trained from scratch for detecting
breast masses (Agarwal et al., 2019). To address over-
fitting concerns, data augmentation - which involves
creating new training samples - has been employed
to enhance model robustness (Li et al., 2019).

DL, while advancing the accuracy of diagnostic
models, comes at the cost of interpretability, also
known as the ’black box’ problem. This issue arises
as deep learning uses higher-level abstractions in deep
hidden layers, which, although increasing the model
accuracy, make the reasoning behind its decisions
more opaque to human understanding. As a response
to a lack of model interpretability, a new branch in
artificial intelligence (AI) research has focused on ex-
plainable AI (XAI) which aims to provide insight into
the model predictions to make deep learning models
more interpretable.

Recent research has explored the interpretability
of neural networks, using numerical datasets such as
the Wisconsin dataset which provides features de-
scribing breast abnormalities extracted from mam-
mograms (Karatza et al., 2021; Hakkoum et al.,
2021). These studies used various methods to en-
hance model transparency, such as Shapley values
(Karatza et al., 2021), feature importance, and LIME
(Hakkoum et al., 2021). However, with mammog-
raphy relying on image analysis, the interpretabil-
ity of CNNs that take images rather than numer-
ical features as input is paramount. For instance,
Zhang et al. (2018) developed interpretable end-to-
end CNNs that encode semantic information for each
filter, while Chen et al. (2019) proposed ProTopNet,
a model that highlights image parts that motivated
the model prediction by comparing prototypical im-
age parts of a class.

However, while recent studies have focused on im-
proving model accuracy in diagnosing breast cancer

using mammographic images, the crucial aspect of
model explainability has been overlooked. Although
interpretable breast cancer models have been applied
to numerical breast cancer datasets, the post-hoc ex-
plainability of CNNs classifying mammographic im-
ages has, to the best of our knowledge, not been ex-
plored yet. As end-to-end intrinsically interpretable
DL models might trade off accuracy, this underscores
the importance of post-hoc interpretability of estab-
lished image classifiers, such as CNNs, to enhance
transparency in DL-driven breast cancer classifica-
tion.

This research seeks to bridge the gap in explain-
able AI (XAI) within mammography, emphasizing
the critical yet often neglected aspect of explainabil-
ity in AI-driven diagnostics. By evaluating three
post-how interpretability algorithms (Kernel SHAP,
LIME, and Grad-CAM) following the training of a
CNN on the MIAS mammogram dataset, our work
not only addresses the automated classification of
normal, benign, and malignant breast tissue, but in-
tegrates post-hoc explainable AI techniques to un-
cover the CNN’s predictive rationale (Figure 1). We
highlight Grad-CAM’s capability to reveal distinct
patterns between breast abnormalities, emphasizing
the potential of explainable AI in fostering trust and
transparency in CNN-based mammogram classifica-
tion. Our model offers deeper insights for automated
classification, aiding radiologists with a transparent
tool to improve clinical decision making, potentially
enhancing patient outcomes and reducing diagnostic
errors.

2. Methods

2.1. Dataset

The MIAS (Mammographic Image Analysis Society)
dataset (Suckling et al., 2015) contains images of
mammography scans and three corresponding labels:
normal (0), benign (1), and malignant (2). Addition-
ally, it provides the x and y coordinates and radius
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(a) Normal (b) Benign (c) Malignant

Figure 2: MIAS mammograms with ROI annota-
tions.

of the abnormality for benign and malignant images
(Figure 2). The images are in PGM format and have
a size of 1024 x 1024 pixels. They contain 161 pairs of
RGB images resulting in 322 images in total of which
207 are normal, 64 are benign and 51 are malignant.

2.2. Preprocessing

The mammographic images underwent a prepro-
cessing procedure adapted from El Houby and
Yassin (2021). This preprocessing of the raw im-
ages (Figure 3(a)) included noise artifact removal
(Figure 3(b)) and image quality enhancement us-
ing contrast limited adaptive histogram equalization
(CLAHE) (Zuiderveld (1994), (Figure 3(c)). For ab-
normal images, the region of interest (ROI) was ex-
tracted using the x and y coordinates and radius of
the abnormality (Figure 3(d)), while normal images
were cropped using a central breast area. We re-
moved four abnormal images without ROI annota-
tions from the dataset. After cropping, all images
were resized to 224 x 224 pixels and visually in-
spected. Two ROI images with incorrect coordinate
sets were identified and removed from the dataset,
resulting in a final dataset of 316 images.

2.3. Splitting, data augmentation, balancing

We split the dataset into a training (proportion of
images: 0.70), validation (0.15), and test set (0.15).
To ensure a representative proportion of each class
in every set, we applied a stratified split. To miti-
gate potential overfitting we augmented the dataset
by creating new samples through small transforma-
tions of the original data (Perez and Wang, 2017; Oza
et al., 2022; Li et al., 2019). This included rotation
(0°, 90°, 180°, 270°) (Figure 3(e)), vertical flipping
(Figure 3(f )) and random brightness and contrast
changes in the ranges (-15,15) and (0.5,1.5) respec-
tively (Figure 3(g)). After removing two duplicates,
data augmentation resulted in a training set of 3534
images. The training dataset was subsequently bal-
anced, yielding a dataset consisting of 1566 images for

training (528 normal, 528 benign, 528 malignant im-
ages), 47 images (31 normal, 9 benign, 8 malignant)
for validation, and 48 images for testing (31 normal,
9 benign, 8 malignant).

2.4. CNN architecture and hyperparameter
tuning

We fit a CNN to the data. CNNs use convolutional
layers to extract features by sliding over the image
and producing a feature map for features on differ-
ent locations of the image. The CNN architecture
used in this study was adapted from El Houby and
Yassin (2021), who revealed promising results for this
architecture on the MIAS dataset (accuracy: 0.95
for binary classification). The architecture of the
CNN is visualized in Figure 4 and a detailed descrip-
tion of it is provided in Table A1. Prior to train-
ing, we normalised image pixels to [0,1] and one-hot
encoded class labels. The learning rate and batch
size were set at 0.0001 and 16, following Kandel and
Castelli (2020). We used the Adam optimizer to op-
timize computational efficiency and minimize param-
eter tuning (Kingma and Ba, 2014). To improve the
generalization performance of the model, a dropout
layer with a rate of 0.5 was applied before the last
fully connected layer (Li et al., 2018). Finally, we
used the categorical cross-entropy loss function.

To improve model performance, hyperparameter
tuning for the number of epochs and class weights
was performed. We employed early stopping to bal-
ance the risk of overfitting, haltering training when
the validation loss ceased to decrease for 10 suc-
cessive epochs. The model initially trained for 50
epochs. The validation loss of the first CNN model
(here referred to as ’CNN 1’) stopped improving after
14 epochs (validation loss: 0.50; validation accuracy:
0.81), thus these weights were restored and used for
the model predictions. Class weight tuning was criti-
cal due to the model’s sensitivity to these parameters.
Besides a default uniform class weight, other weight
configurations prioritizing malignant cases (e.g., 0:1,
1:2, 2:3; 0:2, 1:3, 2:4) were tested and compared.
Class weights of 0:1, 1:2, 2:3 were selected, assign-
ing higher weights to benign and malignant cases.

3. Analysis

3.1. Model Evaluation Metrics

We evaluated the performance of the CNN using
class-specific recall, precision, and F1-scores. In light
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(a) Image (b) Noisefree (c) Enhanced (d) ROI (e) 90°rotated (f ) Flipped (g) Brightness/
Contrast

Figure 3: Preprocessing procedure for all images, visualized for an example image (idx:183), depicting the
original image (a), a preprocessed versions after noise removal (b), image enhancement (c), extractions of
the Region of Interest (ROI) (d), 90° rotation (e), vertical flipping (f ), and brightness and contrast changes
(g).

Figure 4: CNN architecture adapted from El Houby and Yassin (2021). ROIs are fed into a network
consisting of three convolutional layers and four pooling layers, followed by a flattening layer with three
fully connected layers. The output layer uses a softmax activation function to classify the ROIs as normal,
benign, or malignant.

of the class imbalance in the validation and test sets,
averaged macro metrics and class-specific metrics (ac-
curacy, recall, precision, F1-score, balanced accuracy)
were computed. To leverage the sensitivity of model
evaluation metrics to the initialization of the CNN,
average performance metrics were computed over ten
iterations of training and evaluation and compared
against a majority class baseline (Jaamour, 2020).
Furthermore, the area under the receiver operat-
ing characteristics (AU-ROC) curve, which depicts
the trade-off between true positive and false positive
rates, was computed.

3.2. Model Interpretability

To investigate the interpretability of the CNN model,
three model interpretability techniques were applied:
Kernel SHAP, Grad-CAM, and LIME. Below, we de-
scribe each of these techniques in more detail.

3.2.1. SHapley Additive exPlanations
(SHAP)

SHAP is a model interpretation technique introduced
by Lundberg and Lee (2017) and inspired by Shap-

ley values, a concept from cooperative game theory
to calculate feature importance ϕi(f, x). It quanti-
fies feature i’s marginal contribution ϕi to the ac-
tual model’s prediction for input value x. It does so
by taking the difference in the model prediction be-
fore (f(S)) and after (f(S ∪ {i})) feature i is added.
Shapley values are weighted and averaged across all
possible feature combinations. Formally, the feature
importance ϕi(f, x) is defined as:

ϕi(f, x) =
∑

S⊆F\{i}

|S|!(F − |S| − 1)!

F !
(f(S ∪ {i})− f(S))

(1)

where F is the total number of features in the input
space and S is the total number of feature coalitions
before i.

We calculated SHAP values using Kernel SHAP,
which is a computationally efficient, model-agnostic
method to approximate SHAP values for any black-
box model (including CNNs) using a linear regression
model (Lundberg and Lee, 2017). We applied Ker-
nel SHAP to segments of the mammographic images
obtained via the SLIC (simple linear iterative cluster-
ing) algorithm (Achanta et al., 2012) using k-means
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clustering with 1000 iterations. After evaluating var-
ious hyperparameter settings, we selected a configu-
ration of 100 segments with a compactness value of 1,
which optimally balances the trade-off between spa-
tial and color proximity. This setup was particularly
effective in capturing the edges and shapes of abnor-
malities in the mammographic images.

3.2.2. Gradient-weighted Class Activation
Mapping (Grad-CAM)

Grad-CAM is a gradient-based technique to provide
visual explanations for a CNN model by highlighting
image regions that are important for the model pre-
diction (Selvaraju et al., 2017). The algorithm first
computes the gradients of the output class score yc

with respect to the feature map activations Ak
ij of

the k-th convolutional layer of the CNN. The gra-
dients ∂yc

∂Ak
ij

describe how much each element of the

activation map contributes to the prediction of class
c. Averaging all gradients over all spatial locations
(i, j) of the feature map, with a normalization fac-
tor Z for the total number of pixels in the activation
map, yields the neuron importance weights αc

k as-
signed to the k-th activation map for class c. To ob-
tain the Grad-CAM localization map, the weights αc

k

are then used to weight the feature activation maps
Ak, producing a weighted sum that is passed through
a ReLU activation function:

Grad-CAM(yc) = ReLU

(∑
k

αc
kA

k

)
(2)

where αc
k = 1

Z

∑
i

∑
j

∂yc

∂Ak
ij

As recommended by Selvaraju et al. (2017), we
used the last convolutional layer (k = 3) since it cap-
tures high-level features, represented in deeper con-
volutional layers, while preserving spatial information
that is lost in the subsequent fully connected layer.

3.2.3. Local Interpretable Model-Agnostic
Explanations (LIME)

LIME suggests local interpretable models that can
approximate any complex ’black-box’ classifier for a
specific data point (Ribeiro et al., 2016). The method
produces perturbated samples close to the original
data point which are then converted to interpretable
representations.

An explanation for the original data point x is
sought given a model f with the predicted class f(x).

A local interpretable linear model g is used to ap-
proximate f , with the proximity measure πx0 indicat-
ing the similarity between x and the perturbated in-
stances z used to train g. LIME aims to minimize the
loss L(f, g, πx0

), which describes how well g approx-
imates f in the neighborhood of x while restricting
the model complexity Ω(g). The regularization term
Ω(g) penalizes complex models. For linear models,
for example, complexity is defined as the number of
non-zero coefficients. The explanation produced by
LIME at a local point x is formally defined as:

ξ(x) = argmin
g∈G

L(f, g, πx0
) + Ω(g) (3)

The conceptual intuition between LIME is visual-
ized in Figure 5. The bold star in Figure 5 represents
the data point x for which an explanation is sought.
Red stars are generated samples in the neighborhood
of x belonging to the pink class, whereas blue circles
describe perturbated samples that belong to the blue
class. The size of the perturbated samples represents
the proximity to x. The complex decision boundary
of the model f is depicted as the border of the pink
and blue background, whereas the black dashed line
is the explainable model g that approximates f .

Figure 5: The intuition behind LIME. Adapted from
Ribeiro et al. (2016).

3.3. Evaluation of Interpretability
Algorithms

We evaluate the ability of LIME, Kernel SHAP, and
Grad-CAM to explain the predictions of the CNN
model through several criteria. These criteria are
1) computational efficiency, estimated on the basis
of running time to determine time complexity un-
der practical time constraints; 2) robustness, assessed
by the consistency of explanations for a single input
across multiple runs; 3) quality of visual explana-
tions (masks and heatmaps) generated by each al-
gorithm, established through the alignment of expla-
nations with lesioned areas in mammograms.
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4. Results

Below, we describe the results of the analysis. The
result section is divided into two parts. First, we
present the performance of the CNN. Second, we
evaluate the three interpretability algorithms: Ker-
nel SHAP, LIME, and Grad-CAM.

4.1. CNN model performance

As noted above, the CNN model was evaluated on
48 mammographic test images and for a more robust
evaluation, the averaged results of multiple indepen-
dent CNN runs are reported. The overall evaluation
metrics for the performance of the CNN model are
presented in Table 1. The CNN model outperforms a
majority-predicting baseline model achieving an over-
all accuracy of 0.77. The negligible difference between
macro recall (0.66) and macro precision (0.64) sug-
gests a good balance between capturing true positive
cases (recall) and correctly classifying positive pre-
dictions (precision).

Class-specific performance is presented in Table
2. The model achieved the best results for normal
cases (Class 0; F1 = 0.93, AUC: 0.98), while the
model’s performance was least good for malignant
cases (Class 2; F1 = 0.44, AUC: 0.83). The be-
nign class was predicted moderately well (Class 1; F1
= 0.58, AUC: 0.90). The class-specific AUC curves
are visualized in Figure A1 in Appendix B. All class-
specific evaluation metrics exceeded baseline perfor-
mance, indicating that the model learned discrimina-
tive patterns across the different classes to at least
some extent. An overview of true classes versus pre-
dicted classes is presented in the confusion matrix
in Figure 6. Overall, the average number of correct
predictions was 37.2, whereas the average number of
incorrect predictions was 10.8.

4.2. Performance of evaluation algorithms

Below, we present the evaluation of the performance
of the interpretability algorithms Kernel SHAP,
LIME, and Grad-CAM in terms of computational effi-
ciency, robustness, and quality of visual explanations.

Figure 6: Averaged confusion matrix.

4.2.1. Computational efficiency

The efficiency of each interpretability algorithm was
evaluated based on the average running time per im-
age, as presented in Table 3. Running times between
algorithms differed substantially. Grad-CAM was the
fastest algorithm, with an average running time of
0.29 seconds per image. By contrast, LIME required
an average of 50.5 seconds per image to compute an
explanation.

4.2.2. Robustness

Whereas Grad-CAM is a deterministic algorithm,
LIME and SHAP are sampling-based techniques. As
a consequence, results for an image vary between dif-
ferent runs of both of these algorithms. The robust-
ness analysis revealed that differences between runs
are substantial for LIME. An example of this is pre-
sented in Figure 7(a), which visualizes the explana-
tions computed by LIME for five runs on the same
image. As can be seen in Figure 7(b), the differences
across runs were more subtle for SHAP.

4.2.3. Comparison of visual explanations

The effectiveness of LIME, Kernel SHAP, and Grad-
CAM was examined for a correctly classified benign
mammogram, with typical oval shape and smooth
borders, and for a malignant abnormality, with char-

Table 1: Average overall evaluation metrics

Macro Precision Macro Recall Macro F1-score Overall Accuracy Balanced Accuracy

Majority baseline 0.00 0.33 0.00 0.65 0.33
CNN model 0.64 0.66 0.65 0.77 0.66

415



Interpretable breast cancer classification

Table 2: Averaged per-class evaluation metrics

Class 0 Class 1 Class 2

Precision 0.96 0.56 0.41
Recall 0.90 0.60 0.48
F1-score 0.93 0.58 0.44
Baseline F1-score 0.79 0.00 0.00

Table 3: Average running time (s) per image for
LIME, Grad-CAM, and Kernel SHAP

LIME Grad-CAM Kernel SHAP

50.5 0.29 4.48

acteristic irregular, tentacle-like patterns. The corre-
sponding explanations are visualized in Figure 8.

LIME, highlighting positively and negatively con-
tributing areas to the prediction in green and red, re-

vealed partial coverage with the lesions only. Kernel
SHAP offers separate explanations for benign (third
image in panel), malignant (fourth image in panel),
and normal (fifth image in panel) predictions - us-
ing green and red to signify superpixels that increase
or decrease class probabilities. As can be seen in
Figure 8, it succeeded in identifying key edges in
both benign (Figure 8(b)) and malignant abnormal-
ities (Figure 8(e)) that overlap with the lesion bor-
ders. Grad-CAM, employing a red-to-blue heatmap,
highlights pixels that were the most and least influ-
ential in the classification process. The explanations
of Grad-CAM revealed significant overlap with the
actual shapes of both benign (Figure 8(c)) and ma-
lignant abnormalities (Figure 8(f )) and were closely
aligned with the characteristics of the lesion. Ap-
pendix C presents the explanations for LIME, Ker-
nel SHAP, and Grad-CAM for an incorrect prediction
(i.e., a malignant image classified as benign).

(a) LIME (b) Kernel SHAP

Figure 7: LIME (a) and Kernel SHAP (b) both produce different results over multiple runs.

(a) LIME (benign)

(b) Kernel SHAP (benign)

(c) Grad-CAM (benign)

(d) LIME (malignant)

(e) Kernel SHAP (malignant)

(f ) Grad-CAM (malignant)

Figure 8: Original image (left of panel), heatmap (middle of panel) and overlaid heatmap (right of panel)
for the explanations of the LIME (a, d), Kernel SHAP (b, e), and Grad-CAM (c, f) algorithms for a benign
(left) and malignant (right) mammogram.
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(a) Normal predictions

(b) Benign predictions

(c) Malignant predictions

Figure 9: Grad-CAM predictions. Red boxes indicate incorrect predictions.

Given its excellent performance, we present the ex-
planations offered by the Grad-CAM algorithm in
more detail in Figure 9, which shows Grad-CAM
explanations for all mammographic images in the
dataset, categorized by predicted class. Images for
which the predictions of the CNN were incorrect
are marked by a red border. Analogous figures for
LIME (Figure A3) and Kernel SHAP (Figure A4)
are presented in Appendix D. Explanations for nor-
mal predictions are characterized by a lack of distinct
patterns (Figure 9(a)), explanations for true benign
cases by round or oval shapes (Figure 9(b)), and ma-
lignant cases - with two notable exceptions - by more
irregular, undefined shapes (Figure 9(c)). As such,
Grad-CAM is able to differentiate between the three
classes of images effectively.

5. Discussion

We presented a study of the model interpretation al-
gorithms LIME, Grad-CAM, and Kernel SHAP in the

context of a CNN fit to the MIAS dataset for mam-
mographic image classification. Below, we discuss the
findings of this study in more detail. The discussion
is divided into four sections: the evaluation of the
CNN, the evaluation of the explanations offered by
the three interpretation algorithms that help gain in-
sight into the CNN’s ’black-box’ model predictions,
practical implications for clinical relevance and direc-
tions for future research.

5.1. Evaluation of the CNN

We applied a variety of preprocessing techniques to
enhance the MIAS mammogram dataset’s usability
for CNN classification, including noise removal, im-
age contrast enhancement, and ROI extraction, sup-
plemented by data augmentation addressing the orig-
inal dataset size limitations. To reduce model bias
towards the majority class, the classes were bal-
anced. This preprocessed dataset is now publicly
available, promoting research transparency and al-
leviating time-intensive preprocessing requirements.
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However, the dataset’s inherent limitations, includ-
ing low image quality and the absence of a second
breast view potentially negatively affected the per-
formance of the CNN. The reliance on manual ROI
annotations and classification labels, while necessary,
also introduces potential biases, as mammogram in-
terpretation is subject to human error, especially for
rare cancer types that have been shown to remain un-
detected by radiologists (Evans et al., 2013). Future
research could explore the fine-tuning of the trained
ROI model on whole mammogram images as sug-
gested by Shen et al. (2019), to enable the classifica-
tion of complete mammogram images in the absence
of ROI annotations. Given sufficient computational
resources, mammograms that offer higher resolution
and two breast views such as the INBreast (Moreira
et al., 2012) or DDSM dataset, (Heath et al., 1998),
could therefore provide finer-grained information to
improve the classification performance (Petrini et al.,
2022).

The CNN effectively distinguished between normal,
benign, and malignant cases with few misclassified
normal cases (recall = 0.90). However, it showed
a higher prevalence of misclassified malignant lumps
(recall = 0.48), leaving more than half of true cancer
cases undetected. This highlights the need for im-
proved malignancy detection - as false negatives can
have severe negative implications such as treatment
delays or a false sense of security as the women are
unaware of their disease (National Cancer Institute,
2023). As the majority of incorrect classifications
involved the distinction between benign and malig-
nant cases, future studies should consider a more fine-
grained classification between these two classes, such
as a five-class classification, distinguishing calcifica-
tions from masses (Shen et al., 2019). Additionally,
deploying deeper CNNs with smaller kernel sizes (Li
et al., 2019) and exploring more advanced architec-
tures such as Vision Transformers (Dosovitskiy et al.,
2020) could further reduce false positives.

Our use of an averaged confusion matrix mitigated
the influence of variations across different training
runs, thus enhancing metric reliability by capturing
a more general trend. Yet, training and evaluating
the model on a single data split may have biased the
results towards that specific split. While our findings
suggest that the CNN identifies characteristic tumor
shapes, we acknowledge our dataset’s limited diver-
sity and stress the importance of further evaluations
on broader datasets. Such assessments are crucial
to verify the CNN’s capability to accurately distin-

guish between various breast cancer types, including
rare and complex cases, across different patient pop-
ulations and screening conditions. Furthermore, the
approach as suggested by Agarwal et al. (2019) could
be adapted to not only test but fine-tune the model
by training on multiple mammographic datasets, po-
tentially improving its performance and making the
model more robust to nuances present in different
datasets.

5.2. Evaluation of explanations

The main objective of the current study was to pro-
vide better insight into the reasons why the CNN
classified a mammogram as normal, benign, or malig-
nant. Specifically, we compared the algorithms Grad-
CAM, SHAP, and LIME with respect to their compu-
tational efficiency, robustness, and quality of explana-
tions. When adding an interpretation algorithm to a
breast cancer detection procedure it is of vital impor-
tance that the algorithm offers explanations that are
computationally efficient as well as consistent. Time-
efficient explanations are crucial because radiologists
face time constraints during clinical decision-making.
Additionally, trust into an AI-powered technology is
an important factor for clinicians to adopt it in prac-
tice (Tucci et al., 2022). Consistency of an interpreta-
tion algorithm, therefore, is essential (Yu, 2013; Lee
et al., 2019).

In light of these considerations, LIME - which takes
an average of 50.5 seconds to compute an explanation
and generates highly unstable masks - may be less
suitable in clinical practice. SHAP, similar to LIME,
is a perturbation-based approach that involves the
generation of new data points as part of the explana-
tion process and thus renders explanations in a non-
deterministic manner. Nonetheless, SHAP explana-
tions revealed less variability as compared to LIME
explanations. Furthermore, SHAP was more com-
putationally efficient, as indicated by reduced run-
ning times. Optimal performance in terms of com-
putational efficiency and robustness, however, was
observed for Grad-CAM, which takes less than one
second (0.29 seconds) per image to generate explana-
tions and provides deterministic explanations by di-
rectly utilizing the model gradients. Grad-CAM thus
appears to be highly suitable for practical implemen-
tation.

Benign and malignant cancer appears as white or
light-grey matter on mammograms and thus sets it-
self apart from the grey breast tissue. Based on
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this understanding, the assumption was made that
benign and malignant abnormalities are character-
ized by white lumps on mammograms, disregarding
the background. LIME and Kernel SHAP were un-
able to accurately identify the entire breast lesion.
By contrast, Grad-CAM identified lesions (most)
accurately and generated (the most) plausible ex-
planations by effectively identifying distinctive fea-
tures corresponding to normal, benign, and malig-
nant breast tissue characteristics. The Grad-CAM
heatmaps for benign predictions showed clearly de-
fined round/oval shapes, indicating the presence of
non-spreading, non-cancerous abnormal tissue. The
heatmaps for malignant predictions displayed less-
defined, scattered areas spreading into different di-
rections, aligning with the invasive characteristic of
cancerous malignant cells into the surrounding areas.
Normal predictions did not exhibit distinctive pat-
terns, consistent with the expectation that healthy
breast tissue does not exhibit suspicious abnormali-
ties. As such, the explanations offered by Grad-CAM
fit well with the patterns observed in the diagno-
sis of breast cancer abnormalities in clinical practice
(Global Cancer Observatory, 2020).

5.3. Practical Implications for Clinical
Relevance

The suitability of Grad-CAM in providing explana-
tions aligning with human intuitions have practical
implications for the clinical practice. We propose a
system augmenting a CNN-based classifier with vi-
sual explanations in the form of heatmaps, serving
as a foundational tool for future research by incorpo-
rating interpretability within automated breast can-
cer classification. This does not only enhance trans-
parency of DL-based automated mammography di-
agnosis, but can furthermore serve as an educational
tool for medical trainees by providing large number
of examples of characteristic heatmaps of breast can-
cer types. Additionally, our framework could be ex-
tended to not only identify well-known features of
known breast abnormalities but also uncover novel
diagnostic markers of rare cancer types.

5.4. Future Directions

We presented an initial exploration of interpreta-
tion algorithms in the context of mammography im-
age classification. In this initial exploration, we fo-
cused on the qualitative evaluation of different inter-
pretability algorithms, acknowledging the possibility

of observer bias. Future research, inspired by previ-
ous experiments conducted by Ribeiro et al. (2016)
and Selvaraju et al. (2017) could and should involve
human-subject experiments to more reliably assess
the extent to which Grad-CAM enhances trust of ra-
diologists in deep learning-based technologies. Addi-
tionally, further investigation is in order to evaluate
to what extent Grad-CAM is effective in detecting
human diagnostic errors, particularly in identifying
misclassified benign or malignant cases and in the
identification of rare cancer types that may be missed
by radiologists (Evans et al., 2013). Furthermore, it
is important to note that we only compared post-hoc
methods in the current study. Post-hoc methods are
approximations of the original model and don’t mod-
ify the ’black-box’ architecture of the CNN model
itself. The use of ’white-box’ models, intrinsically in-
terpretable CNNs (see, e.g. Zhang et al., 2018), is
another avenue to explore in future research.

Finally, evaluating interpretability techniques still
relies on the expertise and judgment of the observer,
as there are no standardized qualitative or quan-
titative measures to assess the plausibility of pro-
vided explanations. For future research, we there-
fore recommend the involvement of domain experts,
such as professional radiologists, to establish a ground
truth. More specifically, since the ROIs in the MIAS
dataset lack exact lesion masks, professional radiol-
ogists could mark the precise breast abnormalities
present in the ROI for a quantitative analysis of the
predictions. This would enable the calculation of
overlap between the interpretation mask and anno-
tations provided by expert radiologists, using met-
rics like intersection over union (IoU) to measure the
agreement between both.

6. Conclusions

We presented the application of three interpretation
techniques - LIME, Kernel SHAPE, and Grad-CAM
- to the results of a CNN trained on mammographic
image data. Grad-CAM emerged as the preferred in-
terpretation technique for the current data set and
machine learning model, providing insightful expla-
nations of the model’s predictions in a time-efficient
and stable way. The current findings provide valu-
able insights into the interpretability of deep learning
models in the context of breast cancer classification
and demonstrate the potential of explainable artifi-
cial intelligence (XAI) as a supplementary tool for
radiologists in the diagnosis of breast cancer.
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Appendix A. CNN architecture

Table A1: CNN Architecture adapted from El Houby and Yassin (2021). A dropout layer was added after
the third fully-connected layer for model regularization purposes and the originally binary problem was
transformed into a 3-class classification problem.

Layer # Kernels Kernel size Stride Padding Output Shape Output Size # Parameters Activation

Input Image - - - - 224,224,3 - - -
convo 1 16 5 × 5 1 × 1 0 × 0 220,220,16 665,856 1216 ReLU

max pooling 1 - 2 × 2 2 × 2 - 110,110,16 166,464 0 -
convo 2 16 5 × 5 1 × 1 0 × 0 106,106,16 153,664 6416 ReLU

max pooling 2 - 2 × 2 2 × 2 - 53,53,16 38,416 0 -
convo 3 14 3 × 3 1 × 1 1 × 1 53,53,14 33,614 2030 ReLU

max pooling 3 - 2 × 2 2 × 2 - 26,26,14 8064 0 -
max pooling 4 - 2 × 2 2 × 2 - 13,13,14 2016 0 -

flatten 1 - - - - - 2016 0 -
dense 1 - - - - 512,1 512 1,211,904 -
dense 2 - - - - 256,1 256 131,328 -
dense 3 - - - - 128,1 128 32,896 -

dropout 1 - - - - 512,1 - - -
dense 4 - - - - 3,1 3 387 -

Total params: - - - - - - 1,386,177 -

The model architecture consists of three convolutional layers, each followed by max-pooling layers (two
max-pooling layers after the third convolutional layer), with strides of 2 for pooling and 1 for convolution.
Kernel sizes are 5x5 for the first two layers and 3x3 for the last, with 16, 16, and 14 kernels, respectively.
The network incorporates ReLU activation functions, He weight initialization (He et al., 2015), three fully
connected layers with 512, 256, and 128 units after the flattening layer, followed by a final softmax function
for three-class (normal, benign, malignant) classification.
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Appendix B. ROC curve

Figure A1: ROC curve for normal (blue), benign (orange), and malignant (green) predictions.

Appendix C. Explanations for an incorrect prediction

(a) LIME

(b) Kernel SHAP

(c) Grad-CAM

Figure A2: Original image (left of panel), heatmap (middle of panel) and overlaid heatmap (right of panel)
for the explanations of the LIME (a), Kernel SHAP (b), and Grad-CAM (c) algorithms for a malignant
mammograms that was incorrectly predicted to be benign.
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Appendix D. Predictions LIME and Kernel SHAP

(a) Normal predictions

(b) Benign predictions

(c) Malignant predictions

Figure A3: LIME predictions. Red boxes indicate incorrect predictions.
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(a) Normal predictions

(b) Benign predictions

(c) Malignant predictions

Figure A4: Kernel SHAP predictions. Red boxes indicate incorrect predictions.
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