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Abstract
Patients often face difficulties in understanding
their hospitalizations, while healthcare work-
ers have limited resources to provide explana-
tions. In this work, we investigate the poten-
tial of large language models to generate pa-
tient summaries based on doctors’ notes and
study the effect of training data on the faithful-
ness and quality of the generated summaries.
To this end, we release (i) a rigorous labeling
protocol for errors in medical texts and (ii) a
publicly available dataset of annotated hallu-
cinations in 100 doctor-written and 100 gen-
erated summaries. We show that fine-tuning
on hallucination-free data effectively reduces
hallucinations from 2.60 to 1.55 per summary
for Llama 2, while preserving relevant infor-
mation. We observe a similar effect on GPT-
4 (0.70 to 0.40), when the few-shot examples
are hallucination-free. We also conduct a qual-
itative evaluation using hallucination-free and
improved training data. We find that common
quantitative metrics do not correlate well with
faithfulness and quality. Finally, we test GPT-
4 for automatic hallucination detection, which
clearly outperforms common baselines.

Data and Code Availability We use MIMIC-IV-

Note (Johnson et al., 2023; Goldberger et al., 2000).
We create a dataset of discharge instructions (MIMIC-
IV-Note-Ext-DI) and hallucination annotations for
100 doctor-written and 100 generated patient sum-
maries (Hallucinations-{MIMIC,Generated}-DI).
Our data and code: https://doi.org/10.13026/

m6hf-dq94 and https://github.com/stefanhgm/

patient_summaries_with_llms.

Institutional Review Board (IRB) Our work
did not require IRB approval. The two clinical an-
notators are authors of this paper, and both had cre-
dentialed access to the MIMIC-IV-Note dataset.

1. Introduction

Many patients do not understand the events that
occurred during their hospitalization and the subse-
quent actions they need to take (Kebede et al., 2014).
For instance, Horwitz et al. (2013) performed post-
discharge interviews and found that only 59.6% of the
patients were able to accurately describe their admis-
sion diagnosis and 43.9% could fully describe their
scheduled follow-up appointments. Improved dis-
charge communication is associated with lower hospi-
tal readmission rates and higher adherence to treat-
ment regiments (Becker et al., 2021). A potential
intervention to improve patient comprehension could
be patient-oriented summaries that describe all rel-
evant facts in layperson language (Federman et al.,
2018). However, writing high-quality patient sum-
maries is a difficult and time-consuming task (Mueller
et al., 2015), and healthcare workers already face high
workloads (Phillips, 2020; Watson et al., 2019).

Large language models (LLMs) have demonstrated
strong capabilities on many natural language tasks
including medical summarization (Van Veen et al.,
2024). However, LLMs are prone to generating un-
supported or erroneous facts also referred to as hal-
lucinations (Maynez et al., 2020). In healthcare, this
issue is further aggravated by the fragmented nature
of healthcare data, as datasets often do not perfectly
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Figure 1: We developed a protocol for annotating hallucinations in medical text. Following this protocol, two
medical experts labeled hallucinations in 100 doctor-written (Hallucinations-MIMIC-DI) and 100
LLM-generated patient summaries (Hallucinations-Generated-DI). We used the labeled halluci-
nations in the doctor-written summaries to derive two additional datasets by replacing or removing
hallucinations (Cleaned) and by further improving the language (Cleaned & Improved). We used
these two datasets for our data-centric hallucination reduction and qualitative experiments.

mimic the data available at the point of care. For ex-
ample, radiologists often compare to previous images
in their reports, even though many medical imaging
datasets do not have the historical images available.
Similarly, datasets for medical summarization may
not include the full patient history to accompany the
written summarization. As a result, there may be
references in the summary to information that is not
supported by the available context or patient history.
Training or fine-tuning on this data replicates these
artifacts leading to “hallucinations”. Several tech-
niques for preventing hallucinations have been stud-
ied (Huang et al., 2023). However, hallucinations can
vary highly in complexity, escaping automatic detec-
tion and making careful human annotation necessary
(Thomson et al., 2023; Moramarco et al., 2022).

Recent work has emphasized the sample efficiency
of LLMs. Zhou et al. (2023) showed that 1,000
carefully selected fine-tuning examples sufficed for
the successful alignment of Llama 2 (Touvron et al.,
2023). An additional set of 30 examples was found
to enable multi-turn dialogues (Zhou et al., 2023).
Also, GPT-4 achieved state-of-the-art performance
on many benchmarks using at most 25 in-context ex-
amples (OpenAI et al., 2023). These findings open up
opportunities for data-centric approaches that lever-
age data curated by human domain experts. In
this study, we manually create 100 training exam-
ples without hallucinations and 100 training exam-

ples with improved quality to study their effect on
the faithfulness and quality of LLMs. Our main con-
tributions are:

1. We introduce a rigorous annotation protocol for
token-level errors in medical texts.

2. We release two datasets of 100 doctor-written
(MIMIC) and 100 generated patient summaries
with hallucinations labeled by two trained med-
ical experts requiring 70 hours per annotator.

3. For patient summaries, we demonstrate that
fine-tuning on data with manually removed hal-
lucinations can effectively reduce the hallucina-
tions in LLMs while preserving key information.

4. We evaluate GPT-4 for automatic hallucination
detection using our datasets, emphasizing its
suitability for identifying unsupported evidence.

2. Related Work

Given the large burden of and repetition within clin-
ical documentation, automated clinical summariza-
tion is of great interest across healthcare; genera-
tion targets include discharge summaries, radiology
impression sections, patient-facing instructions, and
problem lists (Van Veen et al., 2024; Adams et al.,
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2022). Consequently, there has been significant re-
search in the past few years exploring how the ad-
vent of LLMs can be leveraged to automate clinical
summarization. Approaches for control have included
both zero- and few-shot prompting (Van Veen et al.,
2024) to fine-tuning (Adams et al., 2022, 2023; Mora-
marco et al., 2022; Cai et al., 2022; Van Veen et al.,
2023). Results have been promising; for example,
Van Veen et al. (2024) found that GPT-4 is often
preferred over human-generated summaries in terms
of correctness and completeness.

However, hallucinations – the generation of facts
not grounded in the original text — are a recurring
concern in text summarization, both across natural
language processing (NLP) in general and specifically
in the clinical domain (Zhang et al., 2020b; Kryscinski
et al., 2020; Adams et al., 2022; Cai et al., 2022; Xie
et al., 2023). Given the ubiquity of this issue, several
taxonomies have sprung up in the wider NLP commu-
nity for producing fine-grained annotations of the ac-
curacy of generated text (Thomson and Reiter, 2020;
Mishra et al., 2024). In the clinical domain, there
have been similar efforts to annotate hallucinations
in generated text, but this work has often occurred
on proprietary data, with coarse buckets, or with-
out the release of annotations (Adams et al., 2023;
Cai et al., 2022; Van Veen et al., 2024). The closest
public release was a set of edits clinicians made to
summaries auto-generated from transcripts, but this
did not target hallucinations specifically (Moramarco
et al., 2022). To our knowledge, this work is the
first to release a dataset highlighting hallucinations
in clinical summarization. These are particularly im-
portant because automated metrics of summarization
quality, while fast to compute, often do not correlate
with manually evaluated performance, a finding also
replicated in this work (Van Veen et al., 2024).

There have been three major strategies to mitigate
the effect of hallucinations in auto-generated sum-
maries. The first is to conduct post-hoc detection of
hallucinations. This has largely involved learning a
model of hallucinations from synthetically generated
data (Cai et al., 2022; Zhou et al., 2021; Kryscinski
et al., 2020) or identifying normalized concepts (e.g.,
UMLS concepts) that appear in the summary, but
not the source (Nan et al., 2021; Adams et al., 2022).
The second strategy is to minimize hallucinations by
changing the underlying generation model, e.g., by
grounding in Wikipedia, or first converting the source
context as triples as an intermediary before genera-
tion (Zhang et al., 2020b; Tian et al., 2023; Semnani

et al., 2023; Aralikatte et al., 2021; Cao et al., 2018;
Cao and Wang, 2021). The final strategy is to im-
prove the quality of the training data itself, either by
removing poor training examples (Nan et al., 2021)
or by improving the quality of the training examples.
For example, to avoid decreasing sample size, Adams
et al. (2022) revised the reference text via contrastive
learning on synthetic data. In this work, we show
that for sample-efficient LLMs, it is sufficient to re-
vise only a small number of training examples that
are feasible even manually.

3. Datasets

3.1. MIMIC Discharge Instructions Datasets

For our experiments, we created a summarization
dataset with clinical notes as context and patient
summaries written by doctors as targets. We used
the MIMIC-IV-Note v2.2 database, which includes
331,793 deidentified clinical notes from 145,915 pa-
tients admitted to Beth Israel Deaconess Medical
Center in Boston, MA, USA. Each note consists of
various sections that describe a patient’s hospital
course. We selected the Discharge Instructions (DI)
as summaries and the Brief Hospital Course (BHC)
as contexts since the BHCs contain the most relevant
information for medical professionals (see Figure 2).
We chose this shorter context to reduce the effort
for the human annotators and to better fit it into the
models’ context windows. Many DIs contained irrele-
vant artifacts that could distort the downstream anal-
ysis. For instance, they consisted of static templates
or started with a personal salutation. Hence, we de-
signed a preprocessing pipeline selecting and clean-
ing 100,175 of the original 331,793 MIMIC-IV-Note
examples (see Appendix A). The resulting dataset
is named MIMIC-IV-Note-Ext-DI-BHC (see Table 1).
We also release a version of the dataset with a longer
context using all note sections before the DI, includ-
ing the BHC (MIMIC-IV-Note-Ext-DI). Details for
both summarization datasets can be found in Table
6 in the Appendix. To further facilitate human anno-
tation, we considered a subset of the data with con-
text lengths of at most 4,000 characters and summary
lengths of at least 600 characters. This was done to
reduce the amount of context to take into account for
the annotators and to increase the information in the
summaries. The resulting subset contained 26,178
entries (MIMIC-IV-Note-Ext-DI-BHC-Anno) and we
used it to sample examples for human annotation.
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Dataset Size Description

MIMIC Discharge Instructions Datasets

MIMIC-IV-Note-Ext-DI 100,175 Summarization dataset derived from MIMIC-IV-Note with the section
Discharge Instructions as summary and all prior notes as context

MIMIC-IV-Note-Ext-DI-BHC 100,175 MIMIC-IV-Note-Ext-DI with the Brief Hospital Course as context
MIMIC-IV-Note-Ext-DI-BHC-Anno 26,178 Subset of MIMIC-IV-Note-Ext-DI-BHC with contexts ≤ 4,000 characters

and summaries ≥ 600 characters to facilitate human annotation

Hallucination Datasets Annotated by Two Medical Experts

Hallucinations-MIMIC-DI 100 Random examples from MIMIC-IV-Note-Ext-DI-BHC-Anno

Hallucinations-Generated-DI 100 20 random contexts from M.-IV-Note-Ext-DI-BHC-Anno and summaries
generated with five models during hallucination-reduction experiments

Derived Datasets from Hallucinations-MIMIC-DI

Original 100 Context-summary pairs from Hallucinations-MIMIC-DI

Cleaned 100 Original with labeled hallucinations manually removed or replaced
Cleaned & Improved 100 Cleaned with mistakes and artifacts removed or corrected

Table 1: Overview of all datasets used in this work. All datasets are publicly available on PhysioNet.

3.2. Hallucination Datasets

We collected hallucination labels for 100 doctor-
written and 100 LLM-generated patient summaries.
The doctor-written summaries were selected at ran-
dom from MIMIC-IV-Note-Ext-DI-BHC-Anno. For
the LLM-generated summaries, we selected 20 held-
out contexts from MIMIC-IV-Note-Ext-DI-BHC-Anno

and used five models, which had been trained for the
data-centric hallucination reduction experiments, to
generate the summaries. Two medical experts la-
beled hallucinations in both datasets, following our
annotation protocol. This resulted in two datasets:
Hallucinations-MIMIC-DI for the doctor-written
summaries and Hallucinations-Generated-DI for
the LLM-generated summaries (see Table 1).

3.3. Derived Datasets

We define Original as a synonym for the data in
Hallucinations-MIMIC-DI because it contains the
original 100 doctor-written summaries that may in-
clude unsupported facts or errors, referred to as hal-
lucinations. Based on the human labels of these
hallucinations, we derived two additional datasets
from Hallucinations-MIMIC-DI (see Table 1). The
Cleaned dataset contains the same patient sum-
maries with annotated hallucinations manually re-
placed or removed. We used the Original and
Cleaned datasets to test the data-centric hallucina-
tion reduction approach (see Section 4.4). For the
Cleaned & Improved data, we further manually cor-

rected mistakes and artifacts in the summaries. This
dataset was used to fine-tune or prompt the models
for our qualitative evaluation (see Section 4.6).

4. Methods

4.1. Generation of Patient Summaries

In this work, we generated patient summaries given
the BHC as context. Formally, we have a set of con-
texts C = {C1, ..., Cn} for which we predict the sum-
maries S = {S1, ..., Sn}. Note, however, that there
is an additional translation step that simplifies the
context into layperson language (Weng et al., 2019).
On average, the context C was 552.0 words long, and
the summary S was 113.2 words long (see Table 6 in
the Appendix).

We included Llama 2 and GPT-4 in the data-
centric hallucination reduction experiments since
they are commonly used models that allow for
sample-efficient alignment (Zhou et al., 2023; Ope-
nAI et al., 2023). Since this experiment required
expensive manual annotations of hallucinations, we
could not test additional models. For the quanti-
tative and qualitative evaluation, we also included
the Longformer Encoder-Decoder (LED), which has
shown good performance in medical summarization
(Cai et al., 2022; Adams et al., 2022). Further de-
tails on parameter tuning for LED and Llama 2, and
prompt tuning for GPT-4, are given in Appendices C
and D.
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• LED: The Longformer Encoder-Decoder was
used as a baseline model (Beltagy et al., 2020).1

The LED model was initialized by BART (Lewis
et al., 2020) and can process 16K tokens. BART
can only handle 1K tokens, which was insuf-
ficient. For training, we used full fine-tuning
on 80% of MIMIC-IV-Note-Ext-DI-BHC(-Anno).
The datasets with 100 examples were to small.

• Llama: Llama 2 (Touvron et al., 2023) has
shown promising performance on clinical text
summarization (Van Veen et al., 2024), and we
used the versions with 7B and 70B parame-
ters.2 We always used 100 training examples for
parameter-efficient fine-tuning with LoRA (Hu
et al., 2021) and loaded the models in 8-bit to
reduce the memory usage. Due to training time
constraints, we did not train with all examples.

• GPT-4: GPT-4 (OpenAI et al., 2023) repre-
sents the state of the art in clinical summariza-
tion (Van Veen et al., 2024). We accessed the
model via the Azure OpenAI service with opt-
out for human review of the data to ensure data
privacy. We tested the model with 5 in-context
examples (5-shot) or no examples (0-shot).

4.2. Protocol for Labeling Hallucinations

We developed a protocol for labeling token-level er-
rors in medical texts based on (Thomson and Reiter,
2020, 2021).3 Our main focus was to annotate hallu-
cinations in patient summaries. However, we believe
that with slight modifications, it could be applicable
to other medical scenarios. We distinguished between
unsupported, contradicted, and incorrect facts. Since
most hallucinations were unsupported facts, we fur-
ther distinguished them into nine subcategories (see
Figure 2). Thomson and Reiter (2020) considered
facts from all sources as given; that is, annotators
could also use information from the internet to check
facts in the summary. In contrast to that, we treated
the context (BHC) as the only ground truth about
the patient. We chose this approach to reduce the
labeling burden, as annotators could not be expected
to review all notes and structured information of a
patient. However, since patient summaries contain
not only patient-specific information, we did allow

1. Huggingface models allenai/led-{base/large}-16384
2. Huggingface models meta-llama/Llama-2-{7,70}b-hf
3. See the Word document on GitHub: https://github.com/

ehudreiter/accuracySharedTask/blob/main/example_

exercise/Example_Annotation_Exercise.docx

general medical knowledge and advice even if not ex-
plicitly provided in the context (e.g., “Please take
your medications as prescribed”). Clarifications that
arose during the annotation process were added to the
protocol. The final labeling protocol can be found in
Appendix G.

4.3. Hallucinations in MIMIC and Generated
Patient Summaries

We used our developed protocol to annotate hal-
lucinations in 100 doctor-written MIMIC sum-
maries (Hallucinations-MIMIC-DI) and 100 LLM-
generated summaries (Hallucinations-Generated-
DI). It is important to note that “hallucinations” in
doctor-written summaries are common in healthcare
practice and usually should not be regarded as er-
rors. Doctors may include information in the sum-
mary that was never documented, that was docu-
mented outside the considered context (in our case,
only the BHC), or that was altered just prior to dis-
charge. In this work, we considered the MIMIC data
from a machine learning perspective and analyzed the
effect of hallucinations in the training data on LLMs.

The labeling was carried out by two German med-
ical students in their sixth year. They had com-
pleted their second state examination (USMLE Step
2 equivalent) and were working in the hospital. We
utilized MedTator for annotation (He et al., 2022).
For annotator training, we used twelve examples.
Two examples were used to familiarize with the task
and two times five examples were labeled separately
and discussed for training. For the final labeling, the
annotators worked independently and reached a con-
sensus through discussion. To quantify the variability
of the annotation, we determined manual and auto-
matic statistics for agreement (see Appendix B).

4.4. Data-Centric Hallucination Reduction

We evaluated whether manually removing hallucina-
tions from the training data can reduce hallucinations
of LLMs. To this end, we tested Llama 70B fine-
tuned on 100 examples and GPT-4 5-shot prompted
with 5 random examples from the Original and the
hallucination-free Cleaned data. We also included
GPT-4 0-shot, which did not require any training
data. Figure 11 contains examples for all five mod-
els. Due to limited manual annotation capabilities,
no further models were included in this analysis. To
determine the number of generated hallucinations, we
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Brief Hospital Course: Mrs. ___ is a ___ female w/ PMH of CAD, HTN, HLD, DMII (on Metformin) who presented to the ED 

with severe dyspnea and chest pain. ___ was admitted for acute on chronic diastolic heart failure in the setting of 

PNA. ACTIVE ISSUES: # Acute on chronic diastolic heart failure: ECG in ED unremarkable w/out ST-T wave abnormalities, 

heart enzymes x2 ruled out acute myocardial damage, exacerbation likely in the setting of PNA. Patient reported 

dietary change w/ increased salt intake that could have caused this. Diuresed with lasix gtt.  Bilanced negative 

daily (max. ___ L). Sx improved with diuresis. #Pneumonia: Developed productive cough and new O2 requirement, most 

likely CAP, CXR showed new LLL infiltrate. Started on IV CTX and azithromycin to complete a 5 day course (held home 

atorvastatin in the setting of azithromycin). Fever resolved on HD#1. Remained afebrile for entire admission. 

Significantly improved and was discharged on HD#5. # T2DM: Serum glc slightly elevated on admission. ___ suggested to 

increase Metformin as outpatient (Dr. ___). #Hyponatremia: hypervolemic hyponatremia in setting of DHF. Resolved with 

lasix. # HTN. Normotensive during admission. Continued home lisinopril and metoprolol. TRANSITIONAL ISSUES: Please 

follow-up with PCP to adjust DM medications.

Patient Summary:

You were admitted to the Acute Care Service with shortness of breath and chest pain. A heart attack was unlikely, but 

we performed several tests and ruled out acute damage to your heart. We performed an echocardiography and found a 

worsening of your heart failure. This was likely due to a pneumonia of your right lung which we found on a chest x-

ray. We treated you with diuretics for your edema and you were started on two antibiotics for ___ pneumonia. You 

significantly improved during the second day in the hospital. You had a problem with your electrolytes which resolved 

with diuresis. Your high blood pressure was treated with your home medications. Your high blood pressure was treated 

with your home medications. We noticed an increased blood sugar up to 220 and we informed your PCP. We suggest 

increasing your Metformin to 1000 mg. You were discharged to your assisted living facility.

condition unsupported
procedure unsupported

medication unsupported
time unsupported

location unsupported
number unsupported

name unsupported
word unsupported

other unsupported
contradicted fact

incorrect fact

Figure 2: A synthetic MIMIC example labeled with the developed annotation protocol for hallucinations.
The protocol was adapted from Thomson and Reiter (2020) and we used eleven different labels.

chose 20 random contexts from MIMIC-IV-Note-Ext-

DI-BHC-Anno and generated summaries with each of
the five models. We annotated the resulting 100 sum-
maries with our protocol yielding the hallucination
dataset Hallucinations-Generated-DI. We also de-
termined the amount of missing key facts and medical
jargon using the annotation procedures of the qual-
itative evaluation (see Appendix F). The summaries
for each context were permuted during the annota-
tion process to prevent model identification.

4.5. Quantitative Evaluation

We evaluated the performance of all models to com-
pare them to existing work. We used the MIMIC-IV-

Note-Ext-DI-BHC dataset, which contains 100,175
context-summary pairs. For training, we used 80,140
examples (80% of the data) for LED, 100 examples
for Llama, and 5 examples for GPT-4 5-shot. We per-
formed parameter and prompt tuning for all models
(see Appendices C and D) and used 100 examples

each for validation and testing from the remaining
20% of the held-out data.

To evaluate lexical overlap, we used the ROUGE
F1 score (Lin, 2004). For similarity based on
contextual embeddings, we reported BERTScore
(Zhang et al., 2020a) for the default roberta-large

(BERTScore) and microsoft/deberta-large-mnli

(DeBERT) as recommended by the authors.4 We did
not utilize medical embeddings since the summaries
should be written in layperson language. Lastly, we
determined the SARI score for text simplification (Xu
et al., 2016) and the number of generated words.

4.6. Qualitative Evaluation

We evaluated the quality of patient summaries gener-
ated by LLMs aligned with the highest quality data
(Cleaned & Improved). Llama 70B was fine-tuned
on 100 examples and GPT-4 5-shot was prompted
with 5 random examples. We also included the

4. See readme: https://github.com/Tiiiger/bert_score
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Mean (SD)
Model (training data) Hallucinations↓ Missing Key Facts↓ Medical Jargon↓ Length (Words)

Llama 70B (100 Original ex.) 2.60 (2.39) 3.77 (1.33) 1.05 (0.84) 97.90 (36.73)
Llama 70B (100 Cleaned ex.) 1.55 (1.99) 3.73 (1.45) 1.68 (1.23) 96.20 (31.82)

GPT-4 5-shot (5 Original ex.) 0.70 (0.86) 0.93 (0.80) 1.07 (0.99) 151.10 (19.42)
GPT-4 5-shot (5 Cleaned ex.) 0.40 (0.75) 0.97 (0.80) 1.25 (1.18) 158.80 (23.27)

GPT-4 0-shot (none) 0.45 (0.60) 0.82 (0.61) 0.70 (1.03) 165.05 (22.75)

Table 2: Results for data-centric hallucination-reduction showing mean number of hallucinations, missing key
facts, medical jargon, and words generated by Llama 70B and GPT-4 5-shot trained or prompted on
Original versus Cleaned summaries (hallucinations removed) and GPT-4 0-shot. Training Llama
using hallucination-free summaries shows a strong hallucination reduction while keeping key facts.

Dataset / Number of Annotated Hallucinations per Type
Model (training data) cond. proc. medic. time loc. numb. name word other contrad. incorr. Total

Hallucinations-MIMIC-DI 52 19 34 35 29 7 18 76 1 15 0 286

Hallucinations-Generated-DI 27 4 10 2 12 3 5 44 0 7 0 114

Llama 70B (100 Original ex.) 16 2 9 1 4 3 3 11 0 3 0 52
Llama 70B (100 Cleaned ex.) 7 2 1 1 5 0 1 10 0 4 0 31

GPT-4 5-shot (5 Original ex.) 2 0 0 0 1 0 1 10 0 0 0 14
GPT-4 5-shot (5 Cleaned ex.) 1 0 0 0 2 0 0 5 0 0 0 8

GPT-4 0-shot (none) 1 0 0 0 0 0 0 8 0 0 0 9

Table 3: The first row shows the labeling results for 100 MIMIC summaries for which we found 286 halluci-
nations. The subsequent rows present the category breakdown for different types of hallucinations
annotated in 20 summaries. It corresponds to the data in the Hallucinations↓ column in Table 2.

original MIMIC summaries, LED-large fine-tuned
on 20,942 MIMIC-IV-Note-Ext-DI-BHC-Anno exam-
ples, and GPT-4 0-shot (see examples in Figure 12).
We generated summaries for the same 20 contexts
from MIMIC-IV-Note-Ext-DI-BHC-Anno used for the
hallucination-reduction experiments to reduce the an-
notation workload. Ratings were performed by the
same two medical experts and the summaries were
again permuted to prevent model identification. The
annotators completed two training examples, and no
agreement was sought as this was considered a subjec-
tive task. We combined both ratings for our analysis.

We evaluated the summaries for Relevance, Consis-
tency, Fluency, and Coherence on a 1-5 Likert scale
(Fabbri et al., 2021) following previous work on med-
ical summarization (Adams et al., 2022). We added
the dimension Simplification. To obtain more reliable
results, we defined subtasks to be performed before
rating Relevance (subtask: labeling key facts in con-

text and summary), Consistency (labeling hallucina-
tions using our protocol), and Simplification (labeling
medical jargon) and defined the meaning of each Lik-
ert rating based on these subtasks. Additional details
on the subtasks and annotator instructions are given
in Appendix F and Figures 8 and 9.

4.7. Automatic Hallucination Detection

We performed an evaluation of automated hallucina-
tion detection on two annotated datasets: 100 doctor-
written summaries (Hallucinations-MIMIC-DI) and
100 LLM-generated summaries (Hallucinations-
Generated-DI). This method could serve for the au-
tomatic cleaning of training data or post-hoc editing
to improve faithfulness. We framed the task of auto-
matic hallucination detection as a span classification
problem. Given a context C and a summary S, our
objective was to identify all spans of hallucinations
within the summary, denoted as HS = {H1, ...,Hn}.
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Brief Hospital Course: Mrs. ___ is a ___ female w/ PMH of CAD, HTN, HLD, DMII (on Metformin) who presented to [...]

Llama 70B trained with 100 original examples:

You were admitted for shortness of breath and were found to have a mild pneumonia. You were started on antibiotics. 

You were also found to have some fluid build up in your lungs from heart failure. We gave you medications to help 

remove this fluid and your symptoms improved. You should continue the antibiotics you were started on for a total of 

5 days. You should also increase your Metformin to 1000mg twice a day. You should also follow-up with your primary 

care physician to adjust your other diabetes medications.

Llama 70B trained with 100 cleaned examples:

You were admitted to the hospital for shortness of breath and chest pain. You were found to have a worsening of your 

heart failure in the setting of pneumonia. You were treated with antibiotics and diuretics. You were also found to 

have a low sodium level in your blood, likely due to the fluid retention. Your sodium level normalized after you were 

given diuretics. You were discharged on oral antibiotics for your pneumonia. You should continue taking your 

medications as you were before admission. Please follow-up with your primary care doctor to adjust your diabetes 

medications.

Figure 3: Patient summaries generated by Llama 70B fine-tuned on 100 Original and 100 Cleaned examples
given the synthetic context in Figure 2 with annotated hallucinations according to our protocol.
These are two of the five models included in the data-centric hallucination reduction experiments.

Each hallucination span Hi is defined by a tuple
(s, e, c), consisting of a start token, an end token, and
a class (see Figure 2). We also explored class-agnostic
hallucination detection without the class c.

We used a class-agnostic approach based on med-
ical entities as a baseline (Cai et al., 2022; Adams
et al., 2022). For entity recognition and linking, we
utilized MedCat (Kraljevic et al., 2021) with UMLS
semantic types from Adams et al. (2021). All enti-
ties that appeared in the summary but not in the
context were considered hallucinations. We further
enhanced this approach with SapBERT embeddings
(Liu et al., 2021) to determine equivalent entities
(Adams et al., 2023). The equivalence threshold
for similarity was a hyperparameter for these meth-
ods and we determined its value based on ten ad-
ditional examples labeled during annotator train-
ing. We tested GPT-4 for class-agnostic and class-
aware hallucination detection. We designed a suitable
prompt based on the aforementioned ten examples la-
beled during annotator training and utilized varying
numbers of in-context examples and chain-of-thought
(COT) prompting, detailed in Appendix E. Since our
prompt design is based on the annotation protocol for
general medical text, this approach might also prove
useful for texts other than patient summaries. Evalu-
ation was performed using partial matching with the
nervaluate package (Segura-Bedmar et al., 2013).

5. Results

5.1. Hallucinations in MIMIC and Generated
Patient Summaries

Two medical experts labeled 100 doctor-written pa-
tient summaries (Hallucinations-MIMIC-DI) and
found 286 hallucinations (see Table 3). The most
prevalent label was the generic word unsupported
(n=76) followed by condition unsupported (n=52),
and time unsupported (n=35). Hence, there is a sig-
nificant amount of unsupported data in MIMIC when
using the BHC as context. For the 100 generated pa-
tient summaries (Hallucinations-Generated-DI),
they found a total of 114 hallucinations and word un-
supported was the most common label (see Table 3).
Agreement statistics show that annotators agreed on
1.55 of 2.86 annotations for MIMIC and 0.67 of 1.14
annotations for the generated summaries (see Table
8) emphasizing some variability during labeling. The
annotation of MIMIC summaries took 30 hours for
each expert and 6 hours for the agreement. For the
generated summaries, annotation took less time, with
20 hours for labeling and 4 hours for the agreement,
since there were only 20 different patient contexts.

5.2. Data-Centric Hallucination Reduction

The results for GPT-4 5-shot prompted with Orig-

inal data were significantly better than for Llama
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Model (training data) R-1↑ R-2↑ R-3↑ R-4↑ R-L↑ BERT↑ DeBERT↑ SARI↑ Words

MIMIC-IV-Note-Ext-DI-BHC (100,175 examples)

LED-large (80,140 ex.) 43.82 17.33 8.85 4.92 29.89 88.11 64.12 46.71 76.99
Llama 2 7B (100 ex.) 38.36 12.66 5.13 2.24 24.73 85.68 60.23 44.12 73.13
Llama 2 70B (100 ex.) 40.58 14.31 6.09 2.74 26.19 86.30 61.89 45.16 76.90
GPT-4 5-shot (5 ex.) 38.80 10.78 3.55 1.12 21.98 86.67 61.30 42.88 131.86
GPT-4 0-shot (none) 38.26 10.81 3.70 1.49 21.49 86.37 60.75 42.04 165.78

Table 4: Quantitative evaluation of patient summary generation on MIMIC-IV-Note-Ext-DI-BHC dataset.
We used the ROUGE F1-score for n-grams (R-n) and the longest common subsequence (R-L),
BERTScore using roberta-large (BERT) and deberta-large-mnli (DeBERT), the SARI score,
and the number of generated words. Additional performance results can be found in Table 11.

70B fine-tuned on Original with 0.70 versus 2.60
hallucinations and 0.93 versus 3.77 missing key facts
per summary (see Table 2). Data-centric hallucina-
tion reduction (training on Cleaned), showed a sub-
stantial effect for Llama 70B, reducing hallucinations
from 2.60 to 1.55 per summary while maintaining the
same number of key facts. Figure 3 displays genera-
tions of both models with hallucination annotations.
Llama 70B trained on Original introduced unsup-
ported adjectives “mild” and “other”, as well as an
unsupported metformin dosage. Both models incor-
rectly recommended continuing antibiotics at home.
Apart from “mild”, all hallucinations can be consid-
ered reasonable advice and are commonly found in
patient summaries. For GPT-4 5-shot, the difference
of 0.70 (Original) to 0.40 (Cleaned) hallucinations
is only marginal, while retaining key facts. The use
of medical jargon and the length of the generations
did not change substantially. GPT-4 0-shot exhib-
ited a few hallucinations (0.45) and the lowest num-
ber of missing key facts (0.82) and medical jargon
(0.70), although the generations were longer than for
5-shot. Table 3 shows the types of hallucination for
each model. While Llama 70B occasionally generated
unsupported conditions and locations, this was rare
for GPT-4. The hallucinations produced by GPT-4
were mostly labeled as unsupported word.

5.3. Quantitative Evaluation

Table 4 contains the performance evaluation on the
MIMIC-IV-Note-Ext-DI-BHC dataset. Overall, the
LED model performed the best, followed by Llama
and GPT-4. Only for BERT and DeBERT, Llama
and GPT-4 achieved similar performance. This be-
havior is consistent with the amount of training data,

which is much less for Llama and GPT-4 5-shot.
Notably, GPT-4 0-shot achieved considerable perfor-
mance even without using any training data.

5.4. Qualitative Evaluation

The qualitative results are visualized in Figure 4.
The Consistency results for doctor-written (MIMIC)
summaries should be interpreted with caution be-
cause these summaries were artificially considered
only with the restricted context of the BHC. The
original MIMIC examples, LED-large trained on all
data, and Llama 70B fine-tuned on 100 Cleaned &

Improved examples showed similar results. For Rele-
vance, around half of the examples received a rating
of two or higher, indicating that at most three key
points were missing. The Simplification, Fluency, and
Coherence all received a median rating of four for all
three approaches. Llama 70B performed better for
Consistency with a median rating of four compared
to three for the original MIMIC and LED-large sum-
maries. GPT-4 performed significantly better across
all five dimensions. The difference in Consistency
compared to Llama 70B is in line with the lower hallu-
cination rate of GPT-4 observed earlier (see Table 2).
Also, GPT-4 achieved high Relevance with a median
of four, indicating one missing key fact per summary,
and a median of five for simplification, fluency, and
coherence. There was only a slight difference between
GPT-4 5-shot and GPT-4 0-shot. GPT-4 5-shot per-
formed better for Consistency, i.e., including all key
facts, while GPT-4 0-shot performed better for Rele-
vance and Simplification.
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0 0.25 0.5 0.75 1

GPT 0-shot

GPT 5-shot

Llama 70B

LED-large

MIMIC

Relevance
(missing key facts)

0 0.25 0.5 0.75 1

Consistency
(hallucinations)

0 0.25 0.5 0.75 1

Simplification
(medical jargon)

0 0.25 0.5 0.75 1

Fluency
(sentence level)

0 0.25 0.5 0.75 1

Coherence
(summary level)

Strongly disagree (1) Disagree (2) Neither agree nor disagree (3) Agree (4) Strongly agree (5)

Figure 4: Qualitative evaluation of Llama 70B fine-tuned on all 100 examples of Cleaned & Improved and
GPT-4 5-shot prompted with 5 random examples of Cleaned & Improved. We compared them to
the original MIMIC summaries, LED-large fine-tuned on MIMIC-IV-Note-Ext-DI-BHC-Anno, and
GPT-4 0-shot. Two medical experts evaluated 20 summaries from each of the five models.

Model H.-MIMIC-DI H.-Generated-DI

Prec. Rec. F1 Prec. Rec. F1

Class-agnostic recognition

MedCat 7.4 16.4 10.2 3.4 20.3 5.8
MedCat + Em. 8.0 16.1 10.7 3.9 19.9 6.5
GPT-4 (class-ag.) 23.3 16.4 19.3 14.7 16.7 15.6
GPT-4 (class-aw.) 20.0 20.8 20.4 13.0 21.5 16.2

Class-aware recognition (11 classes)

GPT-4 (no-cot) 21.3 4.5 7.5 13.4 7.9 9.9

Table 5: Results of automatic hallucination detection
on 100 doctor-written (H.-MIMIC-DI) and
100 LLM-generated (H.-Generated-DI) pa-
tient summaries. GPT-4 clearly outper-
formed the baselines using medical UMLS
entities recognized by MedCat.

5.5. Automatic Hallucination Detection

Using medical entities extracted by MedCat for class-
agnostic hallucination detection performed poorly
with an F1-Score of 10.2 for doctor-written (MIMIC)
and 5.8 for generated summaries (see Table 5).
Adding medical embeddings (MedCat + Em.) only
resulted in marginal improvements. GPT-4 clearly
outperformed this baseline on both datasets. The
best prompting strategy used a class-aware prompt
(detailed in Appendix E). GPT-4 exhibited low re-
call in class-aware hallucination detection highlight-
ing the need for improved methods for automatic
hallucination detection. Additional results for class-
specific recall are presented in Table 13.

6. Discussion

Hallucinations in patient summaries are diverse and
complex. We introduced a rigorous protocol for anno-
tating hallucinations and considered a simplified ex-
perimental setting with the BHC as limited context.
Still, it took medical experts between 12 and 18 min-
utes to annotate a single summary. For the generated
patient summaries, only 59% of all annotations were
identified by both annotators, with 56% of these be-
ing of the same type (see Table 8). Additionally, 39%
of all hallucinations were classified as unsupported
word which typically indicates more complex halluci-
nation structures. The annotation of doctor-written
(MIMIC) summaries yielded similar results, align-
ing with previous findings on consultation notes that
reported medium inter-annotator agreement among
clinicians (Moramarco et al., 2022). We attempted
to automate hallucination detection based on our an-
notations. We tested UMLS concepts recognized by
MedCat combined with embeddings, which showed
very poor results on our datasets. Many annotations
spans did not align with medical concepts, suggest-
ing that medical entity-based approaches may be in-
sufficient (Cai et al., 2022; Adams et al., 2022). Al-
though GPT-4 demonstrated significantly better per-
formance, we consider this only as an initial step.
These results emphasize the importance of thorough
evaluation with human domain experts and highlight
the challenges for reliable hallucination detection in
the healthcare domain.

The data used for LLM alignment is crucial for
generating faithful and high-quality patient sum-
maries. In a study on medical summarization, Adams
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et al. (2022) demonstrated that automatic revisions
of 45,000 training examples improved the halluci-
nation rate and quality. In our work, we focused
on more sample-efficient LLMs, where 100 human-
curated training examples were sufficient. We evalu-
ated Llama 2 and GPT-4 for data-centric hallucina-
tion reduction, as well as for quantitative and qualita-
tive performance. Consistent with previous studies,
we found that quantitative metrics do not correlate
well with the hallucination rate (Moramarco et al.,
2022; Adams et al., 2023) and quality (Van Veen
et al., 2024). Quantitatively, LED-large outper-
formed both Llama 2 and GPT-4, but the ranking
reversed when assessing quality, including hallucina-
tions (Consistency). This behavior can be attributed
to the qualitative shortcomings of the doctor-written
(MIMIC) summaries. LED-large, which was exten-
sively trained, most faithfully reproduced MIMIC, as
confirmed by similar qualitative results. Llama 2,
fine-tuned on 100 examples, showed moderate align-
ment to MIMIC, placing it midway in both quan-
titative and qualitative evaluations. The fine-tuning
made Llama 2 more susceptible to data-centric hallu-
cination reduction, which had a strong effect. GPT-4
5-shot, aligned with on only five examples, largely
retained its pre-trained summarization style and was
less susceptible to data-centric hallucination reduc-
tion. However, we observed that alignment with only
five examples already led to slightly lower Relevance,
Simplification, and length compared to GPT-4 with-
out any examples (0-shot). Hence, this study empha-
sizes the importance of high-quality training data for
fine-tuning and in-context learning of LLMs.

The clinical evidence regarding the effectiveness of
high-quality patient summaries is not clear. Becker
et al. (2021) conducted a systematic review of pa-
tient education interventions, which included 60 ran-
domized controlled trials (RCTs). Out of these tri-
als, only five primarily relied on text (Baker et al.,
1991; Hayes, 1998; Giuse et al., 2012; Lin et al., 2014;
Doyle et al., 2020). Closest to this work, Lin et al.
(2014) evaluated manually created patient-directed
discharge letters based on a template, which were
discussed during discharge. They found that pa-
tient understanding improved in four domains after
three and six months, but there was no significant
reduction in 6-month readmission. In this study, we
focused on generating patient after-visit summaries
that have only weak evidence for usefulness (Pathak
et al., 2020). We demonstrated that GPT-4, particu-
larly in the 0-shot setting, deviated from the original

summarization style, resulting in higher quality sum-
maries that could potentially lead to more effective
interventions (Haver et al., 2024; Artsi et al., 2024).
Further enhancements could involve adaptive meth-
ods (Fok et al., 2023) to cater to different information
needs and interactive approaches. Ultimately, more
clinical evidence is necessary to support the use of pa-
tient information automatically generated by LLMs.

This work has limitations. We relied on a single
dataset for medical notes and focused on patient sum-
maries, limiting the generalizability of our findings.
We only considered the reduced context of the BHC,
which likely led to an overestimation of hallucinations
in doctor-written summaries. The labeling of hal-
lucinations was conducted by only two annotators,
leading to variability in the labels. The qualitative
ratings were obtained from medical experts. Instead,
it would have been preferable to include the patients’
perspectives. Lastly, we included only two LLMs in
our data-centric hallucination-reduction experiments
and qualitative evaluation due to the expensive an-
notation required by medical experts.

7. Conclusion

LLMs are sensitive to fine-tuning or prompting exam-
ples. We have demonstrated that data-centric inter-
ventions by domain experts can reduce hallucinations
and improve the quality of generation. Specifically,
GPT-4 showed few hallucinations and omitted key
facts while receiving high-quality ratings making it a
strong model for generating patient summaries. We
have developed a protocol for labeling unsupported
evidence in medical texts and have released two an-
notated datasets consisting of 100 doctor-written and
100 LLM-generated patient summaries. Future work
should explore different summary formats and the ap-
plication of other LLMs. The provided datasets could
serve as a valuable resource for the advancement and
assessment of automatic hallucination metrics. A
crucial direction for future research is the collection
of more clinical evidence for useful interventions to
enhance patient health literacy.
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Appendix A. Data Preprocessing

A.1. Methods

Our goal for the preprocessing was to obtain fluent
patient summaries with no artifacts. In general, we
targeted for a higher precision, i.e., we considered
removing low quality summaries as more important
than keeping all summaries. We used two methods to
iteratively build the dataset pipeline. First, we sam-
pled 100 included and 100 excluded summaries and
one author with medical expertise compared them
with our preprocessing goals. Based on this analysis,
we repeatedly refined the dataset pipeline. Second,
we used the t-SNE method to analyze the BERT em-
beddings of the summaries to identify more system-
atic patterns. We mostly relied on static patterns
and regular expressions to remove content since auto-
matic approaches did not show a sufficient precision.
The code for the preprocessing pipeline is available
on GitHub.

A.2. Results

The final dataset pipeline is shown in Figure 5. Dur-
ing preprocessing, we mostly focused on the sum-
mary. After steps changing the summary length,
we filtered for summaries shorter than 350 character,
which we considered as useful minimum length. To
split the summary and the remaining hospital course,
we simply used the Discharge Instructions section
(Cai et al., 2022), which occurred in all but 2,690
notes. This lead to a total of 296,697 candidate sum-
maries. In step 2, we removed static prefixes that we
encountered in our analysis that contained no specific
and relevant content leading to 292,536 candidates.
Next, we changed patterns in the summaries to make
them more fluent. A typical approach to structure a
summary is using headings like “Why were you in the
hospital?”. To obtain fluent and homogeneous sum-
maries, we removed those. Also, we replaced some
simplistic deidentification patterns with the pronoun
you to reduce the deidentified content. In step 4, we
removed suffixes of the summaries, which often con-
tained well wishes and general instructions. We also
removed several static templates, e.g., that are used
after a specific surgery, by filtering for key phrases.
Hence, a large amount of summaries was removed
leaving us with 119,260 notes. Lastly, we filtered
for some additional quality criteria of the summaries
and the brief hospital course (BHC), which is the sec-

Quantity Value (SD)

MIMIC-IV-Note-Ext-DI (100, 175 context-summary ex.)

Full context

# Sentences 118.2 (50.4)
# Words 2088.8 (778.1)
# Tokens 4367.1 (1625.3)
# Characters 11343.6 (4377.8)
# Deidentified 67.5 (39.1)

Short context (BHC)
[used in this work]

# Sentences 33.0 (19.0)
# Words 552.0 (314.0)
# Tokens 858.6 (498.3)
# Characters 3029.9 (1736.4)
# Deidentified 11.5 (9.7)

Summaries (DI)

# Sentences 6.5 (2.6)
# Words 113.2 (47.4)
# Tokens 145.4 (61.4)
# Characters 604.4 (251.0)
# Deidentified 1.1 (1.7)

Table 6: Overview of MIMIC-IV-Note-Ext-DI with
the full context and MIMIC-IV-Note-Ext-

DI-BHC with the Brief Hospital Course
(BHC) as context. The discharge sum-
maries (DI serve as patient summaries for
both datasets.6

tion before the summary leading to a total of 100,175
context-summary pairs.

We performed a performance analysis on the orig-
inal MIMIC-IV-Note dataset and MIMIC-IV-Note-

Ext-DI for prediction of the discharge instructions
with LED-large (see Table 7). We can observe that
our preprocessing pipeline lead to a significant de-
crease in performance, suggesting that instances that
were easier to predict were removed.

A.3. Analyzing 100 Included and Excluded
Patient Summaries

For a qualitative analysis of the preprocessing, we
also checked 100 examples that were processed and
kept in the dataset (positive) and 100 examples that
were removed (negative). One author with medical
expertise looked at the original summaries and de-
cided which part of the positive examples should be
kept or whether a negative example should be re-
moved. Among the 100 positive examples, nine were
considered problematic due to removal of important

6. Sentences and words were determined with nltk. Tokens
were determined with the Llama 2 tokenizer.
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1. Determined start of summaries (Discharge Instructions):
    No start of summary found: 2,690
    Removed summaries with less than 350 characters: 36,406

2. Truncated static prefixes of summaries:
Removed hand-engineered static prefixes (387,123)
Removed summaries with less than 350 characters: 4,161

3. Removed static patterns from summaries:
Changed why/what/next paragraphs (76,625)
Replaced simple deidentifications with pronouns (15,484)
Removed summaries with less than 350 characters: 2,277

MIMIC-IV notes: 331,793

5. Filter summaries with additional quality criteria:
Summary < 3 sentences: 1,306
More than 5 double newlines: 850
More than 1 deidentified fields per 10 words: 232

6. Filter hospital course:
No Brief Hospital Course extracted: 16,181
Removed Brief Hospital Courses with less than 500 char.: 516

MIMIC-IV notes: 296,697

4. Truncated static suffixes of summaries:
Removed hand-engineered static suffixes (778,203)
Removed lines without text and leading item symbol (10,268)
Removed empty summaries: 31,456
Removed summaries with less than 350 characters: 139,543

MIMIC-IV notes: 292,536

MIMIC-IV notes: 290,259

MIMIC-IV notes: 119,260

MIMIC-IV notes: 116,872

MIMIC-IV notes: 100,175

Use all parts of the note prior to the summary 
(Discharge Instruction) as context

Only use the Brief Hospital Course section of 
the note as context

MIMIC-IV-Note-Ext-DI
(100,175 examples)

MIMIC-IV-Note-Ext-DI-BHC
(100,175 examples)

Figure 5: The preprocessing steps performed on MIMIC-IV-Note to obtain the datasets MIMIC-IV-Note-

Ext-DI(-BHC). The goal was obtain diverse and free text discharge instructions (DI) as patient
summaries.

content during preprocessing. Typically, the sum-
mary was cut at a closing statement, e.g., “Please
follow up with your PCP”, but additional content
was present after this. We also noted 33 positive ex-
amples with slight problems that did not affect the
main summary. In two examples a greetings prefix
was not removed, three examples still contained parts
of a template after preprocessing, and in 28 examples
some fluent text was removed that was not essential
for the summary (11 follow-up, 11 medication, and

6 procedure statements). Of 100 negative examples,
five were considered problematic. All of them con-
tained statements or headings that lead to too early
suffix pruning and, hence, were removed. Nine notes
contained no or a too short brief hospital course.
Another twelve examples showed useful summaries
that contained summaries between 300-350 charac-
ters. However, we still consider this filtering useful
to obtain longer summaries with more content.
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Figure 6: The t-SNE embeddings of 10.000 random patient summaries before and after the preprocessing
labeled with the medical specialty mentioned in the note. We can observe outliers associated with
medical specialties in the unprocessed data indicating the use of summary templates.

Dataset R-1↑ R-2↑ R-3↑ R-4↑ R-L↑ BERT↑ DeBERT↑ SARI↑ Words

LED-large (allenai/led-large-16384)

MIMIC-IV-Note (unprocessed) 51.17 31.28 24.06 20.08 39.85 89.10 70.48 60.62 162.49
MIMIC-IV-Note-Ext-DI 44.04 17.70 9.12 5.21 29.89 88.28 64.22 46.78 82.15

Table 7: Performance results for the LED-large model before and after preprocessing. A test set of 10.000
examples was used and the remaining data for training. The performance of the model decreased
after preprocessing, suggesting that instances that were easier to predict were removed.

A.4. Analyzing Embeddings

We also inspected the t-SNE embeddings (Maaten
and Hinton, 2008) of the patient summaries before
and after preprocessing. Figure 6 shows the embed-
dings colored by the medical service mentioned in the
note. The unprocessed summaries show several clus-
ter that are often associated with a single medical ser-
vice (same color). Inspection of those cluster revealed
that these often represent static templates and copied
content. We used these cluster to add filtering steps
in our preprocessing pipeline. The processed sum-
maries show a much more homogeneous distribution
and medical services cannot easily be distinguished.

Appendix B. Annotations Statistics

Both hallucination annotations were done completely
separate by both annotators. Table 8 shows the re-
sults for MIMIC summaries and generated summaries
split by annotators. After the annotation, there was
a agreement process where annotators discussed their

labels and agreed on annotations. During this pro-
cess, the annotators determined the number of labels
with agreement for agreement statistics. We consid-
ered this approach more reliable than an automatic
procedure since annotations of the same hallucina-
tion could differ a lot (e.g., labelling the negation in-
stead of the subject). Results for annotations found
by both annotators with the same and different labels
are also given in Table 8.

We determined the inter-annotator agreement for
hallucination labeling and the qualitative evaluation.
For hallucination labeling, we calculated the agree-
ment for annotated spans using the approach from
Moramarco et al. (2022). To this end, we consid-
ered a simplification of the original task and cal-
culated the interval Krippendorff’s alpha (Krippen-
dorff, 2018) for the number of annotated hallucina-
tions per summary. The agreement was 0.629 for the
100 MIMIC and 0.826 for the generated summaries
indicating that annotating generated summaries was
easier (see Table 9). Additionally, we computed F1-
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MIMIC-IV-Note-Ext-DI-BHC
(100,175 ex.)

MIMIC-IV-Note
(331,793 ex.)

Hallucinations-MIMIC-DI
(100 ex.)

Preprocessing 
and filtering

Cleaned
(100 ex.)

Cleaned & improved
(100 ex.)

Randomly
sampled

Original
(100 ex.)

Annotated
hallucinations

Generated summaries
(100 ex.)

Quantitative Evaluation (including parameter tuning):
1. LED-base (fine-tuned on 80,140 examples)
2. LED-large (fine-tuned on 80,140 examples)
3. Llama 2 7B/70B (fine-tuned on 100 random examples)
4. Llama 2 70B (fine-tuned on 100 random examples)
5. GPT-4 5-shot (prompted with 5 random examples)
6. GPT-4 0-shot (none)

Generation contexts
(20 ex.)

Predict with 
5 models

Hallucinations-
Generated-DI

(100 ex.)

Annotated
hallucinations

Qualitative Evaluation:
1. Original examples (MIMIC summaries of 20 generation contexts)
2. LED-large (fine-tuned on 80,140 MIMIC-IV-Note-DI examples)
3. Llama 2 70B (fine-tuned on 100 cleaned & improved examples)
4. GPT-4 5-shot (prompted with 5 cleaned & improved examples)
5. GPT-4 0-shot (none)

Generated summaries
(100 ex.)

Removed or replaced 
hallucinations

Data-Centric Hallucination Reduction:
1. Llama 2 70B (fine-tuned on 100 original examples)
2. GPT-4 5-shot (prompted with 5 random original examples)
3. Llama 2 70B (fine-tuned on 100 cleaned examples)
4. GPT-4 5-shot (prompted with 5 random cleaned examples)
5. GPT-4 0-shot (none)

Randomly sampled
contexts

Evaluated 
hallucination-
reduction

Predict with 
5 models Evaluated 

Quality

Training

Validation examples
(100 ex.)

Test examples
(100 ex.)

Determined
metrics

Automatic Hallucination Detection:
1. MedCat
2. MedCat + Embedding
3. GPT-4 (class-agnostic)
4. GPT-4 (class-aware)

Training

Training

Evaluated 
hallucination 
detection

Fixed typos and 
grammatical errors

Parameter
tuning

Datasets: Experiments:

Hallucinations-
Generated-DI

(100 ex.)

Hallucinations-MIMIC-DI
(100 ex.)

MIMIC-IV-Note-Ext-DI-BHC-Anno
(26,178 ex.)

Filtered for
contexts ≤ 4000 chars 
summaries ≥ 600 chars

Figure 7: An overview flowchart of all datasets used in the experiments of this paper.

scores for the overlap of annotated spans between
both annotators (Moramarco et al., 2022). The re-
sults showed similar scores for MIMIC and generated
summaries with F1-scores of 0.479 and 0.440 when
ignoring class labels and 0.245 and 0.271 when distin-
guishing classes (see Table 9). Although the results
were slightly better than those reported in Mora-
marco et al. (2022), they underscore the difficulty

of the hallucination labeling task. To determine the
inter-annotator agreement for the qualitative evalua-
tion, we used the interval Krippendorff’s alpha (Krip-
pendorff, 2018) for the Likert ratings (see Table 10).
We distinguished the different qualitative dimensions
and calculated the agreement for all ratings. The
overall agreement was 0.586, with the highest agree-
ment observed for consistency at 0.778. This is likely
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Quantity Mean (SD)
H-MIMIC-DI H-Generated-DI

Annotations annotator 1 2.39 (2.06) 1.23 (1.52)
Removed in agreement 0.37 (0.66) 0.43 (0.67)

Annotations annotator 2 2.82 (2.05) 1.18 (1.58)
Removed in agreement 0.43 (0.64) 0.17 (0.40)

Annotations agreement 2.86 (2.12) 1.14 (1.70)
Both annot., same label 0.99 (1.16) 0.43 (0.78)
Both annot., diff. label 0.56 (0.73) 0.24 (0.62)
Only annotator 1 0.47 (0.80) 0.13 (0.37)
Only annotator 2 0.84 (1.13) 0.34 (0.59)

Table 8: Annotation statistics for 100 doctor-written
(Hallucinations-MIMIC-DI) and 100 gen-
erated (Hallucinations-Generated-DI)
patient summaries. Annotation were done
separately and agreed on together.

Annotation
Task

Agreement
(Kripp.-α)

Class-agn.
overlap (F1)

Class-aw.
overlap (F1)

MIMIC 0.629 0.479 0.245
Generated 0.826 0.440 0.271

Table 9: Inter-annotator agreement for labeling hal-
lucinations. We determined interval Krip-
pendorff’s alpha on the number of halluci-
nation per summary and the F1-score for
overlap between annotators without (Class-
agn.) and with classes (Class-aw.).

Rel. Con. Sim. Flu. Coh. Total

Agree. (Kr.-α) 0.457 0.778 0.633 0.431 0.218 0.586

Table 10: Inter-annotator agreement for qualitative
evaluation. We determined interval Krip-
pendorff’s alpha on the Likert ratings for
each dimension separately and all ratings
together (Total).

because the subtask for consistency required both an-
notators to label hallucinations using our protocol,
which we considered the most rigorous instructions
in the qualitative evaluation (see Appendix F). The
agreement for fluency and coherence was relatively
low, at 0.431 and 0.218, respectively, which can be
attributed to the subjective nature of these ratings.

Appendix C. Parameter Tuning

We performed parameter tuning for the LED (Belt-
agy et al., 2020) and the Llama 2 (Touvron et al.,
2023) models. We used the full MIMIC-IV-Note-Ext-
DI-BHC containing 100,175 examples and the sub-
set MIMIC-IV-Note-Ext-DI-BHC-Anno of 26,178 ex-
amples used for labeling. We performed a separate
parameter tuning on each dataset. For the LED
model we performed full fine-tuning using 80% of the
data for training. For Llama 2 we used LoRA for
parameter-efficient fine-tuning (Hu et al., 2021) on
100 training examples and loaded the model in 8 bit.
For both models, we used 100 examples for valida-
tion, and 100 examples for testing. The smaller num-
ber of validation and testing examples were chosen to
reduce the runtime, however, we still consider them
sufficient for representative results. We tracked our
experiments with Weights & Biases (Biewald, 2020).

We used the LED models base and large
(allenai/led-{base,large}-16384) from Hugging-
face (Wolf et al., 2020). We trained the model
for 200,000 steps with a batch size of 1 and per-
formed a validation every 20,000 steps to determine
the best number of training steps. We used a max -

source length of 4,096 and max target length of
350, which sufficed for almost all examples based
on a prior analysis. For the LED large model we
had to used the fix described in https://github.

com/huggingface/transformers/issues/18190 for
training. We tuned the LED model with a complete
grid search for the following parameters:

• dropout in {0.05, 0.1, 0.2}

• learning rate in {5e-4, 1e-5, 5e-5, 1e-6, 5e-6}

We could train both models on 24 GB GPUs and the
training required approximately 8 hours for the base
and 20 hours for the large model.

For Llama 2, we also used the 7B and 70B models
(meta-llama/Llama-2-{7,70}b-hf from Hugging-
face (Wolf et al., 2020). We trained the model for 100
steps with a batch size of 1 and gradient accumula-
tion steps of 16. Hence, the model could encounter
each training example at most 16 times during train-
ing. We performed a validation every 10 steps. The
Llama 2 models have a context size of 4, 096 and we
truncated the context by removing the last sentences
until there were at least 350 tokens for generation.
However, the truncation was very rarely necessary.
We tuned Llama 2 with a complete grid search for
the following parameters:
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Model R-1↑ R-2↑ R-3↑ R-4↑ R-L↑ BERT↑ DeBERT↑ SARI↑ Words

MIMIC-IV-Note-Ext-DI-BHC (100,175 examples)

LED-base (80,140 ex.) 43.32 17.05 8.26 4.30 29.21 87.98 63.52 46.39 74.36
LED-large (80,140 ex.) 43.82 17.33 8.85 4.92 29.89 88.11 64.12 46.71 76.99
Llama 2 7B (100 ex.) 38.36 12.66 5.13 2.24 24.73 85.68 60.23 44.12 73.13
Llama 2 70B (100 ex.) 40.58 14.31 6.09 2.74 26.19 86.30 61.89 45.16 76.90
GPT-4 5-shot (5 ex.) 38.80 10.78 3.55 1.12 21.98 86.67 61.30 42.88 131.86
GPT-4 0-shot (none) 38.26 10.81 3.70 1.49 21.49 86.37 60.75 42.04 165.78

MIMIC-IV-Note-Ext-DI-BHC-Anno (26,178 examples)

LED-base (20,942 ex.) 42.30 14.98 7.04 3.87 26.50 86.71 60.85 44.38 117.81
LED-large (20,942 ex.) 46.21 17.38 8.72 5.14 28.87 87.50 63.52 45.84 117.59
Llama 2 7B (100 ex.) 36.95 11.92 5.12 2.53 22.73 82.44 57.07 42.41 100.54
Llama 2 70B (100 ex.) 41.82 13.63 5.77 2.66 24.83 86.43 61.34 43.86 114.08
GPT-4 5-shot (5 ex.) 43.07 12.91 4.79 2.13 23.91 86.80 62.08 43.40 159.68
GPT-4 0-shot (none) 41.76 11.39 3.96 1.75 22.34 86.42 61.12 42.25 164.59

Table 11: All performance results of patient summary generation. We tested all models on the full MIMIC-
IV-Note-Ext-DI-BHC dataset and the subset MIMIC-IV-Note-Ext-DI-BHC-Anno used for labeling.
Parameter or prompt tuning was performed for all models as described in Appendix C.

• lora rank in {8, 32}

• lora alpha in {8, 32}

• lora dropout in {0.050.1}

• target modules in {[q proj, v proj], [q proj, k -
proj, v proj, o proj]}

• learning rate in {2e-5, 2e-4}

For the Llama 2 7b model, we used a 24 GB GPU
and the training required around 1,5 hours. For the
Llama 2 70b model, we used two 80 GB GPUs and
the training required approximately 8 hours.

Appendix D. Prompt Tuning GPT-4

We performed prompt tuning for GPT-4 for gener-
ating patient summaries. We tried three different
prompt formats (detailed in Table 14) and evaluated
them qualitatively and quantitatively on ten held-out
examples. The prompts used different settings of a
general assistant, a medical resident assistant, and
a patient assistant. We noticed that the results of
the second prompt contained a lot of medical jargon
leading to results targeted at medical experts. The
results for the first prompt contained some simplifica-
tions but did not follow the style of the in-context ex-
amples. For instance, often a different start was used
“During your hospitalization...”. Prompt three led

to generations with simplified language that followed
the style of the in-context examples. Hence, quali-
tatively we considered the third prompt format the
best. We tried two additional variations of prompt
three using no in-context examples and using five in-
context examples plus an instruction to start with
“You were admitted”, which should help to guide the
generation format. The second variant further im-
proved the qualitative results.

This finding was supported by the quantitative
analysis on ten held-out examples from the MIMIC-
IV-Note-Ext-DI dataset. The results are shown in
table 12. In general, prompt three lead to the best
results and additional in-context example did not de-
grade the performance. Guiding the output with the
instructions to start with “You were admitted” also
lead to a quantitative improvement. Hence, we chose
this prompt for all our GPT-4 summarization exper-
iments.

Appendix E. Hallucination Detection
with GPT-4

Our GPT-4 hallucination detection pipeline consists
two steps: (1) prompt GPT-4 to annotate halluci-
nated spans in the original summary text and (2)
identify and extract the annotated span.
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GPT-4 setting R-1 R-2 R-3 R-4 R-L BERTScore Deberta SARI Words

Prompt 1: You are a helpful assistant...

1 IC example 40.05 11.20 3.87 1.43 19.09 85.63 60.53 42.50 208.40
3 IC examples 40.64 9.99 3.51 1.14 19.64 85.51 59.94 41.90 189.60
5 IC examples 39.47 10.86 4.32 1.90 20.14 85.56 60.56 42.42 198.40

Prompt 2: You are helping with a resident working at a large urban academic medical center...

1 IC example 27.93 5.43 1.18 0.05 13.66 83.43 55.69 38.54 192.70
3 IC examples 34.26 7.34 2.50 1.06 17.90 85.26 59.58 40.44 131.80
5 IC examples 32.92 7.28 2.41 0.63 17.40 85.12 59.33 38.65 127.70

Prompt 3: You are a helpful assistant that helps patients understand their medical records...

0 IC examples 42.50 11.95 4.37 2.09 21.49 86.30 61.36 45.70 214.40
1 IC examples 36.05 8.97 3.28 1.53 18.32 85.84 60.20 43.10 191.80
3 IC examples 38.54 9.71 3.33 1.35 19.16 85.72 60.55 43.25 199.00
5 IC examples 39.22 10.73 3.95 1.69 20.73 85.65 60.06 42.39 206.30
5 IC examples + “You...” 41.99 12.83 5.22 2.26 22.67 86.95 62.35 43.55 138.70

Table 12: Performance results for GPT-4 for three different prompt formats with different numbers of in-
context (IC) examples. The results were generated on ten held-out summaries.

Model cond. proc. medic. time location number name words other contrad. incorr.

Hallucinations-MIMIC-DI

MedCat 28.8 31.6 22.1 2.9 6.9 7.1 2.8 15.8 50.0 13.3 0.0
MedCat + Embedding 28.8 31.6 22.1 2.9 5.2 7.1 2.8 15.1 50.0 13.3 0.0
GPT-4 (class-ag.) 9.6 18.4 27.9 17.1 17.2 50.0 8.3 7.2 50.0 46.7 0.0
GPT-4 (class-aw.) 14.4 26.3 33.8 24.3 19.0 57.1 11.1 10.5 50.0 46.7 0.0

Hallucinations-Generated-DI

MedCat 38.5 31.8 30.8 0.0 30.8 0.0 0.0 6.4 0.0 25.0 0.0
MedCat + Embedding 38.5 31.8 26.9 0.0 30.8 0.0 0.0 6.4 0.0 25.0 0.0
GPT-4 (class-ag.) 11.1 62.5 25.0 50.0 0.0 83.3 40.0 5.7 0.0 42.9 0.0
GPT-4 (class-aw.) 18.5 50.0 45.0 50.0 0.0 83.3 50.0 10.2 0.0 35.7 0.0

Table 13: Recall for different hallucination labels for hallucination detection on 100 doctor-written summaries
(Hallucinations-MIMIC-DI) and 100 generated summaries (Hallucinations-Generated-DI) us-
ing partial matching.

As GPT-4 is a decoder-only model, we cannot di-
rectly uses it to produce per-token predictions for po-
tential spans of hallucination. One approach is to
prompt it to “label” hallucination spans in the in-
put text, i.e., to generate an HTML-like tag <error
class="hallucination type"> to indicate poten-
tial spans of hallucination in context. For example,
for a sentence in the summary text, “Your pacemaker
rate was increased to 50”, GPT-4 would generate the
following annotated sentence: “Your pacemaker rate
was increased to <error class="unsupported num-

ber">50</error>” when the actual number is 40.
This approach is similar to generate the relation or
unverifiable labels in the pipeline by Mishra et al.
(2024).

Given the generated annotations, we then extract
the labeled spans from the annotated text and use
them to identify potential hallucinations. Sometimes
GPT-4 might produce text that is slightly different
from the original text (e.g., correcting typos in the
original sentences). Under such circumstances, we
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first match the generations with the original sentence
and then extract the labeled spans.

Table 15,16,17 show the prompt used to inform
GPT-4 of potential error types and the format for
annotating the hallucination spans. We can op-
tionally turn off the hallucination class detection
(i.e., generating only <error> rather than <error
class="hallucination type">), and we compare
the results as class-aware and class-agnostic halluci-
nation detection.

One can also optionally prompt the LLM to
reason about potential spans of hallucination before
annotating the full text with chain-of-thought rea-
soning. In practice, we prompt GPT-4 to generate
a list of labeled hallucination and explanations that
mimics the examples in the prompt, i.e., generating
bullet point lists like - "Your <error>red blood

cell count</error> was followed and was

stable." The BHC does not state that the

red blood cell count was followed. Instead

the hematocrit remained stable according to

the BHC. with explanation before annotating the
full summary with hallucination labels.

Appendix F. Qualitative Evaluation

For our qualitative evaluation of patient summaries
we used the dimension introduced in Fabbri et al.
(2021). They evaluated the quality of summaries for
news articles in the CNN/DailyMail dataset (Her-
mann et al., 2015). The same taxonomy was already
used for medical summaries (Adams et al., 2022). We
adapted the instructions slightly by replacing “arti-
cle“ with “brief hospital course“ to better suite our
setting. We also added the dimension Simplification
to measure the extent to which layperson language
was used. We presented the annotators with the in-
structions shown in Figure 8. For step 2, we required
the annotators to label hallucination. We used the
developed protocol for this. For steps 1 and 3, anno-
tators had to label key facts and medical jargon as
described below.

F.1. Labeling Key Facts and Medical Jargon

To improve the quality of the qualitative evaluation,
we required annotators to label key facts and med-
ical jargon for step 1 and 3. Based on this, they
would then enter their rating on a Likert scale. We
also used annotation for key facts and medical jargon

to ensure the quality of generated summaries in our
hallucination-reduction experiments (see Table 2).

We did not develop a protocol for these labeling
tasks. Instead, we used a more subjective procedure.
For labeling key facts, annotators were asked to la-
bel key information that is important for the patient
in the context. After that, they should label men-
tions of these facts in each summary (see dark blue
annotations in Figure 2). Based on this, missing key
facts in the summary could be determined. For med-
ical jargon, annotators were asked to label span that
they assumed would be difficult to be understood by
the given patient (see green annotations in Figure 2).
Every medical jargon term was only counted once for
each summary. We also did not perform an agreement
procedure between both annotators, since we did not
develop a formal protocol and considered these label-
ing tasks more subjective.
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1. Relevance: The rating measures how well the summary captures the key points of the brief hospital
course. Consider whether all and only the important aspects are contained in the summary. To this
end, please label key facts in the context and the summary.

5 = all key points included
4 = 1 key point missing
3 = 2 key point missing
2 = 3 key point missing
1 = more than 3 key points missing

2. Consistency: The rating measures whether the facts in the summary are consistent with the
facts in the original brief hospital course. Consider whether the summary does reproduce all facts
accurately and does not make up untrue information. To this end, please label all hallucination in
the summary according to the protocol.

5 = no finding
4 = 1-2 minor findings
3 = more than 2 minor or 1 major finding
2 = 2 major findings
1 = more than 2 major findings

3. Simplification: The rating measures whether the summary is written in plain language under-
standable for a patient. Consider medical terms and abbreviations. To this end, please label medical
jargon in the summary.

5 = no medical jargon
4 = 1-2 minor unexplained medical term
3 = more than 2 minor or 1 major medical term
2 = 2 major medical terms
1 = more than 2 major medical terms

4. Fluency: This rating measures the quality of individual sentences, are they well-written and
grammatically correct. Consider the quality of individual sentences.

5 = all sentences are well-written and correct
4 = 1-2 sentences have minor errors or poor style
3 = more than 2 sentences with minor errors or poor style or 1 sentence with severe error
2 = 2 sentences with major errors
1 = more than 3 major errors

5. Coherence: The rating measures the quality of all sentences collectively, to the fit together and
sound naturally. Consider the quality of the summary as a whole.

5 = the summary as a whole is well-written and clearly structured
4 = the summary is mostly well-written and structured
3 = the summary can be followed and has some structure
2 = the summary is hard to follow and has no clear structure
1 = the summary is very hard to follow and very unstructured

Figure 8: Instructions for qualitative evaluation. For step 1, 2, and 3 additional annotation were performed.
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Brief Hospital Course: Mrs. ___ is a ___ female w/ PMH of CAD, HTN, HLD, DMII (on Metformin) who presented to the ED 

with severe dyspnea and chest pain. ___ was admitted for acute on chronic diastolic heart failure in the setting of 

PNA. ACTIVE ISSUES: # Acute on chronic diastolic heart failure: ECG in ED unremarkable w/out ST-T wave abnormalities, 

heart enzymes x2 ruled out acute myocardial damage, exacerbation likely in the setting of PNA. Patient reported 

dietary change w/ increased salt intake that could have caused this. Diuresed with lasix gtt.  Bilanced negative 

daily (max. ___ L). Sx improved with diuresis. #Pneumonia: Developed productive cough and new O2 requirement, most 

likely CAP, CXR showed new LLL infiltrate. Started on IV CTX and azithromycin to complete a 5 day course (held home 

atorvastatin in the setting of azithromycin). Fever resolved on HD#1. Remained afebrile for entire admission. 

Significantly improved and was discharged on HD#5. # T2DM: Serum glc slightly elevated on admission. ___ suggested to 

increase Metformin as outpatient (Dr. ___). #Hyponatremia: hypervolemic hyponatremia in setting of DHF. Resolved with 

lasix. # HTN. Normotensive during admission. Continued home lisinopril and metoprolol. TRANSITIONAL ISSUES: Please 

follow-up with PCP to adjust DM medications.

GPT-4 5-shot prompted with 5 cleaned & improved examples - modified:

You were admitted with severe shortness of breath and chest pain, which was found to be due to a worsening of your 

chronic heart failure, likely triggered by a lung infection (pneumonia) as seen on CXR and possibly by a recent 

increase in your salt intake. You were treated with medications to remove excess fluid from your body and antibiotics

for the pneumonia. Your blood sugar levels were a bit high, and your doctor may adjust your diabetes medication after 

you leave the hospital. You also had low sodium levels in your blood likely due to a hypervolemic hyponatremia, which 

improved with the treatment for your heart failure. Your blood pressure was well controlled with your usual 

medications. You are feeling much better now and are ready to go home. Please make sure to see your primary care 

doctor to discuss any changes to your diabetes treatment.

Figure 9: Example for annotation of key facts and medical jargon based on the synthetic example and a
modified output of GPT-4 5-shot. Annotators labeled key facts in the context and the summary
(dark blue). The number of missing facts was determined based on the difference between key
facts in the context and the respective summary. Medical jargon was labeled only in the summary
(green). In the given summary, there are zero missing key facts and two uses of medical jargon.
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Brief Hospital Course: Mrs. ___ is a ___ female w/ PMH of CAD, HTN, HLD, DMII (on Metformin) who presented to the ED 

with severe dyspnea and chest pain. ___ was admitted for acute on chronic diastolic heart failure in the setting of 

PNA. ACTIVE ISSUES: # Acute on chronic diastolic heart failure: ECG in ED unremarkable w/out ST-T wave abnormalities, 

heart enzymes x2 ruled out acute myocardial damage, exacerbation likely in the setting of PNA. Patient reported 

dietary change w/ increased salt intake that could have caused this. Diuresed with lasix gtt.  Bilanced negative 

daily (max. ___ L). Sx improved with diuresis. #Pneumonia: Developed productive cough and new O2 requirement, most 

likely CAP, CXR showed new LLL infiltrate. Started on IV CTX and azithromycin to complete a 5 day course (held home 

atorvastatin in the setting of azithromycin). Fever resolved on HD#1. Remained afebrile for entire admission. 

Significantly improved and was discharged on HD#5. # T2DM: Serum glc slightly elevated on admission. ___ suggested to 

increase Metformin as outpatient (Dr. ___). #Hyponatremia: hypervolemic hyponatremia in setting of DHF. Resolved with 

lasix. # HTN. Normotensive during admission. Continued home lisinopril and metoprolol. TRANSITIONAL ISSUES: Please 

follow-up with PCP to adjust DM medications.

Original:

___ were admitted to the Acute Care Service with shortness of breath and chest pain. A heart attack was unlikely, but 

we performed several tests and ruled out acute damage to your heart. ___ performed an echocardiography and found a 

worsening of your heart failure. This was likely due to a pneumonia of your right lung which we found on a chest x-

ray. We treated you with diuretics for your edema and you were started on two antibiotics for ___ pneumonia. You 

significantly improved during the second day in the hospital. You had a problem with your electrolytes which resolved 

with diuresis. Your high blood pressure was treated with your home medictions. Your high blood pressure was treated 

with your home medications. We noticed an increased blood sugar up to 220 and we informed your PCP. We suggest 

increasing your Metformin to 1000 mg. You were discharged to your assisted living facility.

Cleaned:

___ were admitted to the hospital with shortness of breath and chest pain. A heart attack was likely and we performed 

several tests and ruled out acute damage to your heart. ___ found a worsening of your heart failure. This was likely 

due to a pneumonia of your lung which we found on a chest x-ray. We treated you with diuretics and you were started 

on two antibiotics for ___ pneumonia. You significantly improved during your stay in the hospital. You had a problem 

with your electrolytes which resolved with diuresis. Your high blood pressure was treated with your home medictions. 

We noticed an increased blood sugar. We suggest increasing your Metformin.

Cleaned & Improved:

You were admitted to the hospital with shortness of breath and chest pain. A heart attack was likely and we performed 

several tests and ruled out acute damage to your heart. We found a worsening of your heart failure. This was likely 

due to a pneumonia of your lung which we found on a chest x-ray. We treated you with diuretics and you were started 

on two antibiotics for your pneumonia. You significantly improved during your stay in the hospital. You had a problem 

with your electrolytes which resolved with diuresis. Your high blood pressure was treated with your home medications. 

We noticed an increased blood sugar. We suggest increasing your Metformin.

Figure 10: Example for the creation of the derived datasets Cleaned and Cleaned & Improved. The example
is a slightly modified version of Figure 2. For Cleaned, we manually replaced hallucinations with
useful facts in the context or removed them otherwise. For Cleaned & Improved, we further
corrected mistakes and artifacts such as typos or deidentifications. We performed this process
for all 100 examples in the Original dataset.
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Brief Hospital Course: Mrs. ___ is a ___ female w/ PMH of CAD, HTN, HLD, DMII (on Metformin) who presented to [...]

Llama 70B trained with 100 original examples:

You were admitted for shortness of breath and were found to have a mild pneumonia. You were started on antibiotics. 

You were also found to have some fluid build up in your lungs from heart failure. We gave you medications to help 

remove this fluid and your symptoms improved. You should continue the antibiotics you were started on for a total of 

5 days. You should also increase your Metformin to 1000mg twice a day. You should also follow-up with your primary 

care physician to adjust your other diabetes medications.

Llama 70B trained with 100 cleaned examples:

You were admitted to the hospital for shortness of breath and chest pain. You were found to have a worsening of your 

heart failure in the setting of pneumonia. You were treated with antibiotics and diuretics. You were also found to 

have a low sodium level in your blood, likely due to the fluid retention. Your sodium level normalized after you were 

given diuretics. You were discharged on oral antibiotics for your pneumonia. You should continue taking your 

medications as you were before admission. Please follow-up with your primary care doctor to adjust your diabetes 

medications.

GPT-4 5-shot prompted with 5 original examples:

You were admitted to the hospital with severe shortness of breath and chest pain. It was determined that you were 

experiencing heart failure due to fluid buildup, which was worsened by a lung infection (pneumonia) and possibly by 

eating too much salt. You were given medications to remove the excess fluid and antibiotics to treat the pneumonia. 

Your blood sugar levels were a bit high, and your doctor may adjust your diabetes medication after you leave the 

hospital. Your blood sodium levels were also low due to the excess fluid, but this improved with treatment. Your 

blood pressure was good throughout your stay. You were feeling much better by the time you were ready to go home. 

Please make sure to follow up with your primary care doctor to check on your diabetes medications.

GPT-4 5-shot prompted with 5 cleaned examples:

You were admitted to the hospital with severe shortness of breath and chest pain. It was determined that you were 

experiencing a worsening of your chronic heart condition, likely triggered by a lung infection and possibly by eating 

more salt than usual. You were given medication to remove excess fluid from your body, which improved your symptoms. 

The lung infection was treated with antibiotics, and you did not have a fever after the first day of treatment. Your 

blood sugar levels were a bit high, and your doctor may adjust your diabetes medication after you leave the hospital. 

You also had low sodium levels in your blood, which got better with the treatment for your heart condition. Your 

blood pressure was good throughout your stay. Please make sure to see your primary care doctor to discuss your 

diabetes treatment.

GPT-4 0-shot:

You were admitted to the hospital with severe shortness of breath and chest pain due to a worsening of your chronic 

heart failure, which was likely aggravated by a lung infection and an increase in salt intake. Your heart tests in 

the emergency room were normal, and there was no sign of a heart attack. You were treated with a medication to remove 

excess fluid from your body, which improved your symptoms. You also had pneumonia, for which you received 

antibiotics, and your fever went away after the first day of treatment. Your blood sugar was a bit high, and your 

doctor recommended adjusting your diabetes medication after leaving the hospital. Additionally, you had a low sodium 

level in your blood because of your heart condition, but this was resolved with treatment. Your blood pressure was 

stable, and you continued your usual blood pressure medications. You were feeling much better by the fifth day and 

were ready to go home, with instructions to see your primary care doctor to fine-tune your diabetes treatment.

Figure 11: Examples for the data-centric hallucination reduction. We generated a summary with all models
included in the hallucination reduction experiment given the synthetic BHC as context (see Figure
2). Examples for Llama 70B are identical to Figure 3.
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Brief Hospital Course: Mrs. ___ is a ___ female w/ PMH of CAD, HTN, HLD, DMII (on Metformin) who presented to the ED 

with severe dyspnea and chest pain. ___ was admitted for acute on chronic diastolic heart failure in the setting of 

PNA. ACTIVE ISSUES: # Acute on chronic diastolic heart failure: ECG in ED unremarkable w/out ST-T wave abnormalities, 

heart enzymes x2 ruled out acute myocardial damage, exacerbation likely in the setting of PNA. Patient reported 

dietary change w/ increased salt intake that could have caused this. Diuresed with lasix gtt.  Bilanced negative 

daily (max. ___ L). Sx improved with diuresis. #Pneumonia: Developed productive cough and new O2 requirement, most 

likely CAP, CXR showed new LLL infiltrate. Started on IV CTX and azithromycin to complete a 5 day course (held home 

atorvastatin in the setting of azithromycin). Fever resolved on HD#1. Remained afebrile for entire admission. 

Significantly improved and was discharged on HD#5. # T2DM: Serum glc slightly elevated on admission. ___ suggested to 

increase Metformin as outpatient (Dr. ___). #Hyponatremia: hypervolemic hyponatremia in setting of DHF. Resolved with 

lasix. # HTN. Normotensive during admission. Continued home lisinopril and metoprolol. TRANSITIONAL ISSUES: Please 

follow-up with PCP to adjust DM medications.

LED-large trained with all MIMIC data:

You were admitted to the hospital because you were having chest pain and shortness of breath. You were found to have 

fluid in your lungs and in your legs. This was likely due to a condition called heart failure, where your heart does 

not pump hard enough and fluid backs up into your lungs. You were given a diuretic medication through the IV to help 

get the fluid out. You were also found to have a pneumonia and were started on antibiotics. You improved 

significantly and were ready to leave the hospital. Please continue to take the antibiotics (azithromycin and 

ceftriaxone) through ___. Please do not take your atorvastatin while you are taking the azithromycin.

Llama 70B trained with 100 cleaned & improved examples:

You were admitted with shortness of breath and cough. You had an infection in your lungs (pneumonia) and fluid in 

your lungs (heart failure). You were treated with antibiotics and a medication called Lasix to remove the fluid in 

your lungs. You improved with this treatment. You were also started on a new antibiotic called azithromycin. You were 

discharged on this antibiotic to complete a 5 day course. You were also started on a diuretic (Lasix) to remove the 

fluid from your lungs.  Your primary care doctor will need to adjust your medications for your diabetes.

GPT-4 5-shot prompted with 5 cleaned & improved examples:

You were admitted with severe shortness of breath and chest pain, which was found to be due to a worsening of your 

chronic heart failure, likely triggered by a lung infection (pneumonia) and possibly by a recent increase in your 

salt intake. You were treated with medications to remove excess fluid from your body and antibiotics for the 

pneumonia. Your blood sugar levels were a bit high, and your doctor may adjust your diabetes medication after you 

leave the hospital. You also had low sodium levels in your blood, which improved with the treatment for your heart 

failure. Your blood pressure was well controlled with your usual medications. You are feeling much better now and are 

ready to go home. Please make sure to see your primary care doctor to discuss any changes to your diabetes treatment.

GPT-4 0-shot:

You were admitted to the hospital with severe shortness of breath and chest pain due to a worsening of your chronic 

heart failure, which was likely aggravated by a lung infection and an increase in salt intake. Your heart tests in 

the emergency room were normal, and there was no sign of a heart attack. You were treated with a medication to remove 

excess fluid from your body, which improved your symptoms. You also had pneumonia, for which you received 

antibiotics, and your fever went away after the first day of treatment. Your blood sugar was a bit high, and your 

doctor recommended adjusting your diabetes medication after leaving the hospital. Additionally, you had a low sodium 

level in your blood because of your heart condition, but this was resolved with treatment. Your blood pressure was 

stable, and you continued your usual blood pressure medications. You were feeling much better by the fifth day and 

were ready to go home, with instructions to see your primary care doctor to fine-tune your diabetes treatment.

Figure 12: Examples for the qualitative evaluation. We generated a summary with all models included in
the qualitative evaluation given the synthetic BHC as context (see Figure 2).
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Prompt 1

System You are a helpful assistant.

User

You will be given a doctor’s note and you will need to summarize the patient’s brief

hospital course.

Let’s do a practice round.

{{#each icl examples}}
Here is the doctor’s note on a patient’s brief hospital course:

{{this.document}}
Summarize for the patient what happened during the hospital stay based on this doctor’s

note. Please make it short and concise and only include key events and findings.

{{this.summary}}
{{/each}}
Here is the doctor’s note on a patient’s brief hospital course:

{{test document}}
Summarize for the patient what happened during the hospital stay based on this doctor’s

note. Please make it short and concise and only include key events and findings.

Assistant {{generate summary (max tokens=600 temperature=0)}}

Prompt 2

System You are helping with a resident working at a large urban academic medical center.

User

You task is to help summarize a patient’s brief hospital course based on the doctor’s

note. Please make it short and concise and only include key events and findings.

Here are some examples:

{{#each icl examples}}
DOCUMENT:

{{this.document}}
SUMMARY:

{{this.summary}}
{{/each}}
Here is another doctor note on a patient’s brief hospital course:

DOCUMENT: {{test document}}

Assistant {{generate summary (max tokens=600 temperature=0)}}

Prompt 3

System You are a helpful assistant that helps patients understand their medical records.

User

You will be given some doctor’s notes and you will need to summarize the patient’s brief

hospital course in one paragraph. Please only include key events and findings and avoid

using medical jargons, and you MUST start the summary with "You were admitted".

Here are some examples: {{#foreach icl examples}}
DOCUMENT:

{{this.document}}
SUMMARY:

{{this.summary}}
{{/each}}
DOCUMENT: {{test document}}

Assistant {{generate summary (max tokens=600 temperature=0)}}

Table 14: Different prompts for using GPT-4 to generate patient summaries. In all examples, we can use a
list of in-context learning examples (icl examples, whether cleaned or not) to guide the models
for the final generation of the target summary, allowing 600 new tokens as well as using greedy
decoding.
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We will present you with a pair of a brief hospital course (BHC) and a patient after visit summary

(AVS). The AVS is also referred to as discharge summary. The BHC contains a detailed summary of

the hospital stay written by medical service. It usually contains medical jargon, and it can

follow different structures based on the hospital course and responsible medical specialty. The

AVS summarizes the hospital stay for the patient in plain language. In practice, the BHC is not

the only source of information to write the AVS. However, in our setting we treat the BHC as the

only context for the summary.

## Instructions

For this labelling task, we are interested in errors in the AVS that are either unsupported by the

BHC, contradict content in the BHC, or are wrong medical facts. We allow statements that contain

general medical knowledge or advice that are often used in patient summaries. Most errors are due

to unsupported facts, so we further distinguish those based on their specific content. This leads

to the following error types or labels:

1. Unsupported facts, including condition/procedure/medication/time/location/

number/name/word/other

2. Contradicted fact

3. Incorrect fact

And below is the detailed guideline, and we label error spans with the <error> tag (e.g. <error

class="error type">incorrect fact</error>).

### Determining Span of Errors

We label the smallest possible consecutive span that specifies the error given the BHC as a

context. Removing further parts from the span would remove important information. A useful

heuristic is to identify the minimal span that must be replaced to obtain a correct statement that

is grammatically correct. For example

- "We performed an <error>esophageal-gastro-duodenoscopy (EGD).<error>" when no such procedure

is reported in the BHC. The article "an" is not labeled as an error. When no procedure at all was

performed "performed an esophageal-gastro-duodenoscopy (EGD)" should be labeled as error because

there is no suitable substitute for "esophageal-gastro-duodenoscopy (EGD)".

- "After the surgery, we <error>transitioned you to oral oxycodone</error>." when the BHC

contains no information for such a transition. If another medication transition is mentioned in

the BHC and makes sense in this sentence only "oral oxycodone" should be labeled. If another oral

medication transition is mentioned in the BHC only "oxycodone" should be labeled.

- "<error>Your symptoms responded well</error>." when no part of the sentence makes sense in the

given context of the AVS.

We allow general medical knowledge and advice that is often part of the AVS. Usually, these are

information that are not specific for the hospital course given in the BHC. For example

- "Please take your medications as prescribed" contains no error even though the BHC does not

contain this instruction because this is general medical advice.

- "If the symptoms get worse, please contact your doctor" contains no error even when the BHC

does not contain this fact, since it is general medical knowledge that a doctor should be seen

for worsening symptoms.

We try to ignore grammatical errors in the BHC and AVS. If the original meaning can still be

inferred (e.g. "medictaions" instead of "medications"), the most likely corrected form can be

used. If the meaning cannot be inferred, they can be ignored in the BHC or labeled as Unsupported

Other in the AVS.

If a sentence or phrase is repeated, then please treat it as you would any other sentence and

highlight all errors (even if you did so in a previous sentence). For example

- "Please take Tylenol. Please take Tylenol" when Tylenol was prescribed in the BHC.

- "Limit your <error>use of stairs</error>. Please limit <error>use of stairs</error>" when

movement was encouraged.

Table 15: Prompts for using GPT-4 to detect hallucinations (Part 1). We only show the user message as
the system prompt is the same as in Table 14.
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Continued from Table 15

To get reliable error counts a span should only contain a single error.

- "You received <error>Tylenol</error> and <error>Ciprofloxacin</error>" when there is no

evidence in the BHC that the two medications were administered to the patient.

- "You have a <error>follow-up appointment with your PCP</error> and <error>your

cardiologist</error>" when no such follow up is mentioned in the BHC. Both errors are labeled

separately.

### Dealing with Deidentified Information

The data contains deidentified information shown with " " in the text. We always treat this as

non-existent information. So, the annotators should not infer what the deidentified information

could be. In general, deidentified fields in the AVS should not be labeled as errors. However,

sometimes they belong to a wrong statement or clearly contain unsupported information (e.g., a

doctor’s name or phone numbers) that are not given in the BHC. In these cases, deidentified fields

should be included in the error span. For example

- "Take <error>200mg daily</error> and try to rest" when no such dosage information is

provided in the BHC, but the statement to rest. The deidentified medication name is excluded from

the error span.

- "Please avoid going up <error>more than stairs</error> at a time" when restrictions for the

number of stairs taken at a time are note mentioned in the BHC.

- "<error>Dr. will follow up with you</error>" when no follow-up is mentioned in the BHC.

- "Please stop taking Aspirin <error>on </error>" when no stopping date is given in the BHC.

- "Your RBC peaked <error>at million</error>" if there is no hint of a specific red blood cell

count given in the BHC.

### Error Types

In general, we ask for the most specific error that is applicable. If there is uncertainty which

type applies, prefer the one mentioned first in the enumeration of all error types shown earlier.

For instance, if the error contains an unsupported medication name, the Unsupported medication type

should be used instead of the Unsupported name type. Here is a detailed description of the error

types:

- ‘Unsupported Condition‘: includes unsupported symptoms, diseases, or findings of the patient.

For example

- "You were found to have a <error class="unsupported condition">left clavicle

fracture</error>" when no information was given for this condition in the BHC.

- ‘Unsupported Procedure‘: includes any unsupported medical procedures. For example

- "You had a <error class="unsupported procedure">filter placed in your vein</error>" when no

intervention with a filter was mentioned.

- ‘Unsupported Medication‘: contains all errors related to unsupported medications. This includes

medication classes, substances, routes, frequencies, and dosages. For example

- "You were placed on <error class="unsupported medication">antibiotics</error>" when only

blood thinners were prescribed.

- ‘Unsupported Time‘: includes all errors for unsupported time or interval statements. For

example

- "Keep your arm in a sling for the <error class="unsupported time">next 6 weeks</error>"

when no specific duration is given.

- ‘Unsupported Location‘: Locations include both unsupported physical places as well as regions of

the patient. For example

- "The patient was admitted to the <error class="unsupported location">Acute Surgery

Service</error>" when no admission location was provided in the BHC.

- ‘Unsupported Number‘: any number either as digits or written that are unsupported. This also

includes words such as "a" and "an". For example

- "Your pacemaker rate was increased to <error class="unsupported number">50</error>" when

the rate of 50 is not given in the BHC.

Table 16: Prompts for using GPT-4 to detect hallucinations (Part 2).
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Continued from Table 16

- ‘Unsupported Name‘: named entities that are not supported by the BHC. For example

- "You were seen by the <error class="unsupported name">interventional pulmonary

service</error>" when no consult with this service was mentioned in the BHC. - ‘Unsupported

Word‘: incorrect or inappropriate words or phrases which do not fit in any of the above types.

For example

- "We will send you home with a <error class="unsupported word">drain</error> in place" when

drain not mentioned in the BHC.

- ‘Unsupported Other‘: If there is a mistake which clearly does not belong to any of the above

categories, you may use this category as a last resort. We cannot give precise instructions

because the "other" category is very broad.

- ‘Contradicted Fact‘: This error type is independent of the content and contains all facts that

clearly contradict information provided in the BHC. For example

- "Your pacemaker rate was increased to <error class="contradicted fact">50</error>" when the

context state a pacemaker rate of 40.

- ‘Incorrect Fact‘: This error type is independent of the content and contains all facts that

clearly contradict general medical knowledge or advice. For example

- "We diagnosed a seizure, and you <error class="incorrect fact">can continue driving your

car</error>" when no reason for allowing driving after a seizure is provided this contradict

common medical knowledge.

## Examples

{{#each icl examples}}
### Example {{this.index}}

BHC:

{{this.document}}

AVS:

{{this.summary}}

ERRORS:

{{this.cot description}}

AVS WITH ERRORS LABELED:

{{this.summary with errors}}
{{/each}}

### Example {{n shot+1}}

BHC:

{{test document}}

AVS:

{{test summary}}

ERROR:

Table 17: Prompts for using GPT-4 to detect hallucinations (Part 3).
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Guidelines for Annota0ng Errors in Pa0ent Summaries 
 
We will present you with a pair of a brief hospital course (BHC) and a pa:ent a;er visit summary 
(AVS). The AVS is also referred to as discharge summary. The BHC contains a detailed summary 
of the hospital stay wriDen by medical service. It usually contains medical jargon, and it can 
follow different structures based on the hospital course and responsible medical specialty. The 
AVS summarizes the hospital stay for the pa:ent in plain language. In prac:ce, the BHC is not 
the only source of informa:on to write the AVS. However, in our seJng we treat the BHC as the 
only context for the summary. 
For this labelling task, we are interested in errors in the AVS that are either unsupported by the 
BHC, contradict content in the BHC, or are wrong medical facts. We allow statements that 
contain general medical knowledge or advice that are o;en used in pa:ent summaries. Most 
errors are due to unsupported facts, so we further dis:nguish those based on their specific 
content. This leads to the following error types or labels: 
 

1. Unsupported condi:on 
2. Unsupported procedure 
3. Unsupported medica:on 
4. Unsupported :me 
5. Unsupported loca:on 
6. Unsupported number 
7. Unsupported name 
8. Unsupported word 
9. Unsupported other 
10. Contradicted fact 
11. Incorrect fact 

 
Allowed General Medical Knowledge and Medical Advice 
We allow general medical knowledge and advice that is o;en part of the AVS. Usually, these are 
informa:on that are not specific for the hospital course given in the BHC. For example 

• “Please take your medica:ons as prescribed” contains no error even though the BHC 
does not contain this instruc:on because this is general medical advice. 

• “If the symptoms get worse, please contact your doctor” contains no error even when 
the BHC does not contain this fact, since it is general medical knowledge that a doctor 
should be seen for worsening symptoms.  

 
Determining Span of Errors 
We label the smallest possible consecu:ve span that specifies the error given the BHC as a 
context. Removing further parts from the span would remove important informa:on. A useful 
heuris:c is to iden:fy the minimal span that must be replaced to obtain a correct statement 
that is gramma:cally correct. For example 

A Data-Centric Approach To Generate Faithful and High Quality Patient Summaries with LLMs
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• “We performed an esophageal-gastro-duodenoscopy (EGD).” when no such procedure is 
reported in the BHC. The ar:cle “an” is not labeled as an error. When no procedure at all 
was performed “performed an esophageal-gastro-duodenoscopy (EGD)” should be 
labeled as error because there is no suitable subs:tute for “esophageal-gastro-
duodenoscopy (EGD)”. 

• “A;er the surgery, we transi:oned you to oral oxycodone.” when the BHC contains no 
informa:on for such a transi:on. If another medica:on transi:on is men:oned in the 
BHC and makes sense in this sentence only “oral oxycodone” should be labeled. If 
another oral medica:on transi:on is men:oned in the BHC only “oxycodone” should be 
labeled. 

• “Your symptoms responded well.” when no part of the sentence makes sense in the 
given context of the AVS. 

 
Also, to get reliable error counts a span should only contain a single error. 
 

• “You received Tylenol and Ciprofloxacin” when there is no evidence in the BHC that the 
two medica:ons were administered to the pa:ent. 

• “You have a follow-up appointment with your PCP and your cardiologist” when no such 
follow up is men:oned in the BHC. Both errors are labeled separately. 

 
Dealing with Deiden;fied Informa;on 
The data contains deiden:fied informa:on shown with “___” in the text. We always treat this as 
non-existent informa:on. So, the annotators should not infer what the deiden:fied informa:on 
could be. In general, deiden:fied fields in the AVS should not be labeled as errors. However, 
some:mes they belong to a wrong statement or clearly contain unsupported informa:on (e.g., 
a doctor’s name or phone numbers) that are not given in the BHC. In these cases, deiden:fied 
fields should be included in the error span. For example 

• “Take ___ 200mg daily and try to rest” when no such dosage informa:on is provided in 
the BHC, but the statement to rest. The deiden:fied medica:on name is excluded from 
the error span. 

• “Please avoid going up more than ___ stairs at a :me” when restric:ons for the number 
of stairs taken at a :me are note men:oned in the BHC. 

• “Dr. ___ will follow up with you” when no follow-up is men:oned in the BHC. 
•  “Please stop taking Aspirin on ___” when no stopping date is given in the BHC.  
•  “Your RBC peaked at ___ million” if there is no hint of a specific red blood cell count 

given in the BHC. 
 
Error Types 
We dis:nguish different error types. In general, we ask for the most specific error that is 
applicable. If there is uncertainty which type applies, prefer the one men:oned first in the 
enumera:on of all error types shown earlier. 
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For instance, if the error contains an unsupported medica:on name, the Unsupported 
medica0on type should be used instead of the Unsupported name type. 
 
Unsupported Condi.on 
Unsupported condi:ons include unsupported symptoms, diseases, or findings of the pa:ent. 
For example 

• “You were found to have a le; clavicle fracture” when no informa:on was given for this 
condi:on in the BHC. 

• “The ultrasound showed no blood clots in your leg” when the ultrasound showed a deep 
vein thrombosis in the right leg. 

 
Unsupported Procedure 
Unsupported procedures include any unsupported medical procedures. For example 

• “You had a filter placed in your vein” when no interven:on with a filter was men:oned. 
• “You underwent a le; clavicle repair” when the humerus was repaired. 

 
Unsupported Medica.on 
This type contains all errors related to unsupported medica:ons. This includes medica:on 
classes, substances, routes, frequencies, and dosages. For example 

• “You were placed on an:bio:cs” when only blood thinners were prescribed. 
• “We gave you blood thinners by mouth” when blood thinners were administered by IV. 
• “You received IV an:bio:cs” when no route was specified in the BHC. 
• “Please take amitriptyline daily” when no interval for amitriptyline is given. 
• “We started you on Coumadin 5 mg” when no dosage for the Coumadin is provided. 

 
Unsupported Time 
Unsupported :me includes all errors for unsupported :me or interval statements. For example 

• “Keep your arm in a sling for the next 6 weeks” when no specific dura:on is given. 
• “Your family arranges home care while you are geJng discharged” when the family was 

instructed to establish home care before the pa:ent gets discharged. 
 
Unsupported Loca.on 
Loca:ons include both unsupported physical places as well as regions of the pa:ent. For 
example 

• “The pa:ent was admiDed to the Acute Surgery Service” when no admission loca:on 
was provided in the BHC. 

• “There was concern for a thrombus in the right leg” when no side of the thrombus was 
specified. 

 
Unsupported Number 
Unsupported numbers are any number either as digits or wriDen that are unsupported. This 
also includes words such as “a” and “an”. For example 
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• “Your pacemaker rate was increased to 50” when the rate of 50 is not given in the BHC. 
• “You had a fracture of your second metacarpal” when no informa:on about which 

metacarpal bone was fractured is given in the context. 
• “If you have another episode” when the context asks for at least two more episodes. 
• “You can take one more of this pill” if two addi:onal pills are allowed according to the 

BHC. 
 
Unsupported Name 
Named en::es that are not supported by the BHC. For example 

• “You were seen by the interven:onal pulmonary service” when no consult with this 
service was men:oned in the BHC. 

• “We discharged you the Gold Housing assisted living” when the name of the assisted 
living facility is not provided in the context. 

 
Unsupported Word 
Word mistakes are incorrect or inappropriate words or phrases which do not fit in any of the 
above types. For example 

• “We will send you home with a drain in place” when drain not men:oned in the BHC. 
• “Limit your use of stairs” when movement is encouraged. 

 
Unsupported Other 
If there is a mistake which clearly does not belong to any of the above categories, you may use 
this category as a last resort. We cannot give precise instruc:ons because the “other” category 
is very broad. 
 
Contradicted Fact 
This error type is independent of the content and contains all facts that clearly contradict 
informa:on provided in the BHC. For example 

• “Your pacemaker rate was increased to 50” when the context state a pacemaker rate of 
40. 

• “We started you on ASS 81 mg” when the BHC contains a dosage of 300 mg for ASS. 
 
Incorrect Fact 
This error type is independent of the content and contains all facts that clearly contradict 
general medical knowledge or advice. For example 

• “We diagnosed a seizure, and you can con:nue driving your car” when no reason for 
allowing driving a;er a seizure is provided this contradict common medical knowledge. 

 
Special Situa;ons 
Gramma.cal Errors 
We try to ignore gramma:cal errors in the BHC and AVS. If the original meaning can s:ll be 
inferred (e.g. “medictaions” instead of “medica:ons), the most likely corrected form can be 
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used. If the meaning cannot be inferred, they can be ignored in the BHC or labeled as 
Unsupported Other in the AVS. 
 
Repeated Content 
If a sentence or phrase is repeated, then please treat it as you would any other sentence and 
highlight all errors (even if you did so in a previous sentence). For example 

• “Please take Tylenol. Please take Tylenol” when Tylenol was prescribed in the BHC. 
• “Limit your use of stairs. Please limit use of stairs” when movement was encouraged. 

 
Complex Mistakes 
If there are mul:ple ways in which you can annotate a sentence, follow the following rules: 

1. Choose the alterna:ve with fewest total mistakes. 
2. Choose the alterna:ve with the smallest error spans. 
3. If both annota:ons would lead to the same number of mistakes with the same span 

sizes, prefer the error men:oned first in the enumera:on of all error types above. 
 
Addi;onal Clarifica;ons 
 
Clarifica.ons from first batch of 5 test examples 

• If a condi:on is a consequence of another condi:on, it is not labeled as an error even if 
it is not directly men:oned.  

o For example, “You had pain during your admission” if a severe trauma is 
men:oned in the BHC. 

• If another doctor takes over the treatment, it can be assumed that they re-evaluate the 
pa:ent and can decide the following treatment. 

o For example, “Please con:nue your medica:ons un:l your PCP appointment” if 
no stopping :me for the medica:ons was men:oned in the BHC. 

• Facts classified as general medical knowledge are considered from a doctor’s 
perspec:ve. The doctors write the AVS; hence, this general knowledge needs no support 
in the BHC but can be assumed to be known by any doctor. 

o For example, “A;er we placed a drug-elu:ng stent you will receive two blood 
thinning medica:ons” if the BHC men:ons the placement if a drug-elu:ng stent, 
the an:platelet therapy can be assumed as general knowledge. 

• If a medical specialty commonly treats a condi:on or performs a procedure, this is 
considered general knowledge and not considered as an unsupported fact. 

o For example, “Neurology evaluated your EEG” if the EEG evalua:on was 
men:oned in the BHC but though no specialty was given. 

 
Clarifica.ons from second batch of 5 test examples 

• Specific names of departments are not treated as general knowledge even though it is 
likely that they treat a condi:on or perform a procedure. We require those to be 
explicitly named in the BHC. 
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o For example, “Neuro Epilepsy Service evaluated your EEG” if the EEG evalua:on 
was men:oned in the BHC but no responsible department was given. 

• The main condi:on for admission named in the summary (“You were admiDed for …”) 
cannot only be derived from the main condi:on named in the BHC. Some:mes another 
major reason relevant to the pa:ent is men:oned later in the BHC, so it is also 
acceptable to use this. 

o For example, “You were admiDed for abdominal pain.” If the BHC states an ileus 
as the main reason but also men:ons the abdominal pain. 

 
Clarifica.ons from agreement procedures of 100 examples 

• A reference to addi:onal material or informa:on that are not part of the AVS (e.g., 
medica:on plan or phone number) are considered as unsupported facts. 

o For example, “Your medica:on plan is aDached.” If no medica:on plan is 
men:oned in the BHC. 

• Generaliza:ons and simplifica:ons of medical condi:ons or procedures that are s:ll 
close to the informa:on in the BHC and aid pa:ent understanding are not considered as 
unsupported facts.  

o For example, “You WBC was low” when the BHC men:ons a neutropenia. 
• If a span contains different error types, it is labeled as “unsupported word”. 

o For example, “The lab test showed an increased risk of bleeding.” when no lab 
test or increased risk of bleeding is men:oned in BHC. The error is labeled with 
one span since logically they belong together. 

• If a common daily dosage of a medica:on is given, we treat instruc:ons for daily intake 
in the AVS as general knowledge. 

o For example, “You therapy was changed to Plavix 75 mg daily.” If the BHC only 
contains the therapy change to Plavix 75 mg. 

• If unsupported en::es are clearly referred to in the next sentence, they are again 
labeled as an error.  

o For example, “Vascular Surgery was consulted. They recommended no surgery.” 
if the vascular surgery team is not men:oned in the BHC. 
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