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Abstract

Healthcare data from patient or population cohorts are often characterized by sparsity,
high missingness and relatively small sample sizes. In addition, being able to quantify un-
certainty is often important in a medical context. To address these analytical requirements
we propose a deep generative Bayesian model for multinomial count data. We develop a
collapsed Gibbs sampling procedure that takes advantage of a series of augmentation rela-
tions, inspired by the Zhou–Cong–Chen model. We visualise the model’s ability to identify
coherent substructures in the data using a dataset of handwritten digits. We then apply it
to a large experimental dataset of DNA mutations in cancer and show that we can identify
biologically meaningful clusters of mutational signatures in a fully data-driven way.

1. Introduction

Healthcare data is expensive and limited. In addition, events of interest may be infrequent,
and high missingness is a feature of most practical data sets. These features, along with
the need to handle uncertainty, present challenges to traditional maximum likelihood-based
machine learning methodologies, which often give rise to biased results, as highlighted by
several studies (Smith and Naylor, 1987; Beerli, 2005; Alzubaidi et al., 2023). In addition,
the predictions from these methodologies are often overconfident on out-of-distribution data
and fail to adequately address situations where data incompleteness or uncertainty plays
an important role (Acharya et al., 2015; Emmanuel et al., 2021; Murphy, 2023).

As was argued persuasively in Papamarkou et al. (2024), an approach that promises
to overcome these limitations is to use generative and fully Bayesian methods. Examples
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Poisson gamma belief network. Multinomial belief network.

Figure 1: Schematic representation of the two belief networks. Red nodes are observations,
blue dashed circles are latent hidden units, and edges are latent weights.

include latent Dirichlet (LDA) allocation (Blei et al., 2003), deep belief nets (Hinton et al.,
2006; Zhou et al., 2016), and variational autoencoders (Kingma and Welling, 2014). In
principle, Bayesian methods are data efficient, guard against overtraining, account for un-
certainty, and deal with missing data in a principled way. However, current implementations
fall short of this ideal. One class of methods uses variational approaches to enable learning,
which involves approximations such as fixing the posterior form beforehand or by making a
mean field assumption (Ranganath et al., 2015, 2016; Ferreira et al., 2022; Soleimani et al.,
2017; Murphy, 2023). Other methods use exact sampling but are limited in their represen-
tational power by using binary variables, a shallow architecture, or use Poisson-distributed
variables as (intermediate) output (Welling et al., 2004; Hinton et al., 2006; Zhou et al.,
2016; Zhao et al., 2018; Panda et al., 2019; Donker and Groen, 2021).

In this paper, we tailor Bayesian belief networks to healthcare data by choosing a multi-
nomial distribution for the output variable (Fig. 1). The versatility of the multinomial
distribution makes it well-suited for modelling data types commonly found in healthcare
data, from categorical variables found in patient questionnaires to text documents (Grif-
fiths and Steyvers, 2004) and DNA mutations in cancer. Using augmentation techniques
real-valued, ordinal, and survival (i.e., censored) data can be modelled as well (note that
“augmentation” refers to the addition of new hidden variables to support inference, rather
than augmentation of training data). Importantly, it is straightforward to model several
multinomials simultaneously (each with their own dimension and observation count) which
naturally enables modelling of heterogeneous data, while missingness by setting relevant
observation counts to 0. We will develop those extensions elsewhere; here we focus on
modelling a single multinomial-distributed observation.

A prominent example of a model with multinomial output variables is LDA (Blei et al.,
2003). In one representation of the model, the latent parameter matrix of the multino-
mial distributions across samples is factorized as a low-rank product of (sample-topic and
topic-feature) matrices whose rows are drawn from Dirichlet distributions. The low-rank
structure, the sparsity induced by the Dirichlet priors, and the existence of effective infer-
ence algorithms have resulted in numerous applications and extensions of LDA. Despite this
success, LDA has some limitations. One is that inference of the Dirichlet hyperparameters
is often ignored or implemented using relatively slow maximum likelihood methods (Minka,
2003; George and Doss, 2017). This was elegantly addressed by Teh et al. (2006) by en-
dowing the Dirichlet distribution with another Dirichlet prior in a hierarchical structure,
allowing information to be borrowed across samples. Another limitation is that LDA ignores
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any correlation structure among the topic weights across samples, which for higher latent
(topic) dimensions becomes increasingly informative. An effective approach that addresses
this issue was developed by Zhou et al. (2016), who developed a multi-layer fully-connected
Bayesian network using gamma variates and Poisson, rather than multinomial, observables.
Here we combine and extend these two approaches in the context of multinomial observa-
tions, resulting in a model whose structure resembles a fully connected multi-layer neural
network but retains the efficient inference properties of LDA. This paper is structured as
follows. In section 2 we review Zhou–Cong–Chen’s Poisson-gamma belief network (PGBN)
and subsequently introduce our model in section 3. We apply the model to handwritten
digits and mutations in cancer in Sec. 4. We end with conclusions and a discussion (Sec. 5).

Generalizable Insights about Machine Learning in the Context of Healthcare

We introduce a Bayesian machine learning model, the multinomial belief network (MBN),
to analyze healthcare data by decomposition. This unsupervised approach is well suited
for analysing ’omics data such as gene expression and mutation profiles or to model the
heterogeneity in clinical presentation, risk factors, and the underlying disease mechanisms
of patient populations. Compared to e.g. non-negative matrix factorisation, this method
is less prone to overtraining, and inferences come with uncertainty estimates. Unlike tra-
ditional topic modelling methods, MBNs can capture topic interactions across multiple
layers. Initiatives like the 100k genomes project, which aim to integrate signature analysis
into standard patient care (Everall et al., 2023), highlight the need for reliable deconvolution
and uncertainty quantification to support treatment decisions.

2. Poisson gamma belief network

2.1. Generative model

We first review the Gamma belief network of Zhou et al. (2016). The backbone of the model

is a stack of Gamma-distributed hidden units θ
(t)
vj (Kt per sample j), where the last unit

parameterizes a Poisson distribution generating observed counts xvj , one for each sample j
and feature v. The generative model is

a
(T+1)
vj = rv

θ
(t)
vj ∼ Gam(a

(t+1)
vj , c

(t+1)
j ), t = T, . . . , 1

a
(t)
vj =

Kt∑
k=1

ϕ
(t)
vkθ

(t)
kj , t = T, . . . , 1

xvj ∼ Pois(a
(1)
vj ).

For T = 1 we only have one layer, and the model reduces to Poisson Factor Analysis,
xvj = Pois([ϕθϕθϕθ]vj) (Zhou et al., 2012). For multiple layers, the features θθθ(t+1) on layer
t+1 determine the shape parameters of the gamma distributions on layer t through a non-
negative connection weight matrix ϕϕϕ(t+1) ∈ RKt×Kt+1

+ , so that ϕϕϕ(t+1) induces correlations

between features on level t. The rate parameter for θθθ(t) is c
(t)
j ∼ Gam(e0, f0), one for each
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sample j and layer t; for t > 1 the c
(t)
j act as concentration parameters for the activations be-

low. The weights ϕϕϕ(t) that connect latent states between layers are normalised as
∑

v ϕ
(t)
vk = 1

owing to their Dirichlet priors ϕ
(t)
vk ∼ Dir({η(t)v }v); here we use curly braces to denote vec-

tors, with the subscript indicating the index variable; we drop the subscript if the index
variable is unambiguous. The top-level activation is controlled by rv ∼ Gam(γ0/KT , c0)
where hyperparameters γ0 and c0 determine the typical number and scale, respectively, of
active top-level hidden units. The lowest-level activations aaa(1) parameterize Poisson distri-
butions that generate the observed count variables xvj for sample (individual, observation)
j. This completes the specification of the generative model.

This model architecture is similar to a T -layer neural network, with activations aaa(t)

representing the activity of features (topics, factors) of increasing complexity as t increases.

2.2. Deep Poisson representation

An alternative and equivalent representation is obtained by integrating out the hidden units
θθθ and augmenting with a sequence of latent counts xxx(t+1)→mmm(t)→yyy(t)→xxx(t). Specifically,
let Log(p) be the logarithmic distribution, with probability mass function Log(k; p) ∝ pk/k
where 0 < p < 1, and define n ∼ SumLog(l, p) by n =

∑l
i=1 ui where each ui ∼ Log(p).

Henceforth, underlined indices denote summation, so that xj :=
∑

j xj . Augmenting each

layer with counts x
(t)
kj ∼ Pois(q

(t)
j a

(t)
kj ), it turns out these can be generated as

m
(t)
jk ∼ SumLog(x

(t+1)
kj , 1− e−q

(t+1)
j );

{y(t)vjk}v ∼ Mult(m
(t)
jk , {ϕ

(t)
vk}v);

x
(t)
vj := y

(t)
vjk,

where q
(t+1)
j = ln[1 + q

(t)
j /c

(t+1)
j ]; see Zhou et al. (2016) and Supplementary Material sec-

tions S2.2, S2.3. Starting with t = T this shows how to eventually generate the observed

counts x
(1)
vj using only count variables, with all θθθ(t) integrated out. The two alternative

schemes are shown graphically in Fig. 2.

2.3. Inference

At a high level, inference consists of repeatedly moving from the first representation to the
second, and back. This is achieved by swapping, layer-by-layer, the direction of the arrows
to sample upward xxx(t) → yyy(t) → mmm(t) → xxx(t+1); these counts are then used to sample ϕϕϕ(t)

and θθθ(t), after which the procedure starts again. To propagate latent counts upwards, we
use the identity from Theorem 1 of Zhou and Carin (2015):

Pois(x|qa) SumLog(m|x, 1− e−q) = NB(m|a, 1− e−q) CRT(x|m, a), (1)

to turn mmm → xxx into xxx → mmm; here CRT(x|m, a) is the number of occupied tables in a Chi-
nese restaurant table distribution over m customers with concentration parameter a, and
NB(k|r, p) is the negative-binomial distribution with r successes of probability p. Finally,
we use that independent Poisson variates conditioned on their sum are multinomially dis-
tributed with probabilities proportional to the individual Poisson rates, to convert yyy → xxx to
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Figure 2: Two equivalent generative models for a count variable xxx(1) from the Poisson
gamma belief network, using a tower of (a) real-valued latent variables θθθ, aaa,
or (b) latent counts mmm, yyy, xxx. Blunt arrows indicate deterministic relationships.
The variable qqq(1) is a dummy and has a fixed value 1. In representation (a) the
grayed-out counts xxx(t) and variables qqq(t), t > 1, are included for clarity (and have
the same distribution as the variables in the right model) but are not used to
generate the outcome xxx(1), and so can be marginalized out.
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xxx → yyy as well asmmm → yyy to yyy →mmm. To Gibbs sample the variables, we first make an upward
pass from xxx(1) → · · · → xxx(T+1) followed by a downward pass where the multinomial-Dirichlet
conjugacy is used to update ϕϕϕ(t), the gamma-gamma rate conjugacy to update ccc(t) and the
Poisson-gamma conjugacy to update θθθ(t) and rrr. Details are provided in the supplement.

3. Multinomial belief network

3.1. Generative model

We now introduce the multinomial belief network (MBN). To model multinomial obser-
vations, we replace Poisson observables with multinomials, and we replace the gamma-

distributed hidden activations with Dirichlet-distributed weights {θ(t)vj }v. The generative
model is

a
(T+1)
vj = rv, (2)

{θ(t)vj }v ∼ Dir({c(t+1)a
(t+1)
vj }v), t = T, . . . , 1 (3)

a
(t)
vj =

Kt∑
k=1

ϕ
(t)
vkθ

(t)
kj , t = T, . . . , 1 (4)

{xvj}v ∼ Mult(nj , {a(1)vj }v). (5)

As before, the weights are Dirichlet distributed ϕ
(t)
vk ∼ Dir({η(t)v }v) with hyperparameters

{η(t)v }v. Different from the PGBN model we choose one c(t) ∼ Gam(e0, f0) per dataset (and
per layer) instead of one per sample j, reducing the number of free parameters per sample,
and allowing the variance across samples to inform the c(t). Finally we let the top-level
activations rv be Dirichlet distributed, {rv}v ∼ Dir({γ0/KT }v) with γ0 a hyperparameter.
This completes the definition of the generative model.

3.2. Deep multinomial representation

Integrating out θθθ(t), the generative model can be alternatively represented as a deep multi-
nomial factor model, as follows (Supplementary Material, Sec. S3.1,):

n
(t+1)
j ∼ CRT(n

(t)
j , c(t+1));

{x(T+1)
kj }k ∼ Mult(n

(T+1)
j , {rk});

{m(t)
kj }k ∼ Polya(n

(t)
j , {x(t+1)

kj }k);

{y(t)vjk}v ∼ Mult(m
(t)
jk , {ϕ

(t)
vk}v);

x
(t)
vj = y

(t)
vjk.

(6)

Here underlined subscripts denote summation; and Polya(n, {yk}) is the distribution of the
contents of an urn after running a Polya scheme: starting with yk balls of color k, repeatedly
drawing a ball, returning the drawn ball and a new identically colored one each time, until
the urn contains n balls. The two representations of the model are structurally identical to
the two representations of the PGBN shown in Fig. 2, except that the q(t) are replaced by
n(t), and the relationship between successive n(t) is stochastic instead of deterministic.
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3.3. Inference

Similar to the PGBN, we reverse the direction of xxx(t+1) →mmm(t) → yyy(t) → xxx(t) to propagate
information upward. To reverse xxx(t+1) →mmm(t) into mmm(t) → xxx(t+1) we use the following:

Theorem 1 The joint distributions over n, {xk} and {mk} below are identical:

DirMult({mk}|n0, {cak})

[∏
k

CRT(xk|mk, cak)

]
δn,xk

=

CRT(n|n0, c)Mult({xk}|n, {ak}) Polya({mk}|n0, {xk}).

(For the proof see Sec. S1.1, Supplementary Material.) Here DirMult({xk}|n, {cak}) is the
Dirichlet-multinomial distribution of n draws with concentration parameters {cak}, and
δi,j denotes the Kronecker delta function that is 1 when i = j and zero otherwise; here it
expresses that n = xk. Note that ak = 1, as it parameterizes a multinomial.

In words, the theorem states that observing {mk} from a multinomial parameterized
by probabilities from a Dirichlet distribution that itself has parameters {cαk}, provides
information about the probabilities {ak} through an (augmented) multinomial-distributed
observation {xk}, and information about the concentration parameter c through a CRT-
distributed observation n = xk. Therefore, by augmenting with {xk} and choosing conjugate
priors to the multinomial and CRT distributions for {ak} and c respectively, we can obtain
posteriors for these parameters.

The remaining arrows can be swapped by augmenting and marginalizing multinomial
distributions. Taken together, to sample in the MBN we use augmentation and the Dirichlet-
multinomial conjugacy to update ϕϕϕ(t), θθθ(t), and rrr, while to update c(t) we sample from the
Chinese restaurant table conjugate prior CRTCP(α|m, {nj}j , a, b) ∝ Gam(α|a, b)αm

∏
j

Γ(α)
Γ(α+nj)

using the method described by Teh et al. (2006). In more detail, sampling proceeds as fol-

lows. Identifying x
(1)
vj ≡ xvj , n

(1)
j ≡ xvj and a

(T+1)
kj ≡ rv:

Algorithm 3.1 Procedure to Gibbs sample weights ϕϕϕ(t), hidden units θθθ(t), concentration

parameters c(t), and activations rrr of an MBN given training data x
(1)
vj .

For t = 1, . . . , T :

Sample {y(t)vjk}k ∼ Mult(x
(t)
vj , {ϕ

(t)
vkθ

(t)
kj }k)

Compute m
(t)
jk = y

(t)
vjk,

Sample x
(t+1)
kj ∼ CRT(m

(t)
jk , c

(t+1)a
(t+1)
kj );

Compute n
(t+1)
j = x

(t+1)
vj ,

Sample {ϕ(t)
vk}v ∼ Dir({η(t)v + y

(t)
vjk}v),

Sample {rv} ∼ Dir({γ0/KT + x
(T+1)
vj }v)

For t = T, . . . , 1:

Sample {θ(t)kj }k ∼ Dir({c(t+1)a
(t+1)
kj +m

(t)
jk }k)

Sample c(t+1)∼CRTCP(n
(t+1)
j , {n(t)

j }j ,e0,f0)
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In practice, sampling might proceed per observation j, and resampling of global param-
eters ϕϕϕ(t) and c(t), which involve summing over j, is done once all observations have been
processed. For details see Supplement section S3.

4. Experiments

4.1. Performance evaluation

Having reviewed the PGBN and introduced our model, we now illustrate its application on
small images of handwritten digits and on DNA point mutations in cancer. To evaluate
performance, we hold out 50% of the pixel quanta (resp. mutations) from the images (resp.
patients) to form a test set, xtest, and evaluate the held-out perplexity as:

L(xtest) = exp

− 1

J

J∑
j=1

V∑
v=1

xtestvj ln pvj

xtestvj

 , (7)

where pvj is the probability of feature v in example j. For non-negative matrix factori-
sation (NMF) trained on a Kullback-Leibler (KL) loss (which is equivalent to a Poisson
likelihood, Lee and Seung (1999)), the probability pvj = avj/avj is the training set recon-
struction avj ≡

∑
k ϕvkθkj (so that avj ≈ xvj) normalised across features v.

Similarly, pvj =
∑S

σ=1 a
(σ)
vj /a

(σ)
vj for the PGBN and MBN where avj =

∑K1
k=1 ϕ

(1)
vk θ

(1)
kj is

the bottom layer activation normalised and averaged over S posterior samples σ = 1, . . . , S
(for the MBN avj is normalised by construction) similar to Zhou et al. (2012); Ranganath
et al. (2015).

Unlike in Zhou et al. (2016), for the PGBN we use a gamma distribution to model the

scale cj ∼ Gam(e0, f0) for all layers, instead of a separate beta-distributed p
(2)
j to set c

(2)
j =

p
(2)
j /(1 − p

(2)
j ) for the first layer only. In addition, we consider γ0 a fixed hyperparameter

for both belief networks. For each experiment, four Markov chains were initialised using
the prior to ensure overdispersion relative to the posterior (as suggested in Gelman et al.
(2013)). Each chain was run in parallel on a separate nVidia A40 device.

4.2. UCI ML handwritten digits

We considered the Optical Recognition of Handwritten Digits dataset from the UC Irvine
Machine Learning Repository (Alpaydin and Kaynak, 1998) containing 1797 images of hand-
written digits. Each pixel in the 8 × 8 images had a discrete intensity ranging from 0 to
15 which we modelled as counts. Three separate models ([K1,K2,K3] = [30, 20, 10] latent
components; γ0 = e0 = f0 = 1, η = 0.05) with one through three layers were run for
105 Gibbs burn-in steps and 1280 samples were collected from each chain. In terms of
likelihood, all three MBN models converged within 5000 iterations of burn-in. Extensive
simulation-based calibration tests (Talts et al., 2018) for various network configurations on
small datasets (we tested up to J = 19 examples) indicate that our sampler was correctly
implemented.

The perplexity on holdout pixel intensity quanta were 31.0+0.1
−0.1, 30.7

+0.1
−0.1, and 30.7+0.1

−0.1

for one to three layers (lower is better, bootstrapped 95% confidence intervals), respectively.
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Figure 3: Hierarchy of topics learned by a three-layer MBN (with [K1,K2,K3] = [30, 20, 10]
latent components) after training on the Optical Recognition of Handwritten
Digits dataset from the UC Irvine Machine Learning Repository (Alpaydin and
Kaynak, 1998). Topics are represented by their projection

∏t
l=1ϕϕϕ

(l) onto the
pixels. Separate panels refer to individual Markov chains that were run in parallel.

Note that latent Dirichlet allocation is a special case of the MBN with one layer [see Eqs. (3-
5)]. The relatively modest improvement with depth is typical for these models and also
observed e.g. in the PGBN on 20 newsgroup data (Zhou et al., 2016) For comparison, we
trained NMF (from Sci-kit learn (Pedregosa et al., 2011)) using a KL loss and achieved a
significantly larger (worse) perplexity of 34.2+0.3

−0.3
1. Importantly, the digits highlight the

interpretability of the network, which hierarchically learns topics from the specific to the
general (Fig. 3). The sum-of-parts representations enforced by the network cause the lowest
layer in the network to learn digit patches. These are then combined in higher layers to
form increasingly general digit representations (Fig. 3).

4.3. Mutational signature attribution

Next, we turned to mutational signatures imprinted in the DNA of cancer cells. Mutational
signatures arise from observed patterns of DNA mutations that are influenced by vari-
ous factors including mutagenesis, DNA damage sensing, repair pathways and chromatin
context (Singh et al., 2020). To compute mutational signatures, observed DNA mutation
profiles are typically first summarized into a 96-feature vector of counts x of different types
of mutations (Alexandrov et al., 2013), and then approximately factorized into “mutational
signatures” ϕ and sample-specific attributions of mutations to each signature θ. The sig-
natures ϕCOSM

vk reported in the COSMIC database (Tate et al., 2019; Cosmic, 2023) are
the de facto standard in the field, relating mutation spectra across v = 1, . . . , 96 possible
point mutations types to k = 1, . . . , 78 signatures named SBS1, . . . ,SBS94. Attributions
based on this curated set of signatures are increasingly used to guide therapeutic decisions

1. Technically, the perplexity of NMF was infinite because zero probability was assigned to non-zero
intensity. Samples where NMF attributed zero probability were removed from the perplexity calculation.
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Table 1: Perplexity of held-out mutations for inferred mutational signature attributions.
Signatures were based on COSMIC v3.3 signature weights. Super/subscripts in-
dicate ninety-five per cent confidence intervals, computed by bootstrapping.

Method Hold out perplexity

SigProfilerExtractor1 64.5+0.7
−0.7

Zhou–Cong–Chen (1 layer) 62.0+0.7
−0.7

(2 layers) 61.9+0.7
−0.7

This work (1 layer) 62.0+0.7
−0.7

(2 layers) 61.9+0.7
−0.7

in cancer (Brady et al., 2022; Patterson et al., 2023), underscoring the need for accurate
attribution and quantification of uncertainty.

In short, our goal was to infer for each patient the proportion of mutations, θ, corre-
sponding to specific signatures (ϕCOSM, COSMIC v3.3) given their mutation profiles. We
tested our model on the mutation dataset of Alexandrov et al. (2020) comprising ∼85 million
mutations from 4,645 patients and compared with SigProfilerExtractor, considered the state
of art for de novo extraction of mutational signatures (Islam et al., 2022), and the Zhou–
Cong–Chen model. Since we expected around 5–10 signatures to be present per sample,
we set γ0 = 10 and other hyperparameters η = e0 = f0 = 1 for both the Zhou–Cong–Chen
and our model and used the greedy layer-wise training procedure (Sec. S4.1, Supplementary
Material). Although the test-set likelihood indicated that the chains of both models had not
yet fully converged, we halted computation due to the large computation time (a total of 77
and 78 GPU days for MBN and PGBN, respectively). Since the chains were initialised with
overdispersed values (compared to the posterior), pre-mature termination of the Markov
chains overestimates between-chain variance compared to the “true” posterior. That is,
our uncertainty estimates are conservative. Nevertheless, both the Zhou–Cong–Chen and
our model more accurately attribute mutations than SigProfilerExtractor (Table 1). As
expected, both belief networks score comparably with similar architecture.

Next, we constructed robust consensus meta-mutational signatures (i.e., topics ϕ
(2)
vk from

the second layer) from the MBN (Appendix S4.2) that capture co-occurrence of mutational
signatures in patients. This resulted in four meta-signatures denoted k = M1, . . . ,M4

(Fig. 4).
In brief, the following co-occurrence patterns were identified (an in-depth analysis is pro-

vided in the Supplementary Material, Sec. S4.3). M1 describes the combination of replica-
tive DNA polymerase ϵ (POLE) damage and mismatch-repair deficiency (MMR) (Fig. 4,
first row, left column). Tumours with an ultra-hypermutated phenotype (≥ 100 mutations
Mb−1) are often characterised by these joint disruptions in MMR and POLE (Hodel et al.,
2020). Meta-signature M2 primarily captures, presumably, oxidative stress. To a lesser
extent, M2 also captures a signature implicated in BRCA1 and BRCA2 dysfunction in
breast cancer (Nik-Zainal et al., 2016) which are believed to originate from (uncorrected)
replication errors (Singh et al., 2020). Meta-signature M3 is marked by components with a
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Figure 4: Posterior of four meta-mutational signatures ϕ
(2)
vk (labelled k = M1, . . . ,M4) in

terms of COSMIC v3.3 mutational signatures v = SBS1, . . . ,SBS94 (left column)

and its projection
∑SBS94

v=SBS1 ϕ
(1)
lv ϕ

(2)
vk onto tri-nucleotide single base substitutions l

(right column). Bars indicate the average and 95% quantile range of the posterior
samples. On the left, mutational signatures exceeding three times the uniform
probability have been marked in bold red.
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pronounced transcriptional strand bias. It contains mutation patterns believed to be related
to transcription-coupled nucleotide excision repair (Alexandrov et al., 2020), aging (Alexan-
drov et al., 2015), and aristolochic acid exposure (Hoang et al., 2013; Poon et al., 2013; Nik-
Zainal et al., 2015). Finally, M4 describes the co-occurrence of several, seemingly disparate,
mutational signatures. Some are of known aetiology such as ultraviolet light (Nik-Zainal
et al., 2015; Hayward et al., 2017), thiopurine chemotherapy exposure (Li et al., 2020a),
and damage by the Escherichia coli bacterium (Pleguezuelos-Manzano et al., 2020; Boot
et al., 2020). But M4 also describes the co-occurrence with several signatures of unknown
aetiology.

5. Discussion & Conclusion

In this paper, we proposed a multi-layer (“deep”) extension of latent Dirichlet allocation
designed to model healthcare data, extending the Zhou–Cong–Chen PGBN model (Zhou
et al., 2016). The principal difference is that the observed data are multinomial instead
of Poisson distributed: the number of observations per sample is considered fixed (i.e.,
conditioned on). In addition to being a practical choice for modelling common data types
encountered in healthcare data, it trivially allows for modelling missingness. The model’s
weights are generated by a Dirichlet and therefore normalized as probabilities, while the
dispersion at each layer is controlled by a single concentration parameter to allow sharing
of statistical strength between samples, similar to the approach taken in the hierarchical
Dirichlet process (Teh et al., 2006). In the Zhou–Cong–Chen model, Gibbs sampling was
achieved by augmentation with Poisson counts throughout the network; the posterior is then
sampled by exploiting an alternative factorization of distributions involving an overdispersed
Poisson [negative binomial distribution, Eq. (1)]. In our model, we instead augment with
multinomials. Similar to the Zhou–Cong-Chen case, this results in overdispersed (namely
Dirichlet-)multinomials, and we achieve posterior sampling by developing an analogous
factorization, separating the overdispersed distribution’s mean and dispersion parameters
and representing their posterior evidence as latent observations from a multinomial and a
Chinese restaurant table distribution respectively (Theorem 1). In this way, we can treat
the multinomial variable as a (latent) observation generated by the layer above so that
the process can continue upwards, while we obtain the posterior of the CRT governing the
dispersion for this layer using techniques introduced by Escobar and West (1995) and Teh
et al. (2006).

As we show using handwritten digits, the hierarchical setup allows the model to discover
different levels of abstractions in the data. We then applied our model to mutations in cancer
and identified four meta-signatures describing the co-occurrence of mutagenic processes in
cancer. To our knowledge, this is the first time such a first-principles characterisation of
mutagenic processes in cancer has been described (two recent works Serrano Colome et al.
(2023); Yaacov et al. (2024) explored an alternative approach, by building neural inference
networks).

Our work focuses on the multinomial-distributed outcome variables, given their natu-
ral fit for modelling categorical and count variables frequently encountered in the domain
of healthcare. As a versatile building block, the multinomial can be used to model real-
valued, ordinal, and censored observations using augmentation techniques (unpublished
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work), enabling it to accommodate the heterogeneous nature of health data within a uni-
fied framework. By taking a fully Bayesian approach our model is inherently robust against
overfitting, which is of particular interest for applications in healthcare where data is often
sparse, data collection is expensive, and avoiding spurious associations is crucial. In complex
diseases, like type-1 diabetes and heart disease, patient populations are often highly het-
erogeneous in clinical presentation and underlying disease mechanisms (Cordell and Todd,
1995; Poulter, 1999). Topic modelling approaches such as latent Dirichlet allocation have
been frequently used to model such complexities (Lu et al., 2016; Li et al., 2020b; Ahuja
et al., 2020; Breuninger et al., 2021; Zhang et al., 2023), but disregard interactions between
topics. MBNs can model topics and their interactions across multiple layers, capturing
more intricate relationships between patient (sub)populations in terms of their risk factors,
disease mechanisms, and clinical presentation. Our approach is also well suited for decom-
posing ’omics data such as gene expression data, metabolic profiles, and mutation profiles,
all representable as counts. While these data are usually analysed using non-negative matrix
factorisation (NMF), like in cancer (Hamamoto et al., 2022), MBNs are able to capture the
layered complexity of these datasets. In addition to avoiding overtraining, inferences under
the MBN model come with uncertainty estimates. Initiatives like the 100k genomes project
aim to integrate signature analysis into standard patient care (Everall et al., 2023), under-
scoring the importance of reliable deconvolution and uncertainty quantification to support
treatment decisions.

A technical contribution of this paper is the relation between the Dirichlet-multinomial
distribution, the Chinese restaurant table distribution and the Polya urn scheme presented
in Theorem 1, which to the best of our knowledge is novel. In addition, in the Supplement
we present a comprehensive review of the Zhou–Cong–Chen model, which otherwise is
described across several technical papers; we hope this is useful as an introduction to this
elegant model.

Limitations Scaling up to large datasets remains challenging using our Gibbs sampling
approach, despite our GPU implementation that can run on multiple accelerators using
JAX (Bradbury et al., 2018). Approximate Markov chain Monte Carlo (Ma et al., 2015)
and hybrid approaches (Zhang et al., 2018, 2020) are an attractive middle-ground between
exact and approximate inference that can scale deep probabilistic models to large datasets.
We leave this problem for future work.

Code and Data availability Code is available from https://gitlab.com/hylkedonker/

mubelnet under the MIT license.
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Max Welling, Andrew Gordon Wilson, and Ruqi Zhang. Position paper: Bayesian deep
learning in the age of large-scale ai, 2024.

Andrew Patterson, Abdurrahman Elbasir, Bin Tian, and Noam Auslander. Computational
methods summarizing mutational patterns in cancer: Promise and limitations for clinical
applications. Cancers, 15(7):1958, 2023.
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Supplemental Materials for Multinomial belief networks for healthcare
data

S1. Preliminaries

A sampling strategy for a Bayesian network involves a series of marginalization and augmen-
tation steps, with relations between distributions that can be summarized by factorizations
such as

p(x)p(y|x) = p(y)p(x|y), (S1)

which implies p(x) =
∫
p(y)p(x|y)dy, a relation that can be used either to marginalize y or

to augment with y. The first factorization we use involves the Poisson distribution. Let

xj ∼ Pois(λj); y = xj , (S2)

where underlined indices denote summation, xj :=
∑

j xj , and we write vectors as {xj}j ,
dropping the outer index j when there is no ambiguity. Then y is also Poisson distributed,
and conditional on y the xj have a multinomial distribution:

y ∼ Pois(λj); {xj} ∼ Mult(y, {λj/λj}). (S3)

This is an instance of (S1) if the deterministic relationship y = xj is interpreted as the
degenerate distribution p(y|{xj}) = δxj ,y. Distributions hold conditional on fixed values of

variables that appear on the right-hand side; for instance the distribution of {xj} in (S3) is
conditional on both {λj} and y, while in (S2) xj is conditioned on λj only.

The negative binomial distribution can be seen as an overdispersed version of the Poisson
distribution, in two ways. First, we can write it as a gamma-Poisson mixture. The joint
distribution defined by

λ ∼ Gam(a, c); x ∼ Pois(qλ), (S4)

is the same as the joint distribution defined by

x ∼ NB(a,
q

q + c
); λ ∼ Gam(a+ x, c+ q), (S5)

also showing that the gamma distribution is a conjugate prior for the Poisson distribution.
Note that we use the shape-and-rate parameterization of the gamma distribution.

The negative binomial can also be written as a Poisson-Logarithmic mixture Zhou and
Carin (2015). Let Log(p) be the distribution with probability mass function

Log(k; p) =
−1

ln(1− p)

pk

k
,

where 0 < p < 1, and define n ∼ SumLog(l, p) by ui ∼ Log(p) for i = 1, . . . , l, and
n =

∑l
i=1 ui. Then, the joint distribution over l and n defined by

n ∼ NB(a, p); l ∼ CRT(n, a), (S6)

is the same as
l ∼ Pois(−a ln(1− p)); n ∼ SumLog(l, p), (S7)
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where CRT is the Chinese restaurant table distribution Antoniak (1974). This factorization
allows augmenting a gamma-Poisson mixture (the negative binomial n) with a pure Poisson
variate l, which is a crucial step in the deep Poisson factor analysis model. For an extension
of the model we will need a similar augmentation of a Dirichlet-multinomial mixture with
a pure multinomial. It can be shown (see S1.1 below) that the joint distribution over {xk}
and {yk} defined by

{xk} ∼ DirMult(n, {λk}); yk ∼ CRT(xk, λk); m = yk (S8)

is the same as the joint distribution over {xk} and {yk} defined by

m ∼ CRT(n, λk); {yk} ∼ Mult(m, {λk}); {xk} ∼ Polya(n, {yk}), (S9)

Here Polya(n, {yk}) is the distribution of the contents of an urn after running a Polya
scheme (drawing a ball, returning the drawn ball and a new identically colored one each
time, until the urn contains n balls), where the urn initially contains yk balls of color k. It
is straightforward to see that Polya(n, {yk}) = {yk}+DirMult(n−m, {yk}).

S1.1. Proof of Dirichlet-multinomial-CRT factorization (Theorem 1; eqs.
(S8)-(S9))

A draw from a Dirichlet-multinomial is defined by

{pj} ∼ Dir({λj}); {xj} ∼ Mult(n, {pj}); {xj} ∼ DirMult(n, {λj})

By building up a draw from the multinomial as n draws from a categorical distribution and
using Dirichlet-multinomial conjugacy we get the Polya urn scheme,

{x(1)j } ∼ Mult(1, {λj}); {x(i+1)
j } ∼ {x(i)j }+Mult(1, {λj + x

(i)
j }),

where xj = x
(n)
j and to simplify notation we dropped the normalization of the multino-

mial’s probability parameter. This scheme highlights the overdispersed or ”rich get richer”
character of the Dirichlet-multinomial mixture distribution.

For the proof of (S8)-(S9), recall that a draw from the Chinese Restaurant Table distri-
bution t ∼ CRT(n, λ) is generated by a similar scheme. Starting with an urn containing a
single special ball with weight λ, balls are drawn n times, and each time the drawn ball is
returned together with a new, ordinary ball of weight 1. The outcome t is the number of
times the special ball was drawn.

Now return to the Polya urn scheme above and let the initial j-colored balls of weight
λj be made of iron, let j-colored balls that are added because an iron j-colored ball was
drawn be made of oak, and let other balls be made of pine. Wooden balls have weight 1
and all balls are drawn with probability proportional to their weight. Let xj be the final
number of j-colored wooden balls in the urn, let yj be the final number of j-colored oak
balls, and m the final number of oak balls of any color.

Using the equivalence between the Polya urn scheme and the Dirichlet multinomial we
see that {xk} follow a Dirichlet multinomial distribution with parameters n and {λj}. By
focusing on material and ignoring color, we see that m follows a CRT distribution with
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parameters n and λj . Similarly, focusing only on j-colored balls shows that conditional on
xj , yj again follows a CRT distribution, with parameters xj and λj , since the only events of
interests are drawing a j-colored iron or wooden ball, which have probabilities proportional
to λj and 1 respectively. Since iron balls are drawn with probability proportional to their
weight, conditional on m the distribution over colors among the m oak balls is multinomial
with parameters m and {λj}. Finally, conditional on knowing the number and color of
the oak balls {yj}, the process of inserting the remaining pine balls is still a Polya process
except that events involving drawing iron balls are now forbidden, so that the distribution
of pine balls {xj−yj} is again a Dirichlet-multinomial but with parameters n−m and {yj}.
This proves (S8) and (S9).

S1.2. Sampling the concentration parameters of a Dirichlet distribution

In models similar to the one considered here, the concentration parameters of a Dirichlet
distribution are often kept fixed Blei et al. (2003); Zhou et al. (2012, 2016) or inferred by
maximum likelihood Minka and Lafferty (2002). The factorization above makes it possi-
ble to efficiently generate posterior samples from the concentration parameters, under an
appropriate prior and given multinomial observations driven by draws from the Dirichlet.
The setup is

α ∼ Gam(a, b); {ηk} ∼ Dir({η0k});
{xjk}k ∼ DirMult(nj , {αηk}k); yjk ∼ CRT(xjk, αηk); mj = yjk. (S10)

where we have written the concentration parameters as the product of a probability vector
{ηk} and a scalar α; these will be given Dirichlet and Gamma priors respectively. By the
factorization above this is the same joint distribution as

α ∼ Gam(a, b); {ηk} ∼ Dir({η0k});
mj ∼ CRT(nj , α); {yjk}k ∼ Mult(mj , {ηk}); {xjk}k ∼ Polya(nj , {yjk}k). (S11)

The numbers mj represent the total number of distinct groups in a draw from a Dirichlet
process, given the concentration parameter α Teh et al. (2006). Evidence for the value of α
is encoded in the (unobserved) mj , which in turn are determined by the (unobserved) yjk
which sort the unobserved groups into K separate subgroups conditional on the observed
counts xjk. The likelihood of the number of distinct groups m in a draw from a Dirichlet
process given the concentration parameter α and total number of draws n is the probability
mass function of the CRT distribution,

p(m|α, n) = s(n,m)αm Γ(α)

Γ(α+ n)
, (S12)

where s(n,m) are unsigned Stirling numbers of the first kind Antoniak (1974); Teh et al.
(2006). By multiplying over observations j a similar likelihood is obtained for multiple
observations, together with a gamma prior on α results in a posterior distribution that we
refer to as the CRT-gamma posterior:

α ∼ Gam(a, b); mj ∼ CRT(nj , α); α ∼ CRTCP(mj , {nj}j , a, b), (S13)
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where CRTCP(α|m, {nj}j , a, b) ∝ Gam(α|a, b)αm
∏

j
Γ(α)

Γ(α+nj)
Teh et al. (2006). A sampling

scheme for α for the likelihood (S12) and a Gamma prior was devised by Escobar and West
(1995), and was extended by Teh et al. (2006) to the case of multiple observations (S13).
Finally, the multinomial distribution of {yjk}k is conjugate to the Dirichlet prior on {ηk}
leading to

{ηk} ∼ Dir({η0k}); {yjk}k ∼ Mult(mj , {ηk}k); {ηk} ∼ Dir({η0k + yjk}). (S14)

S1.3. Sampling parameters of the gamma distribution

If a Poisson-distributed observation with rate proportional to a gamma-distributed vari-
able is available, we can use conditional conjugacy to sample the posterior of the gamma
parameters. Suppose that

α ∼ Gam(a0, b0); β ∼ Gam(e0, f0); θ ∼ Gam(α, β); m ∼ Pois(qθ),

and that θ is not observed, but the countm is. Marginalizing θ we getm ∼ NB(α, q/(q+β)).
Augmenting with x ∼ CRT(m,α) and using (S6) and (S7) we find that x ∼ Pois[α ln(1 +
q/β)]. Using gamma-Poisson conjugacy gives the mutually dependent update equations

x ∼ CRT(m,α); α ∼ Gam(a0 + x, b0 + ln (1 + q/β)). (S15)

As posterior for θ given m we get θ ∼ Gam(α+m,β+ q); augmenting with θ and using the
gamma-gamma conjugacy

β ∼ Gam(e0, f0); θ ∼ Gam(α, β); β ∼ Gam(e0 + α, f0 + θ). (S16)

results in the mutually dependent update equations

θ ∼ Gam(α+m,β + q); β ∼ Gam(e0 + α, f0 + θ). (S17)

S2. Gamma belief network

Since many of the techniques of the Gamma belief network of Zhou et al. Zhou et al. (2016)
apply to the multinomial belief network, we start by summarising and reviewing their
method in some detail. We stay close to their notation, but have made some modifications
where this simplifies the future connection to the multinomial belief network.

S2.1. Backbone of feature activations

The backbone of the model is a stack of Gamma-distributed hidden units θ
(t)
vj , where the

last unit parameterizes observed counts xvj following the Poisson distribution, one for each
sample j and feature v. The generative model is

a
(T+1)
vj = rv, (S18)

θ
(t)
vj ∼ Gam(a

(t+1)
vj , c

(t+1)
j ), t = T, . . . , 1 (S19)

a
(t)
vj =

Kt∑
k=1

ϕ
(t)
vkθ

(t)
kj , t = T, . . . , 1 (S20)

xvj ∼ Pois(a
(1)
vj ). (S21)
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For T = 1 we only have one layer, and the model reduces to xvj = Pois([ϕθϕθϕθ]vj), called Poisson
Factor Analysis Zhou et al. (2012). For multiple layers, the features θθθ(t+1) on layer t + 1
determine the shape parameters of the gamma distributions on layer t through a connection
weight matrix ϕϕϕ(t+1) ∈ RKt×Kt+1 , so that ϕϕϕ(t+1) induces correlations between features on
level t. The lowest-level activations aaa(1) are used to parameterize a Poisson distribution,
which generates the observed count variables xvj for individual (document, observation) j.

Below we will treat rv and c
(t)
j as random variables and targets for inference, but for now,

we consider them as fixed parameters and focus on inference of ϕϕϕ(t) and θθθ
(t)
j . We will assume

that
∑

v ϕ
(t)
vk = 1, which later on is enforced by Dirichlet priors on ϕϕϕk.

This model architecture is similar to a T -layer neural network, with aaa(t) playing the role
of activations that represent the activity of features (topics, factors) of increasing complexity
as t increases. In the remainder, we use the language of topic models, so that xvj is the

number of times word v is used in document j, and ϕ
(1)
vk is the probability that word v

occurs in topic k. This is for the lowest level 1; we will similarly refer to level-t topics and
level-t “words”, the latter representing the activity of corresponding topics on level t− 1.

Different from Zhou et al. (2016) we use a Gamma-distributed variate c
(2)
j as rate pa-

rameter of the gamma distribution for θ(1), instead of p
(2)
j /1 − p

(2)
j where p

(2)
j has a Beta

distribution; we will come back to this choice below.

S2.2. Augmentation with latent counts

We review Zhou’s augmentation and marginalization scheme that enables efficient inference
for this model. First, introduce new variables

x
(t)
vj ∼ Pois(q

(t)
j a

(t)
vj ), t = 1, . . . , T + 1 (S22)

where we set q
(1)
j = 1 so that we can identify x

(1)
vj with the observed counts xvj ; the q

(t)
j for

t > 1 will be defined below. Using (S2)-(S3) we can augment x
(t)
vj as

y
(t)
vjk ∼ Pois(q

(t)
j ϕ

(t)
vkθ

(t)
kj ); (S23)

x
(t)
vj = y

(t)
vjk. (S24)

The counts y
(t)
vjk represent a possible assignment of level-t words to level-t topics. Marginal-

izing over v and using (S2)-(S3) again we get the augmentation

m
(t)
jk := y

(t)
vjk ∼ Pois(q

(t)
j θ

(t)
kj ); (S25)

y
(t)
vjk = Mult(m

(t)
jk , {ϕ

(t)
vk}v). (S26)

since ϕ
(t)
vk = 1. These counts represent level-t topic usage in document j. Now, marginalizing

θθθ(t) turns m
(t)
jk into an overdispersed Poisson distribution; from (S19) we see that θθθ(t) is

Gamma distributed, so it becomes a negative binomial:

m
(t)
jk ∼ NB(a

(t+1)
kj , q

(t)
j /(q

(t)
j + c

(t+1)
j )), (S27)

5



Multinomial belief networks

using (S4) and (S5). This gives us a count variable that is parameterized by the activation
of the layer above t, but one which follows a negative binomial distribution rather than a
Poisson distribution (S22). However, using (S6) and (S7) we can augment once more to
write the negative binomial as a Poisson-Logarithmic mixture:

x
(t+1)
kj ∼ Pois(a

(t+1)
kj ln

q
(t)
j + c

(t+1)
j

c
(t+1)
j

); m
(t)
jk ∼ SumLog(x

(t+1)
kj ,

q
(t)
j

q
(t)
j + c

(t+1)
j

), (S28)

so that x
(t+1)
kj agrees with (S22) if we choose

q
(t+1)
j := ln

q
(t)
j + c

(t+1)
j

c
(t+1)
j

. (S29)

This allows us to continue the procedure for layer y + 1, and so on until t = T , sampling

augmented variables y
(t)
vjk, m

(t)
jk and x

(t+1)
kj for t = 1, . . . , T .

S2.3. Alternative representation as Deep Poisson Factor model

The procedure described in section S2.2 not only augments the model with new counts but
also integrates out θθθ(t). This provides an alternative and equivalent representation as a

generative model. Starting from a
(t+1)
kj we can use (S28), (S26) and (S24) to sample x

(t+1)
kj ,

m
(t)
jk , y

(t)
vjk, and finally x

(t)
vj . Continuing downwards this shows how to eventually generate

the observed counts x
(1)
vj using count variables, while θθθ(t) is integrated out. Explicitly, the

generative model becomes

x
(t+1)
kj ∼ Pois(q

(t+1)
j a

(t+1)
kj );

m
(t)
jk ∼ SumLog(x

(t+1)
kj , 1− e−q

(t+1)
j ); {y(t)vjk}v ∼ Mult(m

(t)
jk , {ϕ

(t)
vk}v); x

(t)
vj := y

(t)
vjk.

(Note that throughout we condition on q
(t)
j for all t, and therefore on all c

(t)
j as well; we also

haven’t specified how to sample ϕ
(t)
vk yet.) This equivalent generative process motivates the

name Deep Poisson Factor Analysis. The two alternative schemes are shown graphically in
figure S1.

S2.4. Sampling per-document latent variables

The derivation above can be used to sample the latent counts conditional on observations
(and parameters ϕϕϕ, θθθ and rrr), from layer 1 upwards. These steps are,

y
(t)
vjk ∼ Mult(x

(t)
vj , {ϕ

(t)
vkθ

(t)
kj }k); (S30)

m
(t)
jk = y

(t)
vjk; (S31)

x
(t+1)
kj ∼ CRT(m

(t)
jk , a

(t+1)
kj ), (S32)

where for (S30) we used (S2)-(S3) and (S23)-(S24); and for (S32) we used (S6)-(S7) and

(S27)-(S28). Note that after the last step x
(t+1)
kj is no longer conditioned on θ

(t)
kj because it
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aaa(3)

θθθ(2)

aaa(2)

θθθ(1)

aaa(1)ϕϕϕ(1)

ccc(3)

ccc(2)

xxx(3) qqq(3)

xxx(2) qqq(2)

xxx(1) qqq(1)

ϕϕϕ(2)

a. b. aaa(3) xxx(3) qqq(3)

mmm(2)

yyy(2)

xxx(2)

mmm(1)

yyy(1)

xxx(1)

ccc(3)

ccc(2)

ϕϕϕ(2)

ϕϕϕ(1)

qqq(2)

qqq(1)

Figure S1: Two equivalent generative models for a count variable xxx(1) from the Poisson
gamma belief network, using (a) a tower of real-valued latent variables θθθ, aaa, or
(b) latent countsmmm, yyy, xxx. Blunt arrows indicate deterministic relationships. The
variable qqq(1) is a dummy and has a fixed value 1. The counts xxx(t) and variables
qqq(t), t > 1, in the left representation, are included for clarity (and have the same
distribution as the variables in the right model) but are not used to generate
the outcome xxx(1), and so can be marginalized out.
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is integrated out, however, explicit values for θ
(t)
kj are used in (S30). To sample new values

for θ
(t)
kj , we use Gamma-Poisson conjugacy (S4)-(S5) on (S19) and (S25) to get

θ
(t)
kj ∼ Gam(a

(t+1)
kj +m

(t)
kj , c

(t+1)
j + q

(t)
j ). (S33)

In order to sample the final set of per-document variables, the inverse scaling parameters

c
(t)
j , we first need to integrate out q

(t)
j since it depends on c

(t)
j via (S29). That means we also

need to integrate out x
(t)
vj and m

(t−1)
jk which both depend on q

(t)
j , as well as y

(t−1)
vjk because

of the deterministic relationship (S25). We do not need to marginalize other variables as
xxx(t−1) and its dependents are conditionally independent of xxx(t) given θθθ(t−1), as can be seen

from figure 2a. Once xxx(t), mmm(t−1) and yyy(t−1) are integrated out, θ
(t−1)
vj is related to c

(t)
j solely

through (S19), and marginalizing this over v we get

θ
(t−1)
vj ∼ Gam(a

(t)
vj , c

(t)
j ), (t = 2, . . . , T + 1).

where a
(t)
vj = θ

(t)
kj for t = 2, . . . , T , and a

(T+1)
vj = rv. The conjugate prior for a gamma like-

lihood with fixed shape parameter is a gamma distribution again. This gives the following

prior and posterior distributions for c
(t)
j :

c
(t)
j ∼ Gam(e0, f0); c

(t)
j ∼ Gam(e0 + a

(t)
vj , f0 + θ

(t−1)
kj ). (t = 2, . . . , T + 1) (S34)

As an aside, note that it is possible to integrate out ϕϕϕ(1) and θθθ(1), in the same way as is
done in the collapsed Gibbs sampler for the LDA model. This is done in Zhou et al. (2016)
and may lead to faster mixing. However, if we do that no θθθ(1) is available to construct a
posterior for ccc(2) as in (S34). Instead, (S27) can be used:

m
(1)
jk ∼ NB(a

(2)
kj , 1/(1 + c

(2)
j )),

using that q
(1)
j = 1. Using the beta-negative binomial conjugacy, we can write

p(2) ∼ Beta(a0, b0); p(2) ∼ Beta(a0 + a
(2)
kj , b0 +m

(1)
jk ),

where we defined

p(2) := (1 + c
(2)
j )−1, so that c

(2)
j = (1− p(2))/p(2),

which gives ccc(2) a Beta distribution of the second kind. We cannot similarly integrate out
θθθ(t) and ϕϕϕ(t) for t > 1 as already for collapsed Gibbs sampling, values for θθθ(2) and ϕϕϕ(2) are
necessary to define the prior on θθθ(1).

S2.5. Sampling ϕ and r

It remains to sample the model-level parameters ϕ
(t)
vk , η

(t)
v , and rv. For ϕϕϕ we marginalize

(S26) over j and, noting that the multinomial is conjugate to a Dirichlet, we use a Dirichlet
prior for ϕϕϕ to obtain the update equations

{ϕ(t)
vk}v ∼ Dir({η(t)v }v); {y(t)vjk}v ∼ Mult(m

(t)
jk , {ϕ

(t)
vk}v); {ϕ(t)

vk}v ∼ Dir({η(t)v + y
(t)
vjk}v).
(S35)
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To sample {η(t)v }, we integrate out ϕ
(t)
vk and consider x

(t)
vjk as a draw from a Dirichlet-

multinomial distribution with parameters α(t)η
(t)
v where the factors α(t) and {η(t)v } have

Gamma and Dirichlet priors respectively, as in (S10). This results in the following update
equations,

α(t) ∼ Gam(a, b); {η(t)v }v ∼ Dir({ηv,0}v); {y(t)vjk}v ∼ DirMult(m
(t)
jk , {α

(t)ηtv}v);

z
(t)
vk ∼ CRT(y

(t)
vjk, α

(t)η(t)v ); α ∼ CRTCP(z
(t)
vk , {m

(t)
jk }k, a, b); {η(t)v }v ∼ Dir({ηv,0 + z

(t)
vk }v).
(S36)

For rv we use (S28) and (S29) for t = T , marginalize j, and use gamma-Poisson conju-
gacy to get update equations

rv ∼ Gam(γ0/KT , c0); x
(T+1)
vj ∼ Pois(rvq

(T+1)
j ); rv ∼ Gam(γ0/KT+x

(T+1)
vj , c0+q

(T+1)
j )

(S37)

S2.6. Sampling strategy

It is helpful to think of the model as organised as an alternating stack of layers, one taking
inputs aaa and ccc and using the gamma distribution to produce an output θθθ; and one taking θθθ
and edge weights ϕϕϕ to produce an activation aaa. During inference, the model also uses latent
variables xvj , yvjk, mjk and qj . Inference proceeds in two main stages. First, the qqq(t) are
calculated, followed by augmentation with the yyy, mmm and xxx(t) (t ≥ 2) count variables going
up the stack, while marginalising ϕϕϕ, and also updating the ϕϕϕ variables. After updating the
parameter rrr, the second stage involves updating ccc and θθθ going down the stack, while the
augmented count variables are dropped again. Table S1 provides a detailed overview.

S3. Multinomial observables

S3.1. Deep Multinomial Factor Analysis

To model multinomial observations, we replace the Poisson observables with a multinomial
and, for each sample j, we swap out the gamma-distributed hidden activations for Dirichlet

samples {θ(t)vj }v. The generative model is

a
(T+1)
vj = rv, (S38)

{θ(t)vj }v ∼ Dir({c(t+1)a
(t+1)
vj }v), t = T, . . . , 1 (S39)

a
(t)
vj =

Kt∑
k=1

ϕ
(t)
vkθ

(t)
kj , t = T, . . . , 1 (S40)

{xvj}v ∼ Mult(nj , {a(1)vj }v). (S41)

Missing from this model definition are the specification of the prior distributions of rv
and c(t); these are introduced in section S3.2 but are considered fixed in this section. The
variables c(t), t = 2, . . . , T + 1 set the scale of the Dirichlet’s concentration parameters

which modulate the variance of θ
(t−1)
vj across documents j. Different from the PGBN model

9
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�� ��factor-layer 1
�� ��factor-layer 2�� ��gamma layer 1

�� ��gamma layer 2

Stage Eq. (Eq.) x1 q1 a1 ϕ1 y1 θ1 m1 c2 x2 q2 a2 ϕ2 y2 θ2 m2 c3 x3 q3 r

O 1 x x - x - x - - x x - x - x - - x

0 (all t) (S29) (S55) O 1 x x - x - x - U x x - x - x - U x
1 (t=1) (S30) (S52) O 1 x x S x - x - x x x - x - x - x x

2 (t=1) (S35) (S35) O 1 - S x x - x - x x x - x - x - x x

3 (t=1) (S31) (S53) O 1 - x x x U x - x x x - x - x - x x
4 (t=1) (S32) (S54) O 1 - x x - x x S x x x - x - x - x x

1 (t=2) (S30) (S52) O 1 - x x - x x x x x x S x - x - x x

2 (t=2) (S35) (S35) O 1 - x x - x x x x - S x x - x - x x

3 (t=2) (S31) (S53) O 1 - x x - x x x x - x x x U x - x x
4 (t=2) (S32) (S54) O 1 - x x - x x x x - x x - x x S x x

r (S37) (S58) O 1 - x x - x x x x - x x - x x x x S
5 (t=2) (S33) (S56) O 1 - x x - x x x x - x x S x x x x x

6 (t=2) (S34) (S57) O 1 - x x - x x x x - x - x - S - - x

7 (t=2) (S20) (S40) O 1 - x x - x x x x U x - x - x - - x

5 (t=1) (S33) (S56) O 1 - x x S x x x x x x - x - x - - x

6 (t=1) (S34) (S57) O 1 - x - x - S - - x x - x - x - - x

7 (t=1) (S20) (S40) O 1 U x - x - x - - x x - x - x - - x

Table S1: Variable instantiation and marginalisation during inference. Upper indices denote
layer number (without parentheses). Lower indices are suppressed. All variables
include the observation index j except for r and ϕ. The symbols 1, −, O, x,
S, and U denote the value 1; marginalized; observed; instantiated; sampled;
and deterministically updated respectively. Boxed symbols denote dependencies
(either on an instantiated value, or on the corresponding variable having been
marginalized). Inference of η(t), the parameter of the Dirichlet prior for ϕ(t),
not shown. Equation numbers refer to Gamma-Poisson model (left column) and
multinomial belief network (right column; replace columns labeled ”q” with ”n”).

10



Multinomial belief networks

we choose one c(t) per dataset instead of one per sample j, reducing the number of free
parameters per sample, and allowing the variance across samples to inform the c(t). Similar
to the PGBN, the first step towards a posterior sampling procedure involves augmentation
and marginalization. First, we introduce new variables

{x(t)vj }v ∼ Mult(n
(t)
j , {a(t)vj }v), t = 1, . . . , T + 1 (S42)

where we set n
(1)
j := nj and we identify xvj with x

(1)
vj ; below we define n

(t)
j for t > 1. We

can augment x
(t)
vj as

{y(t)vjk}vk ∼ Mult(n
(t)
j , {ϕ(t)

vkθ
(t)
kj }vk); x

(t)
vj = y

(t)
vjk; (S43)

Marginalizing y
(t)
vjk over v results in the augmentation

{m(t)
jk }k := y

(t)
vjk ∼ Mult(n

(t)
j , {θ(t)kj }k); (S44)

{y(t)vjk}v ∼ Mult(m
(t)
jk , {ϕ

(t)
vk}v). (S45)

where (S44) holds since ϕ
(t)
vk = 1. Now marginalizing over θ

(t)
kj in (S44) results in a Dirichlet-

multinomial, an overdispersed multinomial that plays a role similar to the negative binomial
as an overdispersed Poisson for the PGBN:

{m(t)
jk }k ∼ DirMult(n

(t)
j , {c(t+1)a

(t+1)
kj }k). (S46)

To augment this overdispersed multinomial with a pure multinomial, so that we can continue
the augmentation in the layer above, we use (S8)–(S9):

n
(t+1)
j ∼ CRT(n

(t)
j , c(t+1)); (S47)

{x(t+1)
kj }k ∼ Mult(n

(t+1)
j , {a(t+1)

kj }k); (S48)

{m(t)
jk }k ∼ Polya(n

(t)
j , {x(t+1)

kj }k), (S49)

where in the first line we used that a
(t+1)
kj = 1, because ϕ

(t+1)
vk = θ

(t+1)
kj = 1. Equation

(S47) recursively defines the distribution of the scale counts n
(t)
j for t > 1, which play a role

analogous to the q
(t)
j in the PGBN; these counts depend only on nj and are independent of

the observations x
(1)
vj that we condition on, depending only on the c(t

′), t′ ≤ t. Continuing

this procedure results in augmented counts y
(t)
vjk, m

(t)
jk and x

(t+1)
kj for t = 1, . . . , T .

With θ(t) integrated out, the emerging alternative generative model representation is a
deep multinomial factor model, as follows:

n
(t+1)
j ∼ CRT(n

(t)
j , c(t+1)); {x(t+1)

kj }k ∼ Mult(n
(t+1)
j , {a(t+1)

kj }k); (S50)

{m(t)
kj }k ∼ Polya(n

(t)
j , {x(t+1)

kj }k); {y(t)vjk} ∼ Mult(m
(t)
jk , {ϕ

(t)
vk}v); x

(t)
vj = y

(t)
vjk. (S51)

The two representations of the model are structurally identical to the two representations
of the PGBN shown in figure S1, except that q(t) are replaced by n(t).
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S3.2. Sampling posterior variables

To sample counts conditional on observations we use

{y(t)vjk}k ∼ Mult(x
(t)
vj , {ϕ

(t)
vkθ

(t)
kj }k); (S52)

m
(t)
jk = y

(t)
vjk; (S53)

x
(t+1)
kj ∼ CRT(m

(t)
jk , c

(t+1)a
(t+1)
kj ); (S54)

n
(t+1)
j = x

(t+1)
kj (S55)

similar to (S30)-(S31); for (S54) we used (S46)-(S49) and (S8)–(S9). To sample θ, use (S44),
(S39) and Dirichlet-multinomial conjugacy to get

{θ(t)kj }k ∼ Dir({c(t+1)a
(t+1)
kj +m

(t)
jk }k), (S56)

To sample the scaling factor c(t), we use the Chinese restaurant representation of n
(t)
j to-

gether with (S13):

c(t) ∼ Gam(e0, f0); n
(t)
j ∼ CRT(n

(t−1)
j , c(t)); c(t) ∼ CRTCP(n

(t)
j , {n(t−1)

j }j , e0, f0).
(S57)

where n
(t)
j = x

(t)
kj . Because the relationship (S45) between y

(t)
vjk and ϕ

(t)
vk is as in the PGBN

model, we sample ϕ(t) and its prior parameters using (S35)-(S36) as before, using a Dirichlet
prior on ϕ(t), and a gamma-Dirichlet prior on its concentration parameters. Finally, using
a Dirichlet prior for rv we have the update equations

{rv}v ∼ Dir({γ0/KT }v); {x(T+1)
vj }v ∼ Mult(n

(T+1)
j , {rv}v); {rv}v ∼ Dir({γ0/Kt + x

(T+1)
vj }v).

(S58)

S4. Experiments

S4.1. Greedy layer-wise training on mutational signatures

For both the single layer PGBN and MBN, four chains were run for 1700 Gibbs steps each.
Samples from the last 250 iterations, thinned every fifth sample, were collected for analysis
(leaving 50 samples per chain). Thereafter, an additional K2 = 78 latent component layer
was added on top of each respective model and the chains were run for 500 additional steps.
For the PGBN we inferred 38 latent components on the second layer (that is, out of all four

chains, the smallest number of empty signatures m
(2)
jk = 0). The top layer was subsequently

pruned back to 38 latent components and the chains were run for an additional 550 steps
collecting the last 250 samples thinned to 50 samples. The MBN, was (accidentally) run
slightly longer, for 750 steps, and we inferred 41 latent components. After pruning the
empty topics, 250 additional steps were collected and thinned for analysis. Overall, a total
of 77 days (78 days) of GPU time—divided across four nVidia A40 GPU devices—were
used to execute 2700 Markov steps per chain for the MBN (2800 steps for the PGBN).
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S4.2. Meta-signature construction

Consensus meta-signatures were determined by matching the topics of different chains to its’
centroid by repeatedly solving the optimal transport problem Murphy (2023) for the Jensen-
Shannon distance (JSD) Murphy (2023) using the Hungarian algorithm Crouse (2016) until
the centroid converged in terms of silhouette score Rousseeuw (1987), similar to Ref. Alexan-
drov et al. (2020). The centroid was initialised with restarting points coming from different
chains and the consensus meta-signatures that gave the best silhouette score were selected.
Finally, we selected robust meta-signatures by choosing those centroids where the JSD
between the closest signature was no less than 0.25 across all chains, leaving four meta-
signatures in total (named, M1 through M4). For completeness, we list all 37 other meta
signatures in Figs. S3–S5. While completely inactive meta signatures were pruned, seven
(out of the 41) signatures with a very small topic activity remained (to wit, M23, M26, M35,
M37-M40).

S4.3. Interpretation meta signatures M1, . . . ,M4

Here, we characterise the four meta signatures named M1 through M4. Summarising the

meta-signatures by entropy s(k) = −
∑78

v=1 ϕ
(2)
vk lnϕ

(2)
vk , we found that the posterior coverage

was low with an entropy-based effective sample size (Vehtari et al., 2021) of 11, 5, 6, and
6, respectively.

Next, we describe, per meta-signature, the (K1 = 78) mutational signatures, v, exceed-

ing three times uniform probability (i.e., ϕ
(2)
vk ≥ 3/K1, analogous to Zhou et al. (2016)) and

their biological interpretation.
M1 describes the co-occurrence of replicative DNA polymerase ϵ (POLE) damage (SBS10a,

SBS10b, and SBS28 (Li et al., 2018; Hodel et al., 2020), but not POLE associated SBS14 (Hodel
et al., 2020)) and mismatch-repair deficiency (MMR, SBS15 and SSB21 (Meier et al., 2018))
(Fig. 4, first row, left column). Tumours with an ultra-hypermutated phenotype (≥ 100 mu-
tations Mb−1) are often characterised by these joint disruptions in MMR and POLE (Hodel
et al., 2020). Combined, M1 describes a preference for altering C→A and T→Gwhen flanked
by a T on either side (Fig. 4, first row, right column).

Meta-signature M2 primarily captures, presumably, oxidative stress. Its constituents
SBS17a/b (Secrier et al., 2016) and SBS18 are thought to be related to guanine oxida-
tion, resulting in the formation of 8-Oxo-2’-deoxyguanosine (8-oxo-dG) (Nones et al., 2014;
Tomkova et al., 2018; Poetsch et al., 2018; Christensen et al., 2019); SBS18 is additionally
linked to hydroxyl radicals in culture (Kucab et al., 2019). Similar to clock-like signature
SBS1 (describing spontaneous deamination of 5-methylcytosine (Nik-Zainal et al., 2012;
Alexandrov et al., 2015)), damage due to 8-oxo-dG accumulates in the course of life (Nie
et al., 2013). To a lesser extent, M2 also captures SBS8, which is implicated in BRCA1
and BRCA2 dysfunction in breast cancer (Nik-Zainal et al., 2016) and believed to be (un-
corrected) replication errors (Singh et al., 2020). Characteristically, M2 prefers T→G and
T→A singlets with a contextual T on the right-hand side (Fig. 4, second row, right column).

Meta-signature M3 is marked by a pronounced transcriptional strand bias, includ-
ing signatures such as SBS5, SBS8, SBS12, SBS16 (Alexandrov et al., 2020), along with
SBS92 (Lawson et al., 2020) and SBS22 (Cosmic, 2023), with SBS40 being the exception. Its
primary constituent SBS12 is believed to be related to transcription-coupled nucleotide exci-
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Figure S2: Meta signatures M1–M4 replicate in the Poisson gamma belief network (PGBN).
The data shows the posterior average of the closest matching meta signatures
extracted from the PGBN.

sion repair (Alexandrov et al., 2020). The second largest contributor, SBS40, is a spectrally
flat, late-replicating (Singh et al., 2020), signature with spectral similarities to SBS5 (both
are related to age (Alexandrov et al., 2015)) and is believed to be linked to SBS8 (Singh
et al., 2020). According to COSMIC, some contamination between SBS5 and SBS16 may
be present (Tate et al., 2019; Cosmic, 2023); M3 is consistent with this observation. Fi-
nally, M3 also captures the co-occurrence with SBS22, which is canonically attributed to
aristolochic acid exposure (Hoang et al., 2013; Poon et al., 2013; Nik-Zainal et al., 2015).
Overall, M3 gives rise to a dense spectrum and inherits the quintessential depletion of C
substitutions when right-flanked by a G from SBS40 (Fig. 4, third row, right column).

Finally, M4 describes the co-occurrence of several, seemingly disparate, mutational sig-
natures of known and unknown aetiology. Of known cause are, SBS7b, linked to ultraviolet
light (Nik-Zainal et al., 2015; Hayward et al., 2017), SBS87 to thiopurine chemotherapy
exposure (Li et al., 2020) (although its presence has been reported in a thiopurine-naive
population (Donker et al., 2023)) and SBS88, related to colibactin-induced damage from
the Escherichia coli bacterium (Pleguezuelos-Manzano et al., 2020; Boot et al., 2020) (found
in various tissue types (Boot et al., 2020; Lee-Six et al., 2019; Pleguezuelos-Manzano et al.,
2020)). Concurrently, M4 comprises SBS12 (Alexandrov et al., 2020), SBS23 (Alexandrov
et al., 2015; Nik-Zainal et al., 2016), SBS37 (Alexandrov et al., 2020), SBS39 (Alexandrov
et al., 2020) and SBS94 (Islam et al., 2022), all of unknown cause. Jointly, these signatures
describe a dense spectrum with a slight tendency for C→T substitutions. Reassuringly,
meta-signatures M1, . . . ,M4 replicated independently in the PGBN (Fig. S2, Supplemen-
tary Material). To our knowledge, this is the first time a first-principles characterisation of
the organising principles of mutagenic processes in cancer has been carried out.
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M18

Figure S3: Posterior of meta-mutational signatures k = M5, . . . ,M18 for the multinomial
belief network (meta signatures k = M19, . . . ,M41 are listed in subsequent fig-

ures). In each panel, the total number of meta signature k counts m
(2)
kj (averaged

over the posterior samples) is indicated as a measure of topic loading.15



Multinomial belief networks
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Figure S4: Continuation of Fig. S3 listing k = M19, . . . ,M32 (meta signatures k =
M33, . . . ,M41 are listed in the subsequent figure).
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Multinomial belief networks
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Figure S5: Continuation of Figs. S3 and S4 listing k = M33, . . . ,M41.

Table S2: Summary statistics of the hyperparameter c(t).

mean sd hdi 3% hdi 97% mcse mean mcse sd ess bulk ess tail r hat

c(3) 0.298 0.036 0.230 0.351 0.016 0.012 5.0 12.0 3.10

c(2) 33.978 4.545 26.305 39.319 2.125 1.611 5.0 13.0 3.73
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Table S3: Summary statistics of the hyperparameter {rk} (top-level activation), per meta
signature k.

Meta-signature mean sd hdi 3% hdi 97% mcse mean mcse sd ess bulk ess tail r hat

M1 0.0005 0.0003 0.0000 0.0011 0.0001 0.0001 7.8437 45.1667 1.5635
M2 0.0274 0.0171 0.0051 0.0489 0.0080 0.0060 5.2076 25.3881 2.9207
M3 0.0462 0.0275 0.0180 0.0934 0.0129 0.0098 5.2138 35.0239 2.8226
M4 0.0023 0.0009 0.0008 0.0037 0.0003 0.0002 7.2637 57.5069 1.6368
M5 0.0090 0.0091 0.0014 0.0255 0.0043 0.0032 5.6255 42.9691 2.3436
M6 0.0174 0.0141 0.0025 0.0425 0.0066 0.0050 5.1255 18.2017 3.0118
M7 0.0086 0.0077 0.0009 0.0208 0.0036 0.0027 5.9037 37.2047 2.1290
M8 0.0047 0.0056 0.0006 0.0154 0.0026 0.0020 7.2067 56.4231 1.6564
M9 0.0807 0.0395 0.0297 0.1444 0.0185 0.0140 5.1425 33.8033 2.9455
M10 0.0173 0.0102 0.0033 0.0298 0.0047 0.0036 5.6516 25.2606 2.3022
M11 0.0424 0.0294 0.0070 0.0889 0.0137 0.0104 5.2041 39.3170 2.8706
M12 0.0125 0.0045 0.0049 0.0189 0.0020 0.0015 5.4742 18.1715 2.4575
M13 0.0119 0.0190 0.0000 0.0463 0.0089 0.0067 5.3522 42.5339 2.6005
M14 0.0121 0.0108 0.0000 0.0307 0.0051 0.0038 5.1627 23.8320 2.9830
M15 0.0139 0.0141 0.0000 0.0335 0.0066 0.0050 5.3330 24.4206 2.6387
M16 0.0094 0.0015 0.0066 0.0121 0.0005 0.0004 8.5465 70.0544 1.4770
M17 0.0007 0.0005 0.0000 0.0017 0.0002 0.0002 6.3390 41.6786 1.8971
M18 0.0015 0.0009 0.0001 0.0029 0.0004 0.0003 6.1458 22.9947 1.9816
M19 0.0069 0.0036 0.0015 0.0117 0.0016 0.0012 5.9197 36.6124 2.0946
M20 0.0441 0.0335 0.0124 0.1036 0.0157 0.0119 5.0797 15.1183 3.1108
M21 0.2091 0.0914 0.1374 0.3724 0.0428 0.0324 5.2223 40.6697 2.7940
M22 0.0003 0.0003 0.0000 0.0009 0.0001 0.0001 8.9105 41.9669 1.4437
M23 0.0001 0.0001 0.0000 0.0003 0.0000 0.0000 17.0880 69.2559 1.1846
M24 0.0590 0.0462 0.0209 0.1413 0.0216 0.0164 5.4445 25.3216 2.4660
M25 0.0124 0.0071 0.0048 0.0249 0.0033 0.0025 5.8507 32.4049 2.1428
M26 0.0003 0.0003 0.0000 0.0010 0.0001 0.0001 8.8749 41.5220 1.4720
M27 0.0030 0.0019 0.0001 0.0056 0.0008 0.0006 5.8643 17.1875 2.1408
M28 0.0626 0.0459 0.0172 0.1442 0.0215 0.0163 5.1546 24.8252 2.9731
M29 0.0221 0.0235 0.0007 0.0601 0.0110 0.0083 5.5399 45.9551 2.4353
M30 0.0056 0.0035 0.0004 0.0101 0.0016 0.0012 5.3785 26.2501 2.5512
M31 0.0044 0.0070 0.0000 0.0175 0.0033 0.0025 6.0873 22.1597 2.0126
M32 0.0991 0.0535 0.0183 0.1604 0.0251 0.0190 5.2073 48.6473 2.8941
M33 0.0004 0.0003 0.0000 0.0010 0.0001 0.0001 8.3580 80.6760 1.4931
M34 0.1459 0.0950 0.0333 0.2602 0.0445 0.0338 5.1767 33.8603 2.9398
M35 0.0000 0.0001 0.0000 0.0002 0.0000 0.0000 115.4890 95.5287 1.0455
M36 0.0020 0.0017 0.0000 0.0050 0.0008 0.0006 5.4310 59.6550 2.5273
M37 0.0001 0.0001 0.0000 0.0003 0.0000 0.0000 13.4681 93.1817 1.2433
M38 0.0001 0.0001 0.0000 0.0002 0.0000 0.0000 78.6768 160.1208 1.0418
M39 0.0001 0.0001 0.0000 0.0003 0.0000 0.0000 20.6372 145.3196 1.1420
M40 0.0001 0.0001 0.0000 0.0002 0.0000 0.0000 14.2321 22.7601 1.2294
M41 0.0042 0.0057 0.0000 0.0150 0.0027 0.0020 5.4181 21.5255 2.5456
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