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Abstract

Healthcare datasets are often impacted by incorrect or mislabeled data, due to imperfect an-
notations, data collection problems, ambiguity, and subjective interpretations. Incorrectly
classified data, referred to as “noisy labels,” can significantly degrade the performance of su-
pervised learning models. Namely, noisy labels hinder the algorithm’s ability to accurately
capture the true underlying patterns from observed data. More importantly, evaluating
the performance of a classifier when only noisy test labels are available is a significant com-
plication. We hereby tackle the challenge of trusting the labeling process both in training
and testing, as noisy patient outcome labels in healthcare raise methodological and ethical
considerations. We propose a novel adaptation of Minimax Risk Classifiers (MRCs) for
data subject to noisy labels, both in training and evaluation. We show that the upper
bound of the MRC’s expected loss can serve as a useful estimator for the classifier’s per-
formance, especially in situations where clean test data is not available. We demonstrate
the benefits of the proposed methodology in healthcare tasks where patient outcomes are
predicted from mislabeled data. The proposed technique is accurate and stable, avoiding
overly optimistic assessments of prediction error, a significantly harmful burden in patient
outcome prediction tasks in healthcare.

1. Introduction

Healthcare datasets are often affected by noisy and mislabeled data, due to practical chal-
lenges ranging from the complexities of daily clinical practice, to the intricacies of the
healthcare process. Data collection issues, ambiguity and subjective interpretations, as well
as annotations and codes driven by billing purposes —instead of clinical judgements— are
amongst the most significant reasons for low data quality in healthcare (Kompa et al., 2021).

This work addresses the particular healthcare challenge of dealing with noisy labels
for patient outcome prediction, which directly hinders the success of training and evaluat-
ing machine learning (ML) models in the clinical practice, and the promises of precision
medicine.
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Addressing the issue of noisy outcomes in medical ML applications is crucial, as in-
correct or biased predictions can lead to misdiagnoses, improper treatment decisions, and
compromised patient care. We motivate and illustrate the challenges of noisy labels in
healthcare with two well-studied ML for healthcare tasks: Intensive Care Unit (ICU) mor-
tality prediction and the use of mammography for early detection of breast cancer.

The sensitivity of mammography for early cancer detection varies widely, with up to 3
out of 4 recommended biopsies later being judged unnecessary (Elter et al., 2007). Amongst
the factors for this low predictive value are the wide variation in breast tissue density
among subjects, as well as the intra- and inter-radiologist labelling variability (Baker et al.,
1996; Elmore et al., 2003). Hence, the difficulty in assessing mammographies for tumor
diagnosis (Baker et al., 2004), and the need to carefully consider the uncertain nature of
mammography labels: not all positively labeled mammographies unequivocally indicate
malign tumors, i.e., these are often noisy labels.

The use of ML for the ICU mortality prediction problem is also a task prone to mislabel-
ing, as a consequence of the complex medical conditions and interventions involved (Choi
et al., 2022). Due to the increased mortality rate among ICU patients, predicting patient
outcomes in the ICU is a topic of continuous investigation, from diverse severity index def-
initions (Patel and Grant, 1999) to the development of a variety of predictive ML models
(Silva et al., 2006; Kim et al., 2011; Taylor et al., 2015; Kang et al., 2020; Chiew et al.,
2020; Abad and Lee, 2021; Cohen et al., 2021; Choi et al., 2022). Accurate outcome pre-
diction in the ICU is crucial not only for informed clinical decision-making, but also for
guiding the allocation of healthcare resources, such as ICU beds, in an optimal and ethi-
cally responsible manner (Chiew et al., 2020). Predictive models in the ICU aim not only at
identifying patients at high risk of mortality, but also those who can get discharged. Early
ICU discharge is desirable because it shortens the time spent in it (reducing the likelihood of
infections and healthcare costs), but often increases the probability of ICU readmissions and
post-discharge unanticipated death (Chrusch et al., 2009; Niven et al., 2014; Pilcher et al.,
2007). Blindly trusting the labelling process within a single ICU stay window is one of the
factors causing uncertain mortality labels: patient-discharges do not unequivocally indicate
survival of the patient. Current ICU mortality predictive efforts mostly focus on disentan-
gling survival from readmission, e.g., by (re-)training ML models to predict a distinct set of
classes: death, readmitted, survived (Campbell et al., 2008; Badawi and Breslow, 2012; de
Hond et al., 2023). These approaches require extending the data collection process beyond a
single ICU stay and continuous relabelling —procedures costly in time and resources. More
importantly, they are always subject to the unavoidable uncertainty of when the survival
label must be reconsidered.

We recall that the uncertainty on healthcare labels (e.g., ICU mortality and mammo-
graphic outcomes) affects both the training and the evaluation process of ML pipelines
with pre-collected healthcare datasets. Contrary to existing approaches that ignore poten-
tial mislabeling in the data or resort to its continuous relabelling, we fully embrace the
labelling uncertainty in patient outcome predictions, and propose a solution to help close
the gap in training and evaluating ML predictive models based on noisy labels.

The general ML literature contains numerous supervised classification methods targeted
to effectively manage noisy labels (Frenay and Verleysen, 2014), which we survey and sum-
marize, along those specific to healthcare, in Section 2.2.
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Many of these methods tackle the issue by adapting the learning process to account for
noise, such as modeling label noise during training (Frenay and Verleysen, 2014). Among
them, Natarajan et al. (2013); Patrini (2016); Patrini et al. (2017) have designed a corrected
loss function that demonstrates robustness to label noise. Additionally, approaches like the
one introduced by Northcutt et al. (2021) aim to purify the data, i.e., noisy labels are
identified and managed (e.g., re-classified or removed) through Confident Learning (CL).

While considerable effort has been dedicated to the development of techniques to learn
from noisy labels, the evaluation of learning methods on noisy labels appears to be under-
estimated and under-explored, both in the general and healthcare specific ML literatures.
Common ML practice operates by training algorithms on noisy data, subsequently con-
ducting its performance evaluation on clean data (van den Hout and van der Heijden, 2002;
Stempfel and Ralaivola, 2009; Natarajan et al., 2013; Patrini et al., 2017; Natarajan et al.,
2018; Tripathi and Hemachandra, 2018).

This is a particularly significant gap, as it is common that the only samples available
in practice —for training and evaluation— are all affected by noise, with such scenarios
posing considerable challenges in healthcare applications. To the best of our knowledge,
the only proposed technique for ML evaluation on noisy data relies on the construction
of an unbiased error estimator, as briefly mentioned by Patrini et al. (2017, Section 5.1);
however, no experimental evaluation was provided. An alternative to accommodating noisy
labels in evaluation is to first cleanse the data, e.g., via methods as in Northcutt et al.
(2021), and then to evaluate the ML model with the common error estimator using these
(supposedly) clean labels.

In this work, we propose a robust supervised learning solution to learn predictive models
of patient outcomes that accommodate noisy labels in training and in evaluation. We cast
the learning task as a robust optimization problem, aimed at maximizing/minimizing a
given objective (e.g., the classification loss) subject to certain constraints, defined via an
uncertainty set. For distributionally robust approaches to standard supervised classification,
the uncertainty set is related to the limited number of available training samples. For cases
with noisy labels, such uncertainty set is impacted also by the additional lack of knowledge
induced by unreliable supervision, i.e., the noisy labels.

We hereby devise a novel adaptation of the Minimax Risk Classifier (MRC) method to
data subject to noisy labels, and empirically validate and evaluate its practical properties
and theoretical guarantees. The proposed algorithm not only enables effective learning from
noisy label data, but it also provides worst-case error probabilities. These probabilities serve
as error estimates for the algorithm’s predictive performance evaluation, particularly useful
in scenarios where access to clean test data remains unattainable. To the best of our
knowledge, this is the first robust predictive solution that can be trained and evaluated
using noisy labels, of critical importance in healthcare.

The main contributions of this work are as follow:

• We present a new learning algorithm for MRCs, based on a bias-correction procedure,
that effectively learns from noisy training data.

• We propose to use the worst-case probability of error —a byproduct of the learning
process— to assess the performance of our algorithm on noisy test data.

• We show that our proposed estimator exhibits stability and accuracy, avoiding overly
optimistic assessments that can be harmful, especially in medical applications.
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Generalizable Insights about Machine Learning in the Context of Healthcare

The contribution and significance of this work in the context of Machine Learning for
Healthcare are two-pronged. On the one hand, we bring the attention of ML practitioners
onto the challenge of dealing with noisy labels, both in training and testing. Providing
evaluation robustness in the presence of noisy labels is an often overlooked methodological
challenge that, nonetheless, is of undeniable practical significance. In healthcare, it is at
least very costly, if not impossible, to attain fully clean data for evaluation of real-world ML
deployments. On the other hand, we present a novel MRC-based supervised learning method
that accommodates noisy labels in training and testing. We provide empirical evidence that
MRCs are not only an accurate methodology for classification tasks in healthcare, but a
robust tool for learning from noisy label data that provides worst-case error probabilities,
trustworthy even for data with noisy labels. The robustness of the proposed methodology
and its performance guarantees are particularly useful in healthcare, where access to clean
test data is challenging, costly and often unattainable. Resolving the issue of noisy outcomes
in medical ML applications is crucial, because incorrect or biased predictions can lead to
misdiagnoses, improper treatment decisions, and compromised patient care.

2. Preliminaries

Supervised classification uses instance-label pairs to determine a classification rule to assign
a label for each new instance. Here we denote with X ⊂ Rd and Y = {1, 2, . . . |Y|} the set
of instances and the set of labels, respectively; and with ∆(X × Y) the set of probability
distributions on X × Y. We represent instance-label pairs as real vectors based on a given
feature mapping Φ : X × Y → Rm. We define such a mapping via vector representations
Ψ : X → RD of instances and one-hot encoding of the labels, i.e.,

Φ(x, y) = ey ⊗Ψ(x) =

 1 (y = 1)Ψ(x)
...

1 (y = |Y|)Ψ(x)

 , (1)

where ei denotes the i-th vector of the canonical basis of R|Y|. Usual choices for the instance
mapping function are the identity Ψ(x) = x, or more complex feature representations, like
Random Fourier Features (RFFs) (Rahimi and Recht, 2007).

We use T (X ,Y) to denote the set of classification rules h : X → ∆(Y), and h(y|x)
for the probability assigned to label y ∈ Y for instance x ∈ X . For every probabilistic
classification rule h, a deterministic version can be defined as

hd(y|x) = 1

(
y = argmax

y
h(·|x)

)
. (2)

As a consequence, it holds that hd(y|x) ∈ {0, 1} and hd(x) := hd(·|x) = ey for certain y.
We denote with ℓ(h, (x, y)) the loss of rule h for data pair (x, y). In the remaining of

this work, we assume ℓ to be the 01-loss, defined using the deterministic rule hd as

ℓ01(h, (x, y)) = 1− hd(y|x) . (3)
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We denote with ℓ(h, p) the expected loss of the classification rule h with respect to p ∈
∆(X × Y):

ℓ(h, p) := Ep [ℓ(h, (X, Y ))] . (4)

If p∗ ∈ ∆(X × Y) is the true underlying distribution of the instance-labels pairs, then we
denote ℓ01(h, p

∗) := Ep∗ [ℓ01(h, (X, Y ))]. In particular, for a deterministic classifier hd, this
indicates its probability of error:

ℓ01(hd, p
∗) = P(hd(X) ̸= eY ) . (5)

2.1. Noisy Labels

When label noise is present, training samples {(xi, ỹi)}ni=1 follow a noisy-distribution p̃,
typically referred to as the corrupted distribution, that differs from the true, noiseless,
underlying distribution p∗. In the following, we utilize the common assumption of instance-
independent noise and known label flipping probabilities (van den Hout and van der Heijden,
2002; Frenay and Verleysen, 2014; Natarajan et al., 2013; Patrini et al., 2017; Abad and
Lee, 2021). In practice, these probabilities can be estimated using multiple methods (Liu
et al., 2023; Northcutt et al., 2021; Liu and Tao, 2015; Xia et al., 2019; Li et al., 2021).
We assume instance-independent noise in the labelling process —a strong assumption that
may not always hold true in healthcare— to make the learning problem tractable, and as a
starting point for our research.

Although a limiting assumption, instance-independent noise is reasonable in certain
healthcare contexts (Abad and Lee, 2021). For instance, if classification labels indicate
different health conditions, some classes may be harder to label correctly; e.g., an illness
that is hard to diagnose or that can be easily confused with another. In these cases, we
may know that in 10% of instances with true disease Y = i, experts incorrectly assess it
with Y = j —note that such prior knowledge can also provide estimates for the label noise
probabilities. Besides, in the context of mortality prediction (Abad and Lee, 2021), it is
often assumed that “label uncertainty is class-conditional, and it can be identified based on
the class labels, not the data [14]–[16]”. For more realistic healthcare scenarios where certain
patient characteristics make the classification task inherently more challenging, one must
accommodate instance-dependent noise —see the Limitations section for future directions
on how to extend this work to instance-dependent noise settings.

In the instance-independent noise scenario, each original label yi may be flipped to a
different label category ỹi with some probability, determined by the transition matrix

T =

 ρ1,1 . . . ρ1,|Y|
...

. . .
...

ρ|Y|,1 . . . ρ|Y|,|Y|

 ∈ R|Y|×|Y| , (6)

where ρi,j := P(Ỹ = i|Y = j) denotes the probability of flipping the true label y = j to
ỹ = i. For instance, in binary classification problems, we have transition matrix

T =

[
1− ρ1 ρ2
ρ1 1− ρ2

]
∈ R2×2, with ρ1, ρ2 ∈ [0, 1/2) . (7)
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2.2. Learning a classifier with Noisy Labels

We provide here an overview of existing techniques designed to learn classifiers with noisy
labels. A first line of work relies on algorithms that are shown to be noise-robust, as
surveyed by Frenay and Verleysen (2014). In these, label noise is not modeled, nor cleaned,
before learning. For instance, Pechenizkiy et al. (2006) showed that feature extraction can
help in obtaining classifiers that are somehow robust to the presence of noise. A different
solution consists in cleansing the data: i.e., noisy labels are identified and directly dealt
with (re-classified/removed), before the learning stage (Brodley and Friedl, 1999; Sáez et al.,
2016; Northcutt et al., 2021). However, both noise-robust algorithms and filtering methods
become, in general, inadequate when dealing with more complex cases of label noise.

There also exist algorithms that directly embed the noise process into the learning
algorithm —in a similar vein as we do. These revolve mostly around the principle of
bias correction, to mitigate the effects of corrupted labels. In van den Hout and van der
Heijden (2002), misclassification was addressed in the context of Randomized Responses,
where they employ matrix T in Equation (6) to correct noise-distorted responses. Both
Natarajan et al. (2013) and Patrini et al. (2017) constructed unbiased estimators for the
classification loss function adapted to the presence of noisy labels, to be used in an empirical
risk minimization procedure. Their corrected loss is a linear combination of the loss values
for each label, with coefficients derived from the terms in T−1. Similar ideas have been
developed by Stempfel and Ralaivola (2009), proving that it is possible to estimate noise-
free slack errors using a modified version of the hinge loss; and by Liu and Tao (2015), who
proved that any loss can be used for noisy-label classification if one leverages importance
re-weighting. Further approaches include methods that do not assume knowledge of noise
rates, such as loss-based methods (Zhang and Sabuncu, 2018; Englesson and Azizpour,
2021), and in particular, peer-loss methods (Liu and Guo, 2020).

In healthcare, where labeling requires domain expertise and suffers from high inter-
and intra-observer variability, learning with noisy labels is an important field of research.
There are significant efforts based on the aforementioned theory of noise-tolerant learning
(Aslam and Decatur, 1996), which have been used, for example, to learn phenotypes using
noisy training data (Agarwal et al., 2016). Beyond clinical phenotyping, medical imaging is
another field in which labeling errors have been mitigated via a variety of techniques (Karimi
et al., 2020). As images are often labeled by multiple experts, disagreement and inconsistent
labeling occurs, for which many techniques have been proposed, see (Ju et al., 2022; Karimi
et al., 2020) and references therein. Solutions to train models with access to both clean
and noisy labels have also been proposed, such as Alternating Loss Correction (Boughorbel
et al., 2018) or meta-learning-based ones (Ren et al., 2018). However, for these solutions to
work, a separate dataset with clean labels is required, either for label corruption estimation
(Boughorbel et al., 2018) or loss minimization (Ren et al., 2018).

On the contrary, we here target the more common healthcare scenario where clean labels
are hardly attainable, and the data volume in itself will not compensate errors nor reduce
disagreement, yet require robust learning and performance evaluation with noisy labels.
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2.3. Evaluating a classifier with Noisy Labels

The natural choice to evaluate the performance of a classifier on clean labels is to estimate
its probability of error, i.e., ℓ01(h, p

∗) defined in Equation (5).
When a test set with clean labels is available, ℓ01(h, p

∗) can be estimated with the
empirical average over the available Nte test-samples

CE =
1

Nte

Nte∑
i=1

ℓ01(h, (xi, yi)) . (8)

We will refer to this as the Classification Error (CE). Nonetheless, when dealing with noisy
data where clean test data is practically unattainable (e.g., noisy outcome predictions in
healthcare), label corruption biases the sample average above, resulting in an unreliable
estimator for the probability of error. We will denote this biased estimator of ℓ01(h, p

∗) as
the Biased Loss Estimator (BLE), computed as follows

BLE =
1

Nte

Nte∑
i=1

ℓ01(h, (xi, ỹi)) . (9)

To the best of our knowledge, the only existing alternative for evaluation on noisy data
relies on the construction of an unbiased error estimator (Patrini et al., 2017, Section 5.1)
based on a corrected loss function that takes into account the characteristics of the labelling
noise, which we denote as Unbiased Loss Estimator (ULE):

ULE =
1

Nte

Nte∑
i=1

ℓ̃01(h, (xi, ỹi)) , (10)

where the modified loss function can be derived (see Appendix A), and it is defined as:

ℓ̃01(h, (xi, yi)) = (T−1)1,yiℓ01(h, (xi, 1)) + (T−1)2,yiℓ01(h, (xi, 2)) . (11)

This loss coincides exactly with the corrected loss by Natarajan et al. (2013); Patrini (2016);
Patrini et al. (2017), discussed in Section 2.2.

Although ULE serves as an unbiased estimator of the actual error probability, making
it a preferable choice over BLE, it is susceptible to significant variability, particularly when
dealing with high levels of noise. This volatility is due to the presence of the inverse of the
noise transition matrix in Equation (11): as the noise rates in T approach values nearing 0.5,
the determinant of T decreases significantly, approaching zero. Consequently, the values of
the inverse matrix become extremely sensitive to noise rate estimates.

An alternative strategy for evaluating ML performance with noisy labels involves uti-
lizing label-cleansing tools to correct the corrupted labels, before evaluating the classifier;
e.g., employing the library presented by Northcutt et al. (2021). These new, assumed to
be cleansed labels, that we represent with ŷi, are then used to calculate the conventional
probability of error, which we denote as the Loss Estimator (LE)

LE =
1

Nte

Nte∑
i=1

ℓ01(h, (xi, ŷi)) . (12)
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It’s crucial to recognize that accurately learning the noise matrix, and effectively cleaning the
labels can be very challenging, especially when dealing with particularly difficult datasets or
high noise rates. We deem a dataset to be “difficult” when it is hard to obtain clean labels.
This occurs not only when the noise-label rates are high, but also when it is challenging
to develop accurate classification rules, even without label noise: i.e., for an inherently
challenging classification task, due to limitations in observed data and the underlying class
boundaries. In the latter scenario, it becomes almost impossible to distinguish a noisy
label from a clean one, because predicting the actual label of each example is in itself very
difficult. These difficulties may lead to overly optimistic assessments and, consequently, a
possibly harmful error estimate.

In healthcare, where precision is of utmost importance, such assessment variability falls
short of the desired standards, as it is imperative to maintain a reasonable level of confidence
in the potential errors of the techniques used. We therefore propose a robust and stable
method to assess ML performance evaluation with noisy labels.

3. A novel adaptation of MRCs for Noisy Labels

In this section, we present how to learn MRCs from data subject to noisy labels. After
introducing the principles of MRCs, we describe how the proposed MRC-based solution
provides robust estimate of the classifier’s error probability, suitable for evaluating the
algorithm’s performance, even in scenarios where clean test data are not available.

MRCs are classification rules that minimize the worst-case expected loss, with respect to
distributions in uncertainty sets that contain the true underlying distribution with high
probability (Mazuelas et al., 2020, 2022, 2023).

We say that hU is an MRC for the set U if it is a solution of the following minimax risk
problem

hU ∈ arg min
h∈T (X ,Y)

max
p∈U

ℓ(h, p) , (13)

with U defined as an uncertainty set of distributions given by expectation constraints

U = {p ∈ ∆(X ,Y) : |Ep [Φ(X, Y )]− τ | ≼ λ} , (14)

where τ is an estimator of Ep∗ [Φ(X, Y )], and λ ≽ 0 is a confidence vector that quantifies
the mean vector component-wise error |Ep∗ [Φ]− τ |. The mean and confidence vectors can
be obtained from the training samples {(xi, yi)}ni=1 as

τ =
1

n

n∑
i=1

Φ(xi, yi) and λ = λ0
s√
n

, (15)

where s is the vector of the component-wise sample standard deviations of {Φ(xi, yi)}ni=1,
and hyperparameter λ0 ∈ (0, 1] controls the size of the set U .

We denote with R(U) the Minimax Risk against U ,

R(U) := min
h∈T (X ,Y)

max
p∈U

ℓ(h, p) . (16)
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Mazuelas et al. (2020, 2022, 2023) proved that the MRC hU (·|X) that solves Equa-
tion (16) can be obtained as a linear combination of the feature mapping, i.e., hU (y|x) =
Φ(x, y)⊤µ∗. Without loss of generality, we hereafter use the deterministic MRC hUd (x) =
ey∗ , which classifies each instance x with the label y∗ maximizing the probability hU (·|x),

y∗ := argmax
y∈Y

hU (y|x) = argmax
y∈Y

Φ(x, y)⊤µ∗ . (17)

The coefficients µ∗ of the MRC’s linear combination are learned as the solution to the
convex optimization problem

Pτ ,λ : min
µ

1− τ⊤µ+ λ⊤|µ|+ φ(µ) , (18)

with φ(µ) = max
x∈X ,C⊆Y

∑
y∈C Φ(x, y)⊤µ− 1

|C| ,

and the Minimax Risk R(U) of the learned solution is given by

R(U) = 1− τ⊤µ∗ + λ⊤|µ∗|+ φ(µ∗) . (19)

We refer the interested reader to Theorem 2 in Section 2.2 of Mazuelas et al. (2023) for a
complete proof of these results.

Noisy labels and MRCs. For training data {(xi, ỹi)}ni=1 corrupted with T as described
in Section 2.1, the sample average is a biased estimator of the target expectation Ep∗ [Φ(X, Y )].
Hence, feeding the MRC with such biased estimator leads to unreliable classifiers: it results
in a predictor for the noisy labels, not for the noise-free labels we are interested in.

We address the challenge of learning classifiers with noisy labels by proposing a bias-
correction procedure for MRCs. Specifically, we compute an unbiased estimator of the true,
target expectation Ep∗ [Φ(X, Y )] and its corresponding mean-vector accuracy estimator λ,
based on the label’s noise characteristics given by T . Leveraging these, we devise a novel
adaptation of MRCs that computes corrected estimators for τ and λ under mislabeling, to
obtain a reliable classifier with performance guarantees for noise-free labels.

3.1. Learning MRCs with Noisy Labels

We present below the mathematical details of the proposed framework to learn MRCs
for misslabeled data. We start with the definition of a correction matrix, of use for the
derivation and presentation of our subsequent Theorem 1.

Let {(xi, ỹi)}ni=1 be training samples corrupted via a non-singular noise matrix T ; we
define the correction matrix (T−1 ⊗ ID) as

T−1 ⊗ ID =


r11ID ... r1|Y|ID
r21ID ... r2|Y|ID

...
...

r|Y|1ID ... r|Y||Y|ID

 , (20)

where rij denotes the component of matrix T−1 in the i-th row and j-th column, ⊗ is the
Kronecker product, and ID an identity matrix of the dimension of the vectors Ψ(·) used to
define Φ in Equation (1).
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Theorem 1 The estimator

τ := (T−1 ⊗ ID) ·
1

n

n∑
i=1

Φ(xi, ỹi) (21)

is unbiased for the true (noiseless) expectation Ep∗ [Φ(X, Y )], i.e. Ep∗ [Φ(X, Y )] = Ep̃ [τ ].
In addition, its sample variance equals

V :=
(T−1 ⊗ ID)Σ(T

−1 ⊗ ID)
⊤

n
, (22)

with Σ the sample variance matrix of {Φ(xi, ỹi)}ni=1.

The estimator in Equation (21) is a weighted average of the feature mappings, based on
the correction matrix defined by the Kronecker product (T−1 ⊗ ID).

That is, the estimator can be rewritten as

τ =
1

n

n∑
i=1

z(xi, ỹi) with z(x, y) =

|Y|∑
i=1

(T−1)jyΦ(x, j) . (23)

Hence, the unbiased estimator τ is computed as the sample average of z(x, y), which is a
linear combination of the feature mappingΦ(x, ·) over all the possible observable labels with
coefficients given by T−1. This linear combination transforms the sum of the feature-label
mappings

∑n
i=1Φ(xi, ỹi) into an unbiased estimate of Ep∗ [Φ(X, Y )], effectively adjusting

for label noise in the training data.

Proof Define the quantity z(x, y) := ((T−1)⊤)y·Φ(x, ·) =

|Y|∑
j=1

(T−1)jyΦ(x, j).

It holds:

Ep∗ [Φ(X, Y )] =
∑
x,y

Φ(x, y)p∗(x, y) =
∑
x

(∑
y

Φ(x, y)p∗(x, y)

)
=
∑
x

p∗(x, ·)⊤Φ(x, ·)

(∗)
=
∑
x

(
T−1p̃(x, ·)

)⊤
Φ(x, ·) =

∑
x

p̃(x, ·)⊤ (T−1)⊤Φ(x, ·)︸ ︷︷ ︸
=: z(x,·)

=
∑
x,y

z(x, y)p̃(x, y) = Ep̃ [z(X, Y )] ,

where (∗) follows from the fact that p̃(x, ·) = T p∗(x, ·) —see Lemma 4 in Appendix A.
As a direct consequence, we get that an unbiased estimator of Ep∗ [Φ(X, Y )] is given by

τ =
1

n

n∑
i=1

z(xi, ỹi) , with z(x, y) =

|Y|∑
j=1

((T−1)⊤)yjΦ(x, j) =

|Y|∑
j=1

(T−1)jyΦ(x, j) . (24)

Transforming Equation (24) into matrix form, we get Equation (21).

10
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Let us now denote with Σ the variance matrix of data Φ(xi, ỹi). By basic properties
of variance-covariance matrices (see e.g., Petersen and Pedersen (2012)), it follows that the
variance of τ is

V =
(T−1 ⊗ ID)Σ(T

−1 ⊗ ID)
⊤

n
.

Since λ in Equation (14) measures the mean vector’s component-wise accuracy |Ep∗ [Φ]−
τ |, a natural choice for its estimator is the standard deviation estimate of τ

λ = λ0

√
diag(V) , (25)

where V is given by Equation (22).

Relation to other methods. The proposed MRC-based algorithm shares a common ob-
jective with the methods of Natarajan et al. (2013) and Patrini (2016); Patrini et al. (2017):
the development of a bias-correction procedure for learning with noisy labels. However, they
diverge in their design and execution. While our method devises an unbiased estimator for
the feature mapping’s expectation τ as in Equation (21), Natarajan’s and Patrini’s ap-
proaches construct an unbiased estimator for their training losses, used for empirical risk
minimization. The latter approaches result in a corrected loss function as in Equation (11),
which is essentially a linear combination (with coefficients weighted according to label-noise
probabilities) of the loss values associated with each observed (noisy) label. Instead, we
incorporate noisy label information into the feature mapping’s sufficient statistics, and keep
the loss function intact —which is dealt with by the usual MRC optimization procedure.

3.1.1. Learning MRCs with Noisy Labels using estimated noise rates

The proposed MRC for noisy labels relies on the assumption of known noise rates, i.e.,
the matrix T is known. However, noise rates must often be estimated in practice, see
discussion on potential methods for this in Section 2.1. We hereby study the impact of
using an approximated T̂ , and show that the proposed method is not severely affected, with
corresponding empirical results provided in Section 5.3.

When using an approximate matrix T̂ instead of the true, yet unknown matrix T , the
resulting estimate

τ̂ = (T̂−1 ⊗ ID)
1

n

n∑
i=1

Φ(xi, ỹi) (26)

is biased. The next result bounds the relative error introduced by such a biased estimator
under an approximated noise matrix T̂ .

Theorem 2 Let ξmin(T ) ≥ 0 be the smallest singular value of matrix T . If matrix T̂
satisfies that ∥T − T̂∥2 ≤ ε ξmin(T )/2 for 0 < ε < 1. Then, the estimator τ̂ in Equation
(26) satisfies

∥Ep∗ [Φ(X, Y )]− Ep∗ [τ̂ ] ∥2
∥Ep∗ [Φ(X, Y )∥2

≤ ε .

11
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Proof Let A and B be matrices defined as A = T ⊗ ID and B = T̂ ⊗ ID, and m be the
vector m = Ep∗

[
1
n

∑n
i=1Φ(xi, ỹi)

]
. Then, we have that BEp∗ [τ̂ ] = m and, using Theorem

1, we also have that AEp∗ [Φ(X, Y )] = m. Therefore,

B (Ep∗ [Φ(X, Y )] + Ep∗ [τ̂ ]− Ep∗ [Φ(X, Y )]) = m = AEp∗ [Φ(X, Y )]

⇒ (B −A)Ep∗ [Φ(X, Y )] + (B −A+A) (Ep∗ [τ̂ ]− Ep∗ [Φ(X, Y )]) = 0

⇒ A (Ep∗ [τ̂ ]− Ep∗ [Φ(X, Y )]) = (A−B) (Ep∗ [Φ(X, Y )] + Ep∗ [τ̂ ]− Ep∗ [Φ(X, Y )])

⇒ Ep∗ [τ̂ ]− Ep∗ [Φ(X, Y )] = A−1 (A−B) (Ep∗ [Φ(X, Y )] + Ep∗ [τ̂ ]− Ep∗ [Φ(X, Y )]) .

Taking the norm-2 over the above expression, we have:

∥Ep∗ [τ̂ ]−Ep∗ [Φ(X, Y )] ∥2 ≤ ∥A−1∥2∥A−B∥2(∥Ep∗ [Φ(X, Y )] ∥2+∥Ep∗ [τ̂ ]−Ep∗ [Φ(X, Y )] ∥2)

⇒ ∥Ep∗ [τ̂ ]− Ep∗ [Φ(X, Y )] ∥2 ≤ ∥A−1∥2∥A−B∥2
1− ∥A−1∥2∥A−B∥2

∥Ep∗ [Φ(X, Y )] ∥2 .

Since the norm-2 of a matrix is given by its largest singular value, and the singular values
do not change by doing the Kronecker product with an identity matrix, the following holds:

∥A−1∥2 = ∥T−1∥2 ≤ (ξmin(T ))
−1 and ∥A−B∥2 = ∥T − T̂∥2 .

Hence,
∥ Ep∗ [τ̂ ]− Ep∗ [Φ(X, Y )] ∥2

∥ Ep∗ [Φ(X, Y )] ∥2
≤ ε/2

1− ε/2
≤ ε ,

because the function f(t) = t/(1− t) is increasing for t ∈ (0, 1), (ξmin(T ))
−1∥T − T̂∥2 ≤ ε/2,

and ε ≤ 1 by assumption.

Theorem 2 shows that the error due to the usage of a matrix T̂ ̸= T does not significantly
increase with the approximation error T−T̂ , as long as the transition matrix T is not nearly
singular; i.e., the smallest singular value of T is not close zero. Such condition is satisfied
as long as the noise rates are not very high. For instance, in the binary classification case,
the singular values of T are 1 and 1 − ρ1 − ρ2 so that the smallest singular value of T is
close to zero only if both ρ1 and ρ2 are near 0.5 —a scenario with little practicality, with
noise rates so high that the labeling process is dominated by random noise.

3.2. Evaluating MRCs with Noisy Labels

Given a learned classifier, evaluating it with noisy labels poses a significant challenge, as
discussed in Section 2.3. Here, we highlight a useful property of the proposed algorithm,
by showing how the worst-case error probability (i.e., the Minimax Risk) of an MRC is a
valuable estimator of the classifier’s performance —even when clean, noiseless test data is
unavailable.

Let τ and λ be defined respectively as in Equations (21) and (25). Consider the cor-
responding U as defined in Equation (14). If U is not empty and hU is a 01-MRC for the
uncertainty set U , it holds that

ℓ(hU , p∗) ≤ R(U) +
(
|τ ∗ − τ |⊤ − λ⊤

)
|µ∗| , (27)

where τ ∗ := Ep∗ [Φ(X, Y )] denotes the true expectation, and R(U) is the Minimax Risk in
Equation (19). See a proof in Mazuelas et al. (2023).

12



Adaptation of Minimax Risk Classifiers for Mislabeled Data

Remark 3 Equation (27) implies that, if |τ ∗ − τ | ≺ λ, or equivalently, if the true distri-
bution p∗ ∈ U (i.e., the uncertainty set U is not empty), then

ℓ(hU , p∗) ≤ R(U) .
Hence the Minimax Risk R(U) bounds the classifier’s expected loss. Note that λ encodes a
dependency with hyperparameter λ0, as illustrated in Equations (15) and (25), that trade-
offs the generality of the uncertainty set, with how tight the bound R(U) is. Namely, λ0

controls the width of the uncertainty set, which when it contains the underlying distribu-
tion, ensures that the worst-case expected loss upper bound holds. As one reduces λ0

1, the
uncertainty set is shrinked, enabling a tighter upper bound as the minimum value of R(U)
in Equation (16) is similar to the minimum value minh∈T (X ,Y) ℓ(h, p∗).

Recalling that the expected 01-loss coincides with the probability of error in Equation
(5), we can state that the Minimax Risk (worst-case error probability) obtained at learning
with Equation (19) provides an upper bound for the probability of error. As a consequence,
a learned MRC’s worst-case error probability —computable as a byproduct of the MRC’s
learning algorithm itself— does not require access to clean test data. Hence, it can be used
to assess the true error probability of a MRC in scenarios with only noisy data, useful in
practice as demonstrated experimentally in Section 5.

4. Study Design

In order to evaluate the accuracy and robustness of the proposed methodology, we design
an experimental study that combines real-world healthcare datasets with synthetic misla-
beling2. To carefully investigate the impact of noisy labels on patient outcome prediction,
we assume that labels in the datasets we describe in Section 4.1 are clean3, and simulate
noisy labels as described in Section 4.3. By simulating diverse label noise patterns, we have
access to multiple mislabeled outputs and to the ground-truth labeling captured in real-
world healthcare tasks. This enables us to assess how the proposed Noisy MRC generalizes
across datasets and mislabelling regimes.

4.1. Real-world healthcare data

We evaluate the applicability of the presented method in the patient outcome prediction
tasks discussed as motivating this work: i.e., an ICU Mortality dataset and aMammographic
Mass predictive dataset, which we describe below. Additional experiments on several UCI
datasets (Kelly et al.) can be found in Appendices C and D.

4.1.1. ICU Mortality dataset

We tackle the challenge of predicting patient survival under random label noise, using data
from the first 24 hours of an ICU, as provided by the MIT Global Open Source Severity of
Illness Score (GOSSIS), made public in the context of the 2020 WiDS Datathon4.

1. In the numerical experiments we present, we set λ0 = 1.
2. We are not aware of publicly available real-world datasets with both true and noisy labels.
3. We acknowledge that these datasets may as well be subject to mislabeling. However, it is impossible to

have access to their corresponding ground truth.
4. Available at https://www.kaggle.com/competitions/widsdatathon2020/data.
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This ICU Mortality dataset is comprised of more than 130, 000 hospital ICU patient
visits, spanning a one-year timeframe. It contains 185 features (X) —demographic data
(e.g. gender, ethnicity, age, height, ...), lab results, and various medical measures— and
hospital death as the target variable (Y ), describing the patients’ outcome in the ICU:
Y = 0 indicates survival; Y = 1, death. The dataset is unbalanced in its outcomes, with
only 8.63% of deaths. Summary statistics of the dataset are described in Table 1.

Original Processed

N. patients 91.713 15.802
N. total features 185 148
N. continuous features 168 126
N. categorical (binary) features 23 (15) 22 (14)

Table 1: Characteristics of the original and pre-processed ICU Mortality dataset.

Guided by the results of Cohen et al. (2021), we preprocess the dataset as follows:

1. drop features that contain a percentage of missing values greater or equal to 80%;

2. drop features with zero standard deviation;

3. drop features with limited informative value (hospital id, encounter id, patient id),
as per the correlation of these features and the target variable;

4. drop data instances that have more than 70% of missing values in their features;

5. substitute the remaining missing data values with the median of each feature;

6. normalize each feature across patients;

7. perform one-hot encoding of categorical variables.

4.1.2. Mammographic Mass

We tackle the task of discriminating benign and malignant mammographic masses based
on patient’s age and BI-RADS attributes, using UCI’s Mammographic Mass5 dataset. The
data consists of 961 patient records collected at the Institute of Radiology of the University
Erlangen-Nuremberg between 2003 and 2006. It contains 5 features (X) —age, BI-RADS
assessment, three BI-RADS attributes— together with the target variable severity (Y )
indicating whether the cancer is benign (Y = 0) or malignant (Y = 1).

4.2. Feature Choices

The methodology presented in Section 3 is applicable for any feature embedding. In this
study, our goal is not to find the best features set for each healthcare task, but to demon-
strate how the proposed methodology performs across different noisy-label problems, inde-
pendently of the feature mapping. Hence, our feature choice is the same across datasets.

Instead of resorting to the basic bias and identity map Ψ(x) = [1, x]⊤, we embed the
datasets with RFF mappings (Rahimi and Recht, 2007), defined as

Ψ(x) =
[
cos(w⊤

1 x), . . . , cos(w⊤
Kx), sin(w⊤

1 x), . . . , sin(w⊤
Kx)

]⊤
,

5. Available at https://archive.ics.uci.edu/dataset/161/mammographic+mass.
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with {wi}Ki=1 ∼ Nd

(
0, 1

σ2 I
)
, K = 300, σ =

√
d/2, for d the dimension of the original feature

space X . Classifiers based on RFF embeddings can provide highly nonlinear classification
rules that approximate the solutions in a reproducing kernel Hilbert space (RKHS). In par-
ticular, the features described above correspond to a Gaussian kernel with scaling parameter
σ =

√
d/2.

We note that alternative mapping functions could also be explored within the proposed
method. For instance, if a practitioner wants to apply deep-learning models within the
MRC-based framework (e.g., leveraging deep representation learning), one can readily use
a pre-trained model for feature extraction, by using the last layer of the network as input-
features to the MRC algorithm.

We chose RFF maps primarily because they do not require an additional learning stage,
making the process more straightforward and efficient. Deep-learning-based feature repre-
sentations might offer comparability to existing work, yet they introduce additional com-
plexity and computational overhead, which we avoid in this study.

4.3. Noisy Labels

Real-world healthcare data may contain label imperfections due to diverse factors. For in-
stance, in ICU readmission, post-discharge unanticipated deaths are mislabeled as survival
(early ICU discharge). In mammography-based breast cancer screening, many of the ma-
lignant mammography labels are subsequently proven with biopsies to be actually benign.
Since it is difficult to find real-world dataset with both true and noisy labels, we here create
synthetic mislabeling of the datasets described in Section 4.1. We follow the most common
label corruption model studied in the literature, i.e., instance-independent noise.

For results presented below, we randomly switch ground-truth labels based on two pa-
rameters, ρ1 = P(Ỹ = 0|Y = 1) and ρ2 = P(Ỹ = 1|Y = 0), as described in Equation (7).
Namely, in mortality prediction tasks, ρ1 represents the probability of erroneously labeling
a patient as surviving (y = 0) if it later deceases (y = 1), e.g., post-discharge death; while
ρ2 represents the probability of erroneously labeling a patient as deceased (y = 1) when
they survive (y = 0). We study larger values of ρ1, and smaller values of ρ2, reflecting that
patient discharges do not unequivocally indicate long-term survival —a common challenge
in ICUs as explained in the Introduction Section 1.

5. Experiments

We present below how different mislabelling patterns affect patient outcome predictions on
the ICU mortality and Mammographic mass datasets described above.

We compare the proposed methodology to state-of-the-art baselines described in Sec-
tion 5.1. We assess in Section 5.2 their predictive accuracy under a known noise matrix T
assumption, to then scrutinize the more realistic scenario of an unknown noise matrix in
Section 5.3.

5.1. Baselines and training set-up

We implement6 and evaluate a set of variations of the proposed MRC and these baselines:

6. The developed codebase is provided at https://github.com/lucia2p2z/NoisyMRC.
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• Noisy MRC: the proposed adaptation of MRC for noisy labels;

• Naive MRC: a naive MRC trained directly on noisy labels;

• Oracle MRC: an oracle MRC that is trained with clean labels, i.e., the ground truth
—only available in a simulated scenario;

• Noisy LR: a Logistic Regression (LR) classifier, adapted to noisy labels by training
with the loss proposed by Natarajan et al. (2013);

• Naive LR: a naive LR, trained on noisy labels;

• Oracle LR: an oracle LR, trained with clean labels, i.e., the ground truth —only
available in a simulated scenario;

• CleanLearning: the learning method proposed by Northcutt et al. (2021), imple-
mented using the cleanlab.classification.CleanLearningmethod in their Python
library, cleanlab7, which cleans out the errors in the labels while training;

• Cleansed MRC: a naive MRC trained on labels that have been previously cleansed
using the method find label issues in cleanlab’s Python library;

• Cleansed LR: a naive LR trained on labels that have been previously cleansed using
the method find label issues in cleanlab’s Python library.

Training and evaluation. We perform random train-test (80% − 20%) splits for each
dataset, with label noise added according to specific ρ1 and ρ2 values for each healthcare
dataset described in Section 4.1. We compute and present average classifier performances
over 100 folds, as well as their variability across folds as standard deviations over runs.

We examine the influence of different training sizes, from smaller to larger (consecutive)
portions of data, per-fold. After training, the learnt classifiers are evaluated on test data.

5.2. Results with T known

5.2.1. Evaluation on clean labels.

We present results comparing the proposed MRC’s performance with other learning meth-
ods, trained on noisy labels and tested on clean labels. Note that this evaluation is only
possible in our simulated noisy labeling scenario, where access to ground truth is possible.

Figure 1 illustrates the impact of different training sample sizes in predictive perfor-
mance, for specific values of ρ1 = 0.25, ρ2 = 0.10. Table 2 displays the classification error
of different techniques for fixed training sizes, with ρ2 = 0.10 and different noise rates ρ1.
Additional results, with different noise rates and comparisons across methods, can be found
in Appendix C.1.

From these results, we conclude that the proposed Noisy MRC outperforms other classi-
fiers (namely, CleanLearning and Noisy LR) in terms of classification error, as it achieves
the lowest error rate when learning from noisy labels across experiments.

7. Code available at https://pypi.org/project/cleanlab/ – Version downloaded in July 2023.
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Figure 1: Experiment with T known and evaluation on clean labels. Classification error of
classifiers for ρ1 = 0.25, ρ2 = 0.10. Our method (blue) outperforms baselines.

Datasets Methods (ρ1, ρ2) = (0.1, 0.1) (ρ1, ρ2) = (0.25, 0.1) (ρ1, ρ2) = (0.40, 0.1)

Mortality Oracle MRC 0.244 ± 0.008 0.242 ± 0.008 0.242 ± 0.008
Oracle LR 0.228 ± 0.007 0.227 ± 0.006 0.228 ± 0.007
Naive MRC 0.247 ± 0.008 0.255 ± 0.008 0.502 ± 0.008
Noisy MRC 0.246 ± 0.008 0.246 ± 0.009 0.250 ± 0.008
Naive LR 0.242 ± 0.008 0.266 ± 0.007 0.325 ± 0.008
Noisy LR 0.264 ± 0.008 0.282 ± 0.008 0.303 ± 0.010
CleanLearning 0.243 ± 0.007 0.261 ± 0.008 0.300 ± 0.008

Mammogr. Oracle MRC 0.187 ± 0.0256 0.183 ± 0.0269 0.188 ± 0.0272
Oracle LR 0.195 ± 0.0247 0.194 ± 0.0257 0.194 ± 0.0266
Naive MRC 0.188 ± 0.0259 0.197 ± 0.0292 0.410 ± 0.0603
Noisy MRC 0.186 ± 0.0264 0.188 ± 0.0271 0.198 ± 0.0275
Naive LR 0.207 ± 0.0230 0.213 ± 0.0289 0.369 ± 0.0339
Noisy LR 0.206 ± 0.0238 0.209 ± 0.0285 0.262 ± 0.0287
CleanLearning 0.199 ± 0.0229 0.197 ± 0.0264 0.289 ± 0.0364

Table 2: Experiments with T known and evaluation on clean labels. Average and stan-
dard deviation of classification errors for a fixed training size ntrain = 8.000 (for
Mortality dataset), ntrain = 700 (for Mammographic dataset), different ρ1 and
ρ2 = 0.1. Among the methods trained on noisy labels, Noisy MRC can more ade-
quately adapt to noise in the labels.

5.2.2. Evaluation on noisy labels.

We now report results when evaluating the performance of the classifiers in the most realistic
case, where only noisy labels are available in both training and testing.

We compare Cleansed LR, Noisy MRC and Noisy LR, evaluated respectively with these
error estimates:

• LE, computed as in Equation (12), to evaluate Cleansed LR;

• MINIMAX, as in Equation (19), to upper bound the classification error of Noisy MRC;

• ULE, computed as in Equation (10), to estimate the classification error of Noisy LR.
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With these, we assess the effectiveness of our proposed error estimator; i.e., the Minimax
Risk, as a robust upper bound of the classification error probability, described in Remark 3.
We additionally assess the CE, as defined in Equation (8), which is only possible due to our
synthetic misslabeling procedure, where we have access to the original, clean ground truth.
Figure 2 shows the variability and accuracy of these error estimators, for fixed values of ρ2
and training sizes (additional results can be found in Appendix C.2).
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Figure 2: Experiment with T known and evaluation on noisy labels. Error measures of
classifiers for fixed ntrain = 1.000 (for Mortality dataset), ntrain = 700 (for Mam-
mographic dataset), ρ2 = 0.10 and varying ρ1. Noisy MRC (blue) avoids overly
optimistic assessments when evaluated on noisy test data.

The boxplots in Figure 2 illustrate the distribution of the three error metrics —LE,
MINIMAX, and ULE— across 100 repetitions, as ρ1 (x-axis) increases. The x markers
represent the mean value of the true classification error (CE) computed across all 100-folds,
showcasing the accuracy and validity of the error measures. We observe that LE boxplots are
always significantly lower than the true classifier error. Despite often being more accurate,
ULE exhibits high estimation variability, particularly with larger noisy rates. In contrast,
the proposed MINIMAX metric offers stability and prevents overly optimistic assessments.

5.3. Results with T unknown

In real-life healthcare scenarios, one does not have knowledge of the noise matrix T corrupt-
ing the labels. In such case, one can either (a) estimate the matrix T , e.g., by employing
Confident Learning (Northcutt et al., 2021), and then applying any of the baselines with the
estimated T̂ ; or (b) cleanse the labels with a method of choice, e.g., by using the method
of Northcutt et al. (2021), and then applying the naive version of the classifiers.

We here provide results for both approaches when training on noisy data and evaluating
in ground truth datasets. We leverage the cleanlab Python Library to either estimate T ,
or to cleanse the labels before the learning process. More precisely, we use the library’s
estimate noise matrices method for results in Figure 3, and the find label issues

method for results in Figure 4, respectively.
Results in Figure 3 demonstrate that Noisy MRC exhibits accurate and robust perfor-

mance even when trained with estimated noise matrix T̂ ; i.e., it is a robust learning method
even under a potentially misspecified noise matrix, as theoretically analyzed in Theorem 2.
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(a) ICU Mortality : ρ1 = 0.25, ρ2 = 0.10
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(b) Mammographic: ρ1 = 0.25, ρ2 = 0.10
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(c) ICU Mortality : ρ1 = 0.40, ρ2 = 0.10
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(d) Mammographic:ρ1 = 0.40, ρ2 = 0.10

Figure 3: Experiment with T unknown and evaluation on clean labels. Classification error
of MRCs for different ρ1, ρ2. MRC performances trained with T̂ estimated (pink)
and with T known (green) are consistent.

On the contrary, Naive MRC is noticeably unsuccessful under high noise rates, as shown
in Figures 3(c) and 3(d). In Appendices D.1.1 and D.1.2 we provide results on the accu-
racy of the estimated transition matrix T̂ , compared to the ground truth T , used in these
experiments.

We additionally observe in Figure 4 that the performance of different algorithms when
relying on cleanlab for label cleansing is very dependent on the corruption noise value
ρ. When the noise rates are high (Figures 4(c) and 4(d)), it becomes challenging —if not
impossible— for the find label issues method to identify and rectify incorrect labels
appropriately —notice how both Cleansed LR and Cleansed MRC are unsuccessful.

Additional plots for a wider range of misslabeling probabilities over datasets can be
found in Appendices D.1 and D.2.

6. Discussion

Despite significant efforts devoted to developing ML techniques for learning from noisy la-
bels, existing approaches lack a robust evaluation procedure in the presence of misslabeling,
both in the general ML and healthcare-specific literature.
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(a) ICU Mortality : ρ1 = 0.25, ρ2 = 0.10
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(b) Mammographic: ρ1 = 0.25, ρ2 = 0.10
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(c) ICU Mortality : ρ1 = 0.40, ρ2 = 0.10
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(d) Mammographic: ρ1 = 0.40, ρ2 = 0.10

Figure 4: Experiment with T unknown and evaluation on clean labels. Classification error
of methods trained on cleansed labels, for different ρ1, ρ2. Performance gap when
using cleanlab is very dependent on the noise rates.

To address this gap, we introduced a robust MRC-based supervised learning approach
capable of handling noisy labels, in both training and evaluation. We proposed to use worst-
case error probabilities —a byproduct of learning MRCs— to assess the performance of the
MRC algorithm under noisy testset labels. Our novel methodology extends MRCs to noisy
label scenarios, offering practical performance improvements and theoretical assurances.

With a thorough empirical study based on real-world healthcare datasets subject to
misslabeling, we demonstrated that the proposed algorithm is robust and accurate in the
presence of noisy labels, and that the Minimax Risk estimator is useful in scenarios where
access to clean test data is unattainable.

Presented results show the deficiencies of existing methods and the advantages of the
proposed methodology: (i) LE heavily underestimates the true classification error —which
is far from ideal, particularly in medical contexts; (ii) ULE is more accurate than LE,
yet incurs in high estimation variability —especially for larger noisy rates; and (iii) the
proposed MINIMAX metric not only provides more stable results than ULE, but it also
prevents overly optimistic assessments —this overconfidence issue arises significantly when
relying on label cleansing approaches, as measured via the LE.
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Notably, Theorem 2 and results in Section 5.3 demonstrate that Noisy MRC exhibits
great performance even when trained with an estimated noise matrix T̂ (Figure 3): i.e., it
is a robust learning method even under a potentially misspecified noise matrix.

We additionally observed that the performance of different algorithms when relying on
a noise-correction method to identify and rectify incorrect labels is very dependent on the
corruption noise value ρ (Figure 4). Hence, an approach relying on label cleansing is likely
to fail under high noise rates.

In contrast, we emphasize the significant performance benefits provided by the proposed
Noisy MRC —even with estimated T̂— when compared to the Cleansed MRC. The proposed
Noisy MRC not only provides accurate predictions that are robust to misslabeling, but it
also prevents overly optimistic assessments.

To the best of our knowledge, this is the first robust predictive learning solution that
can be trained and evaluated using noisy labels, of critical importance in patient outcome
predictions in healthcare, very often subject to misslabeling.

Limitations. The Noisy MRC learning procedure is based on a given, fixed set of features,
which requires defining and learning a set of features prior to the classification task. On
the one hand, this is a benefit of the methodology in the healthcare context, as it enables
feature design and selection, of importance for the method’s explainability. On the other,
it implies that it is not an end-to-end learning framework. However, we note that features
can be learned in a separate portion of a dataset, using any feature learning methodology,
e.g., deep representation learning.

A potential end-to-end implementation and training of Noisy MRCs (e.g., using neural
networks) is feasible, if a loss function corresponding to Equation (18) is derived that enables
automatic differentiation. However, in such cases, the learned features would depend on the
training samples, leading to a challenging assessment of the error in the MRC expectation
estimates. In addition, it will be even more difficult to ensure the necessary conditions
described in Remark 3 that enable performance guarantees at learning, a key contribution
of this work.

We acknowledge that the proposed work is limited to the instance-independent label
noise assumption, as in (Natarajan et al., 2013; Frenay and Verleysen, 2014; Abad and Lee,
2021). Label noise in practical healthcare scenarios may exhibit instance-dependence, as
certain patient groups may be more susceptible to label corruption than others.

To the best of our knowledge, only few works study the case of instance-dependent noise,
e.g., (Liu et al., 2023; Menon et al., 2018), due to the increased complexity associated to
the instance-dependent case. These works theoretically analyze the feasibility of learning
in such scenarios, while algorithmic developments for these cases largely remain an open
research area.

We leave extending the presented MRC-based framework to handle instance-dependent
label noise as future work. Towards such goal, we need to construct different estimators τ
and λ in Equations (21) and (22) that account for instance-dependent noise. Precisely, we
need to rederive Equation (28) and its corresponding theory (i.e., an equivalent to Lemma 4
in Appendix A) following p̃(x, ·) = Trp

∗(x, ·), where the noise matrix Tr would now depend
on the region r of the feature space X .
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However, identifying the relevant features and patient groups (regions of the feature
space X ) susceptible to label corruption is a challenging task, particularly given the com-
plexity of healthcare data and the multitude of features involved in clinical practice. Iden-
tification and estimation of per-region dependent noise matrices is a research question in
itself in the context of healthcare, as it requires not only acknowledging a corruption in
labeling, but a deep understanding of how the misslabeling occurs (as a function of patient
features) in healthcare practice.
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Appendix A. Proofs of Section 2

Lemma 4 Let p∗ be the true distribution and p̃ be the observed-corrupted distribution.
Then it holds,

p̃(x, ·) = T p∗(x, ·) . (28)

Proof of Lemma 4 Using directly the factorization of probability distributions, we get
that:

p̃(x, y) = p(x, ỹ) =
∑
y

p(x, ỹ, y) =
∑
y∈Y

p(ỹ|x, y)p∗(x, y) =

=
∑
y∈Y

p(ỹ|y)p∗(x, y) , (29)

where Equation (29) is justified by the fact that the probability of flipping y to ỹ is assumed
to be independent from x. The thesis follows by simply considering the Equation (29) in
matrix form, that is:

p̃(x, ·) = T p∗(x, ·)
where p̃(x, ·) and p∗(x, ·) are probability column vectors in R|Y|

≥0. ■

Lemma 5 In the notation of Section 2, let ℓ denote a generic loss function. Then ULE
defined in Equation (10) as

ULE =
1

N

N∑
i=1

ℓ̃(h, (xi, ỹi)) ,

with

ℓ̃(h, (xi, yi)) = (T−1)1,yiℓ(h, (xi, 1)) + (T−1)2,yiℓ(h, (xi, 2))

is an unbiased estimator of ℓ(h, p∗).

Proof of Lemma 5 . Without loss of generality, we will encode the labels as Y = {1, 2}.
Then it holds:

ℓ(h, p∗) := Ep∗ [ℓ(h, (x, y))] =
∑
x,y

ℓ(h, (x, y))p∗(x, y) =
∑
x

p∗(x, ·)⊤
[
ℓ(h, (x, 1))
ℓ(h, (x, 2))

]
Using Lemma 4:

ℓ(h, p∗) =
∑
x

p̃(x, ·)⊤(T−1)⊤
[
ℓ(h, (x, 1))
ℓ(h, (x, 2))

]
=
∑
x

p̃(x, ·)⊤
[
(T−1)1,1 (T−1)2,1
(T−1)1,2 (T−1)2,2

] [
ℓ(h, (x, 1))
ℓ(h, (x, 2))

]
=
∑
x

p̃(x, ·)⊤
[
(T−1)1,1ℓ(h, (x, 1)) + (T−1)2,1ℓ(h, (x, 2))
(T−1)1,2ℓ(h, (x, 1)) + (T−1)2,2ℓ(h, (x, 2))

]
=

=
∑
x

∑
y

p̃(x, y)
[
(T−1)1,yℓ(h, (x, 1)) + (T−1)2,yℓ(h, (x, 2)

]
=
∑
x

∑
y

p̃(x, y)ℓ̃(h, (x, y))

This implies that:

ℓ(h, p∗) = Ep̃

[
ℓ̃(h, (x, y))

]
,

hence, ULE defined in Equation (10) is an unbiased estimator of ℓ(h, p∗). ■
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Appendix B. Description of additional healthcare datasets

This section is devoted to the accurate description of the additional datasets we used to
evaluate the proposed methods.

B.0.1. Haberman’s Survival:

We here tackle again the challenge of predicting patients’ survival, using an UCI’s dataset8

(smaller than the one proposed in Section 4.1.1), that collects cases from a study conducted
at the University of Chicago’s Billings Hospital between 1958 and 1970.

It focuses on patient survival cases who underwent breast cancer surgery. In particular,
it consists of 306 instances with 3 continuous features (X) — age, the year of the surgery and
the number of positive axillary nodes detected — and survival status as target variable
Y indicating whether the patient survived five years or longer (Y = 1) or died within five
years (Y = 2) after the surgery.

Summary statistics of the dataset are described in Table 3.

Original

N. patients 306
N. total features 3
N. continuous features 3
N. categorical (binary) features 0 (0)

Table 3: Characteristics of the original (and already polished) Haberman’s Survival dataset.

B.0.2. Indian Liver Patient dataset:

We here deal with the prediction task to determine whether a patient suffers from liver
disease or not, using the UCI’s dataset Indian Liver Patient dataset9. The original dataset
was first proposed by Ramana et al. (2012) as a critical comparison of patients across USA
and India.

This dataset consists of 583 patients records among which 416 with liver disease and
167 without liver disease, collected from the north-east region of Andhra Pradesh, India.
It includes 10 variables (X) — demographic data (age and gender), lab results and several
biochemical markers — and Selector as target variable (Y ), categorizing patients into
groups based on their liver condition.

Summary statistics of the dataset are described in Table 4.

B.0.3. Pima Indians Diabetes dataset:

We here take the challenge of predicting whether or not an individual has been diagnosed
with diabetes, using the dataset provided by the National Institute of Diabetes and Digestive
and Kidney Diseases10. This dataset collects data from 768 women at least 21 years old of

8. Available at https://archive.ics.uci.edu/dataset/43/haberman+s+survival.
9. Available at https://archive.ics.uci.edu/dataset/225/ilpd+indian+liver+patient+dataset.

10. Available at https://www.kaggle.com/datasets/uciml/pima-indians-diabetes-database.
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Original

N. patients 583
N. total features 10
N. continuous features 9
N. categorical (binary) features 1 (1)

Table 4: Characteristics of the original (and already polished) Indian Liver Patient dataset.

Pima Indian heritage. It contains 8 features (X) — including the number of pregnancies
the patient has had, their BMI, insulin level, age — and outcome as the target variable (Y),
describing whether an individual has been diagnosed with diabetes (Y = 1) or not (Y = 0).

Summary statistics of the dataset are described in Table 5.

Original

N. patients 768
N. total features 8
N. continuous features 8
N. categorical (binary) features 0 (0)

Table 5: Characteristics of the original (and already polished) Pima Indians Diabetes
dataset.
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Appendix C. Additional numerical results with T known

C.1. Evaluation on clean labels

Here we present additional numerical results on methods evaluated on clean labels.

C.1.1. ICU Mortality Dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 5: Experiment with T known and evaluation on clean labels. Classification error
for different ρ1, ρ2 = 0.10. Noisy MRC (solid blue) outperforms Noisy LR (solid
orange) and CleanLearning (solid green).
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C.1.2. Mammographic Mass Dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.

100 200 300 400 500 600 700
Training size

0.150

0.175

0.200

0.225

0.250

0.275

0.300

0.325

Cl
as

sif
ica

tio
n 

er
ro

r

Oracle MRC
Naive MRC
Noisy MRC
Oracle LR
Naive LR
Noisy LR
CleanLearning

(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 6: Experiment with T known and evaluation on clean labels. Classification error
for different ρ1, ρ2 = 0.10. Noisy MRC (solid blue) outperforms Noisy LR (solid
orange) and CleanLearning (solid green).
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C.1.3. Haberman’s Survival Dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.

25 50 75 100 125 150 175 200 225
Training size

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

Cl
as

sif
ica

tio
n 

er
ro

r
Oracle MRC
Naive MRC
Noisy MRC
Oracle LR
Naive LR
Noisy LR
CleanLearning

(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 7: Experiment with T known and evaluation on clean labels. Classification error
for different ρ1, ρ2 = 0.10. Noisy MRC (solid blue) outperforms Noisy LR (solid
orange) and CleanLearning (solid green).

Notice that for this dataset, as the noise rates rise, the classification errors of all the
methods notably increase. This phenomenon can be attributed to the limited size of the
dataset. With a small dataset like this one, the classifiers struggle to accurately account for
noise, resulting in increasingly significant classification errors, and leading to classifiers that
are essentially rendered useless (i.e., with classification error around 0.5, see e.g., Figure 7(i)
with ρ1 = ρ2 = 0.40).
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C.1.4. Indian Liver Patient dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.

50 100 150 200 250 300 350 400 450
Training size

0.25

0.30

0.35

0.40

0.45

0.50

0.55

Cl
as

sif
ica

tio
n 

er
ro

r

Oracle MRC
Naive MRC
Noisy MRC
Oracle LR
Naive LR
Noisy LR
CleanLearning

(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 8: Experiment with T known and evaluation on clean labels. Classification error
for different ρ1, ρ2 = 0.10. Noisy MRC (solid blue) outperforms Noisy LR (solid
orange) and CleanLearning (solid green).

As we observed in Appendix C.1.3, we also encounter a similar issue of increased classi-
fication error with larger noise rates, attributable to the restricted sample size. Moreover,
notice how the method CleanLearning encounters significant challenges in effectively ad-
dressing noise, particularly evident when ρ1 = 0.4.
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C.1.5. Pima Indians Diabetes dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 9: Experiment with T known and evaluation on clean labels. Classification error
for different ρ1, ρ2 = 0.10. Noisy MRC (solid blue) outperforms Noisy LR (solid
orange) and CleanLearning (solid green).
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C.1.6. Summary Results across all healthcare datasets:

Datasets Methods (ρ1, ρ2) = (0.1, 0.1) (ρ1, ρ2) = (0.25, 0.1) (ρ1, ρ2) = (0.40, 0.1)

Mortality Oracle MRC 0.244 ± 0.008 0.242 ± 0.008 0.242 ± 0.008
ntrain = 8000 Oracle LR 0.228 ± 0.007 0.227 ± 0.006 0.228 ± 0.007

Naive MRC 0.247 ± 0.008 0.255 ± 0.008 0.502 ± 0.008
Noisy MRC 0.246 ± 0.008 0.246 ± 0.009 0.250 ± 0.008
Naive LR 0.242 ± 0.008 0.266 ± 0.007 0.325 ± 0.008
Noisy LR 0.264 ± 0.008 0.282 ± 0.008 0.303 ± 0.010
CleanLearning 0.243 ± 0.007 0.261 ± 0.008 0.300 ± 0.008

Mammogr. Oracle MRC 0.187 ± 0.0256 0.183 ± 0.0269 0.188 ± 0.0272
ntrain = 700 Oracle LR 0.195 ± 0.0247 0.194 ± 0.0257 0.194 ± 0.0266

Naive MRC 0.188 ± 0.0259 0.197 ± 0.0292 0.410 ± 0.0603
Noisy MRC 0.186 ± 0.0264 0.188 ± 0.0271 0.198 ± 0.0275
Naive LR 0.207 ± 0.0230 0.213 ± 0.0289 0.369 ± 0.0339
Noisy LR 0.206 ± 0.0238 0.209 ± 0.0285 0.262 ± 0.0287
CleanLearning 0.199 ± 0.0229 0.197 ± 0.0264 0.289 ± 0.0364

Haberman Oracle MRC 0.266 ± 0.045 0.272 ± 0.049 0.277 ± 0.045
ntrain = 225 Oracle LR 0.311 ± 0.048 0.303 ± 0.061 0.310 ± 0.049

Naive MRC 0.270 ± 0.040 0.262 ± 0.062 0.464 ± 0.113
Noisy MRC 0.267 ± 0.041 0.251 ± 0.055 0.258 ± 0.046
Naive LR 0.328 ± 0.051 0.367 ± 0.067 0.499 ± 0.064
Noisy LR 0.331 ± 0.054 0.339 ± 0.066 0.354 ± 0.055
CleanLearning 0.333 ± 0.051 0.360 ± 0.069 0.463 ± 0.070

Liver Oracle MRC 0.292 ± 0.026 0.294 ± 0.033 0.299 ± 0.030
ntrain = 450 Oracle LR 0.299 ± 0.037 0.306 ± 0.037 0.309 ± 0.036

Naive MRC 0.294 ± 0.026 0.331 ± 0.044 0.540 ± 0.047
Noisy MRC 0.294 ± 0.026 0.296 ± 0.034 0.307 ± 0.029
Naive LR 0.327 ± 0.042 0.394 ± 0.039 0.464 ± 0.050
Noisy LR 0.329 ± 0.036 0.321 ± 0.038 0.327 ± 0.041
CleanLearning 0.335 ± 0.038 0.388 ± 0.042 0.468 ± 0.054

Diabetes Oracle MRC 0.248 ± 0.030 0.240 ± 0.032 0.231 ± 0.030
ntrain = 450 Oracle LR 0.291 ± 0.032 0.294 ± 0.029 0.288 ± 0.034

Naive MRC 0.250 ± 0.031 0.272 ± 0.040 0.490 ± 0.079
Noisy MRC 0.249 ± 0.032 0.254 ± 0.033 0.260 ± 0.039
Naive LR 0.326 ± 0.035 0.377 ± 0.043 0.452 ± 0.037
Noisy LR 0.308 ± 0.036 0.329 ± 0.039 0.333 ± 0.038
CleanLearning 0.289 ± 0.034 0.334 ± 0.044 0.414 ± 0.043

Table 6: Experiments with T known and evaluation on clean labels, on different datasets.
Average and standard deviation of classification errors for different ρ1, fixed ρ2 =
0.1, and fixed training size ntrain. Among the methods trained on noisy labels, our
method Noisy MRC can more adequately adapt to noise in the labels.
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C.2. Evaluation on noisy labels

We present additional numerical results to give a complete comparison of our Noisy MRC and
the two baselines, Cleansed LR and Noisy LR, when evaluated on noisy labels. Specifically,
we presents boxplots for fixed values of ρ2 and fixed training size, for different datasets.

C.2.1. ICU Mortality Dataset:
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(a) ntrain = 2.000, ρ2 = 0.10.
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(b) ntrain = 2.000, ρ2 = 0.25.
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(c) ntrain = 5.000, ρ2 = 0.10.
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(d) ntrain = 5.000, ρ2 = 0.25.
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(e) ntrain = 8.000, ρ2 = 0.10.

0.1 0.25 0.4
1

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

Er
ro

r p
ro

ba
bi

lit
y

LE - Cleansed LR
MINIMAX - Noisy MRC
ULE - Noisy LR

(f ) ntrain = 8.000, ρ2 = 0.25.

Figure 10: Experiment with T known and evaluation on noisy labels. Error measures of
methods for ρ2 = 0.10 (left column), ρ2 = 0.25 (right column) and and different
training sizes.
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C.2.2. Mammographic Mass Dataset:
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(a) ntrain = 500, ρ2 = 0.10.
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(b) ntrain = 500, ρ2 = 0.25.
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(c) ntrain = 600, ρ2 = 0.10.
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(d) ntrain = 600, ρ2 = 0.25.
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(e) ntrain = 700, ρ2 = 0.10.
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(f ) ntrain = 700, ρ2 = 0.25.

Figure 11: Experiment with T known and evaluation on noisy labels. Error measures of
methods for ρ2 = 0.10 (left column), ρ2 = 0.25 (right column) and and different
training sizes.
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C.2.3. Haberman’s Survival Dataset:
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(a) ntrain = 125, ρ2 = 0.10.
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(b) ntrain = 125, ρ2 = 0.25.
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(c) ntrain = 175, ρ2 = 0.10.

0.1 0.25 0.4
ρ1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

E
rr

or
pr

ob
ab

ili
ty

LE - Cleansed LR
MINIMAX - Noisy MRC
ULE - Noisy LR

(d) ntrain = 175, ρ2 = 0.25.
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(e) ntrain = 225, ρ2 = 0.10.
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(f ) ntrain = 225, ρ2 = 0.25.

Figure 12: Experiment with T known and evaluation on noisy labels. Error measures of
methods for ρ2 = 0.10 (left column), ρ2 = 0.25 (right column) and and different
training sizes.
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C.2.4. Indian Liver Patient dataset:
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(a) ntrain = 250, ρ2 = 0.10.
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(b) ntrain = 250, ρ2 = 0.25.
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(c) ntrain = 350, ρ2 = 0.10.
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(d) ntrain = 350, ρ2 = 0.25.
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(e) ntrain = 450, ρ2 = 0.10.
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(f ) ntrain = 450, ρ2 = 0.25.

Figure 13: Experiment with T known and evaluation on noisy labels. Error measures of
methods for ρ2 = 0.10 (left column), ρ2 = 0.25 (right column) and and different
training sizes.
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C.2.5. Pima Indians Diabetes dataset:

0.1 0.25 0.4
ρ1

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55
E

rr
or

pr
ob

ab
ili

ty
LE - Cleansed LR
MINIMAX - Noisy MRC
ULE - Noisy LR

(a) ntrain = 250, ρ2 = 0.10.
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(b) ntrain = 250, ρ2 = 0.25.

0.1 0.25 0.4
1

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

Er
ro

r p
ro

ba
bi

lit
y

LE - Cleansed LR
MINIMAX - Noisy MRC
ULE - Noisy LR

(c) ntrain = 350, ρ2 = 0.10.
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(d) ntrain = 350, ρ2 = 0.25.
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(e) ntrain = 450, ρ2 = 0.10.
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(f ) ntrain = 450, ρ2 = 0.25.

Figure 14: Experiment with T known and evaluation on noisy labels. Error measures of
methods for ρ2 = 0.10 (left column), ρ2 = 0.25 (right column) and and different
training sizes.
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Appendix D. Additional numerical results with T unknown

D.1. Learning with T estimated

We present additional results for experiments with T estimated that reinforce the findings
of Section 5.3.

D.1.1. ICU Mortality Dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.

1000 2000 3000 4000 5000 6000 7000 8000
Training size

0.25

0.30

0.35

0.40

0.45

Cl
as

sif
ica

tio
n 

er
ro

r

Oracle MRC
Naive MRC
Noisy MRC
Noisy MRC (T est)

(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 15: Experiment with T unknown and evaluation on clean labels. Classification er-
ror of MRCs for different ρ1, ρ2. Performances of our method trained with T̂
estimated (pink) and with T known (green) are consistent

We present below the estimation accuracies for the estimated T̂ on the ICU Mortality
dataset. We have computed the average relative error of the estimated transition matrix (as
well as the minimum and maximum estimated values) across 100-folds for ntrain = 8.000
for different values of ρ1 and ρ2.
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Table 7: ρ1 = 0.10, ρ2 = 0.10
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 1.249 ± 0.081 0.207 0.244
ρ̂2 1.101 ± 0.076 0.190 0.226

Table 8: ρ1 = 0.1, ρ2 = 0.25
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 1.363 ± 0.079 0.221 0.254
ρ̂2 0.353 ± 0.039 0.316 0.363

Table 9: ρ1 = 0.10, ρ2 = 0.40
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 1.289 ± 0.064 0.215 0.243
ρ̂2 0.215 ± 0.027 0.456 0.510

Table 10: ρ1 = 0.25, ρ2 = 0.10
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.401 ± 0.040 0.329 0.382
ρ̂2 1.202 ± 0.075 0.204 0.247

Table 11: ρ1 = 0.25, ρ2 = 0.25
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.443 ± 0.033 0.342 0.383
ρ̂2 0.382 ± 0.035 0.322 0.371

Table 12: ρ1 = 0.25, ρ2 = 0.40
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.391 ± 0.034 0.331 0.373
ρ̂2 0.199 ± 0.027 0.458 0.512

Table 13: ρ1 = 0.40, ρ2 = 0.10
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.205 ± 0.026 0.454 0.509
ρ̂2 1.152 ± 0.069 0.195 0.231

Table 14: ρ1 = 0.40, ρ2 = 0.25
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.212 ± 0.021 0.466 0.503
ρ̂2 0.343 ± 0.032 0.315 0.353

Table 15: ρ1 = 0.4, ρ2 = 0.4
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.167 ± 0.023 0.443 0.487
ρ̂2 0.149 ± 0.026 0.432 0.482
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D.1.2. Mammographic Mass Dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 16: Experiment with T unknown and evaluation on clean labels. Classification er-
ror of MRCs for different ρ1, ρ2. Performances of our method trained with T̂
estimated (pink) and with T known (green) are consistent

We present below the estimation accuracies for the estimated T̂ on the Mammographic
Mass dataset. We have computed the average relative error of the estimated transition
matrix (as well as the minimum and maximum estimated values) across 100-folds for
ntrain = 700 for different values of ρ1 and ρ2.

Table 16: ρ1 = 0.10, ρ2 = 0.10
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.952 ± 0.232 0.147 0.255
ρ̂2 1.182 ± 0.338 0.124 0.291
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Table 17: ρ1 = 0.10, ρ2 = 0.25
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.989 ± 0.233 0.137 0.262
ρ̂2 0.376 ± 0.138 0.256 0.434

Table 18: ρ1 = 0.10, ρ2 = 0.40
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.891 ± 0.224 0.132 0.241
ρ̂2 0.147 ± 0.091 0.372 0.538

Table 19: ρ1 = 0.25, ρ2 = 0.10
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.309 ± 0.127 0.264 0.406
ρ̂2 1.253 ± 0.277 0.167 0.293

Table 20: ρ1 = 0.25, ρ2 = 0.25
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.301 ± 0.122 0.241 0.397
ρ̂2 0.334 ± 0.126 0.255 0.411

Table 21: ρ1 = 0.25, ρ2 = 0.40
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.294 ± 0.125 0.235 0.458
ρ̂2 0.126 ± 0.081 0.380 0.585

Table 22: ρ1 = 0.40, ρ2 = 0.10
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.174 ± 0.091 0.350 0.586
ρ̂2 1.150 ± 0.242 0.143 0.287

Table 23: ρ1 = 0.40, ρ2 = 0.25
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.178 ± 0.088 0.382 0.552
ρ̂2 0.275 ± 0.124 0.200 0.390

Table 24: ρ1 = 0.40, ρ2 = 0.40
Setting Average Relative Error ± Standard deviation ρ̂min ρ̂max

ρ̂1 0.179 ± 0.089 0.382 0.553
ρ̂2 0.097 ± 0.078 0.320 0.510
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D.1.3. Haberman’s Survival Dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.

25 50 75 100 125 150 175 200 225
Training size

0.2

0.3

0.4

0.5

0.6

Cl
as

sif
ica

tio
n 

er
ro

r

Oracle MRC
Naive MRC
Noisy MRC
Noisy MRC (T est)

(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 17: Experiment with T unknown and evaluation on clean labels. Classification er-
ror of MRCs for different ρ1, ρ2. Performances of Noisy MRC trained with T̂
estimated (pink) are poorer than with T known (green).

The performances of Noisy MRC trained with the estimated matrix T̂ (pink) exhibit
significantly poorer results compared to those trained with the true matrix T (green). This
discrepancy can be attributed to the fact that the method employed for estimating the
matrix T does not work well with a training dataset of such small size.
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D.1.4. Indian Liver Patient dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 18: Experiment with T unknown and evaluation on clean labels. Classification er-
ror of MRCs for different ρ1, ρ2. Performances of Noisy MRC trained with T̂
estimated (pink) are poorer than with T known (green) due to limited size of
the datasets.
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D.1.5. Pima Indians Diabetes dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 19: Experiment with T unknown and evaluation on clean labels. Classification er-
ror of MRCs for different ρ1, ρ2. Performances of Noisy MRC trained with T̂
estimated (pink) and with T known (green) are in general consistent, although
subject to higher performance variability.
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D.2. Learning with cleansed labels

Here we present additional results regarding the scenario where the matrix T is unknown
and we cleanse the labels with cleanlab before applying a naive version of the classifiers.

D.2.1. ICU Mortality Dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 20: Experiment with T unknown and evaluation on clean labels. Classification error
of methods trained on cleansed labels, for different ρ1, ρ2. Performance gap
when using cleanlab is very dependent on the noise rates.

48



Adaptation of Minimax Risk Classifiers for Mislabeled Data

D.2.2. Mammographic Mass Dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.

100 200 300 400 500 600 700
Training size

0.20

0.25

0.30

0.35

0.40

Cl
as

sif
ica

tio
n 

er
ro

r

Noisy MRC
Cleansed MRC
Noisy LR
Cleansed LR

(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 21: Experiment with T unknown and evaluation on clean labels. Classification error
of methods trained on cleansed labels, for different ρ1, ρ2. Performance gap
when using cleanlab is very dependent on the noise rates.
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D.2.3. Haberman’s Survival Dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 22: Experiment with T unknown and evaluation on clean labels. Classification error
of methods trained on cleansed labels, for different ρ1, ρ2. Performance gap
when using cleanlab is very dependent on the noise rates.
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D.2.4. Indian Liver Patient dataset:

50 100 150 200 250 300 350 400 450
Training size

0.26

0.28

0.30

0.32

0.34

0.36

0.38

0.40

Cl
as

sif
ica

tio
n 

er
ro

r

Noisy MRC
Cleansed MRC
Noisy LR
Cleansed LR

(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 23: Experiment with T unknown and evaluation on clean labels. Classification error
of methods trained on cleansed labels, for different ρ1, ρ2. Performance gap
when using cleanlab is very dependent on the noise rates.
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D.2.5. Pima Indians Diabetes dataset:
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(a) ρ1 = 0.10, ρ2 = 0.10.
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(b) ρ1 = 0.25, ρ2 = 0.10.
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(c) ρ1 = 0.40, ρ2 = 0.10.
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(d) ρ1 = 0.10, ρ2 = 0.25.
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(e) ρ1 = 0.25, ρ2 = 0.25.
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(f ) ρ1 = 0.40, ρ2 = 0.25.
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(g) ρ1 = 0.10, ρ2 = 0.40.
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(h) ρ1 = 0.25, ρ2 = 0.40.
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(i) ρ1 = 0.40, ρ2 = 0.40.

Figure 24: Experiment with T unknown and evaluation on clean labels. Classification error
of methods trained on cleansed labels, for different ρ1, ρ2. Performance gap
when using cleanlab is very dependent on the noise rates.
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