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Abstract
Given a particular claim about a specific document, the fact checking problem is to

determine if the claim is true and, if so, provide corroborating evidence. The problem is
motivated by contexts where a document is too lengthy to quickly read and find an answer.
This paper focuses on electronic health records, or a medical dossier, where a physician has
a pointed claim to make about the record. Prior methods that rely on directly prompting an
LLM may suffer from hallucinations and violate privacy constraints. We present a system,
Dossier, that verifies claims related to the tabular data within a document. For a clinical
record, the tables include timestamped vital signs, medications, and labs. Dossier weaves
together methods for tagging medical entities within a claim, converting natural language
to SQL, and utilizing biomedical knowledge graphs, in order to identify rows across multiple
tables that prove the answer. A distinguishing and desirable characteristic of Dossier
is that no private medical records are shared with an LLM. An extensive experimental
evaluation is conducted over a large corpus of medical records demonstrating improved
accuracy over five baselines. Our methods provide hope that physicians can privately,
quickly, and accurately fact check a claim in an evidence-based fashion.

1. Introduction

Medical professionals benefit from Electronic Health Records (EHRs) in many ways including
improved clinical care (Manca, 2015) and accurate predictive systems (Henry et al., 2022).
However, for higher risk patients, these EHRs can be hundreds of pages long, making naviga-
tion time-consuming (Holmes et al., 2021; Downing et al., 2018; Overhage and McCallie Jr,
2020). One prior study found that ICU clinicians encountering new patients spend an average
of 15 minutes reviewing the EHR for a typical case, and 25 minutes for a complex case.
Furthermore, 49% of the clinicians reported that their chart review workflow was disorganized,
with too many total data elements to review (Nolan et al., 2017). This paper’s objective
is to design methods to improve a medical professional’s operational efficiency, specifically
chart review time.

† Work done during an internship at Amazon.
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Figure 1: Dossier: Given a claim, we first extract clinical entities, and map them to the
Unified Medical Language System (UMLS). We then use a Large Language Model (LLM)
to generate a logical query, which is run against the evidence and a global knowledge base
to retrieve relevant evidence and determine if the statement is correct. Crucially, the SQL
query can only retrieve real patient records, so the impact of any hallucinations is reduced
compared to directly passing patient records into an LLM. Note that a simple claim is shown
here for demonstration purposes, and a more complex claim can be found in Table C.1.

We frame the clinical task in the language of fact checking (Guo et al., 2022). Given
a claim such as “The patient took blood thinners within the past 12 hours”, the goal is
to determine if the answer is “True”, “False” or there is “Not Enough Information” (NEI).
Moreover, if the answer is True or False, the solution must provide corroborating evidence.
For example, the answer could be “True, the patient was given 5mg of warfarin at 10am”
(warfarin is a blood thinner). If no evidence of a blood thinner is found, then the answer is
NEI, since there may be activity not recorded in the data.

Claims What is a realistic claim? First, note that the universe of possible claims associated
with a clinical record can be quite large. Consequently, we focus on claims that can
be answered with tables associated with a medical record. Examples of tables include
timestamped vital signs, labs, medications, and procedures. Our medical dossier is comprised
of these tables. To identify a set of realistic claims that could be made about these tables,
we appeal to past work such as Lee et al. (2022); Lehman et al. (2022) which document
real physician and nursing questions. These real questions motivate the templates used to
generate our claims.

Considerations What is a good way to fact check a claim? Given the impressive success
of LLMs in the medical domain (Thirunavukarasu et al., 2023; Singhal et al., 2023), it
is natural to wonder if they can already solve the fact-checking problem. After all, one
can already prompt an LLM with a question about a patient and their medical record
(Agrawal et al., 2022). However, there are many challenges including: cost, hallucinations
and privacy. (1) A significant challenge is cost. LLMs today charge by the token. If a long
input prompt is sent to an LLM each time a claim needs to be fact checked, significant
cost may be incurred to the hospital. In a hospital or ICU setting, each patient could have
thousands of measurements and events, greatly increasing the LLM cost. (2) LLMs are
notorious for hallucinations (Umapathi et al., 2023). For example, prior work has shown
that LLMs can propagate the spread of misinformation related to the use of Ivermectin to
treat COVID-19 (Vykopal et al., 2023). Thus, a fact-checking solution built exclusively on
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LLMs may not be trusted. (3) Privacy is a major consideration with patient records. We
cannot input a medical record into an LLM which may later use this data for training. Even
publicly available datasets such as MIMIC can only be used with certain cloud providers.
For a hospital, the privacy requirement is more stringent and may require an IRB approval
as well as first removing personally identifiable information.

How can we prove a claim? Our objective is to design a solution where a “proof” (actual
rows of the tables) is returned when the claim is True or False. Therefore, we build upon
the extensive literature on text-to-SQL. Given a natural language claim and the column
headings of the tables, an LLM is used to generate a SQL query. The returned rows of the
SQL query constitute the desired proof of the claim. Also, restricting the use of an LLM to
generate SQL limits hallucination to SQL code. Even if a physician does not understand
SQL, the returned rows can be scanned for accurate interpretation of the claim.

Dossier We introduce a system, Dossier – Domain-Specific, Text-to-Sql, Semantic Fact
Checker) – that addresses these limitations. One of the distinguishing aspects of Dossier is
that clinical records are never sent to an LLM. Instead, a natural language claim is converted
to a SQL query by first extracting medical concepts from the claim using medical taggers
and then providing these concepts together with the database schema to an LLM to infer a
SQL query.

Another important and novel component of Dossier is its combined local and global
knowledge. The local knowledge is derived from a patient’s record and represents facts
specific to the patient. The global Knowledge Graph (KG) provides the source of ground
truth for general medical information, and contains triples such as (“warfarin”, “is a”, “blood
thinner”). The merged graphs constitute the database of facts. Combining these two sources
of information allows our system to answer complex questions requiring multiple patient
tables and general clinical knowledge.

The SQL query generated by an LLM is run against the database of facts. The evidence
that the claim is True or False corresponds to the rows returned from the SQL query. Note
that while LLMs are used in our solution, the hallucination is restricted to a step of the fact
checking process, namely, text to SQL. For an overview of Dossier, see Figure 1.

Contributions We combine locals EHRs with a global KG to enable fact checking for
highly specialized and time-sensitive claims in clinical healthcare. We build a trustworthy
fact verification pipeline by synergizing the power of LLMs, structured data, and specialized
knowledge graphs. Crucially, no clinical data is shared with an LLM in our method. To
summarize, we make the following contributions:

1. We demonstrate that integrating local and global knowledge graphs enables us to
effectively fact-check claims that require external knowledge. From the last column
of Table 1, we find that incorporating the knowledge graph increases accuracy from
55.0% to 63.1% for Claude-2.

2. We find that the use of medical taggers to identify entities within a claim significantly
enhances accuracy. Specifically, when combined with a global knowledge graph, we
observe an improvement in accuracy from 55.0% to 75.1%.

3. One of the striking findings of this paper is that the risk of privacy, cost and hallucination
associated with sharing a medical record with an LLM is unnecessary. One can more

3



Dossier: Fact Checking in Electronic Health Records

accurately fact check using just the column headings of the tables and a text-to-SQL
engine, together with medical knowledge. Concretely, this strategy far outperforms
directly prompting a local LLM with retrieved rows of a patient’s EHR tables (e.g.
75.1% vs. 37.3% for MedAlpaca 7B in Table 1).

4. We use a template-based approach to create a dataset containing 4,250 realistic clinical
claims on individual EHRs from real-world ICU patients. Dossier outperforms prior
work (Lee et al., 2022) by 24.1% on this dataset.

Generalizable Insights

1. Text-to-SQL for fact checking is better than providing patient records
directly into the LLM. One way to use LLMs to answer questions or verify facts
about tables is by providing the table and the claim within the context of the LLM,
potentially with a first retrieval stage. In order to maintain patient privacy, this restricts
us to use only local clinical LLMs such as ClinicalCamel (Toma et al., 2023). We find
that this approach is less accurate by 45.7% on average.

Instead, we claim that a better approach is to translate a natural language question
to SQL using modern text-to-SQL approaches. This allows us to use more powerful
API-based LLMs such as Claude (Anthropic, 2023b). The SQL query generated is used
to verify the fact on a local machine containing the EHRs.

2. Fear of LLM Hallucination. There is a general fear of LLM hallucination in the
community (Umapathi et al., 2023; Pal and Sankarasubbu, 2024), especially among
physicians. While LLMs can hallucinate, by focusing the LLM on a narrower task of
text-to-SQL (vs. open-ended question answering), we can mitigate the extent of the
hallucination. Among the SQL queries generated by our method, less than 3% are not
executable.

3. Combining LLMs with domain-specific facts improves fact checking accuracy.
While LLMs may have “read everything on the internet”, it may not know when or how
to apply what it has read (Zhao et al., 2024). In our case, combining the LLM with
databases of domain-specific knowledge simplifies the SQL query and improves the fact
checking accuracy by 19.3%. In the healthcare domain, there are publicly available
resources such as knowledge graphs and UMLS (Bodenreider, 2004), which contain
such domain-specific facts.

2. Related work

Fact checking is a widely studied problem. Existing methods can be broadly categorized into
neural and symbolic methods (Guo et al., 2022).

Neural Fact Checking. Neural methods rely on a large neural network with several
connected components to detect a claim, find evidence, take a stance and justify it. For a
given claim, evidence is retrieved using keyword or neural search over some ground truth
corpus such as Wikipedia. The combined claim and evidence is given to a natural language
inference model or a large language model (LLM) to classify as true, false or not enough
evidence (Martín et al., 2022; Sathe and Park, 2021; Atanasova et al., 2020; Kotonya and Toni,
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2020). Such methods have been recently re-popularized with the rise of retrieval augmented
generation (RAG) and powerful in context learning abilities of LLMs (Logan et al., 2019;
Lewis et al., 2020; Lazaridou et al., 2022; Wang et al., 2024). Several fact-checking datasets
have been released in recent years to benchmark the performance of fact checking systems
(Akhtar et al., 2022; Aly et al., 2021; Chen et al., 2019). However, most datasets are based
on Wikipedia or general web corpora, i.e. data distributions that are part of the training
corpora of LLMs, and do not provide a robust measurement of the fact-checking abilities of
LLMs on out of distribution datasets.

But even for in-distribution datasets, the most well trained models are still prone to
hallucinations or biases (Bang et al., 2023). Mitigating LLM hallucinations is an open
problem, and there is a growing literature studying it, especially in the context of reasoning
and fact-checking (Li et al., 2022; Dai et al., 2022). One way to mitigate hallucinations is to
use knowledge bases during language model pre-training (Yu et al., 2022; He et al., 2021) or
inference (Wang et al., 2021; Ke et al., 2021; Yasunaga et al., 2021; Peng et al., 2023; Pan
et al., 2023a). However, the absence of reliable guarantees (theoretical or empirical) about
the truthfulness of LLMs, makes it hard to deploy them off-the-shelf in critical fields such as
healthcare.

Symbolic Fact Checking. Symbolic methods utilize the high quality structured informa-
tion present in knowledge bases such as knowledge graphs (KG) or relational databases. A
given claim is first converted into a structured query (such as SQL or SPARQL), using a
neural network or a deterministic parser, which is then executed against a KG or a database
(Shiralkar et al., 2017; Lin et al., 2019; Gad-Elrab et al., 2019; Wang et al., 2020a; Park et al.,
2021). Symbolic methods lead to trustworthy results, but are limited by the knowledge of
the database, and the power of the neural network or the deterministic parser. Recently,
many methods to enhance the knowledge of KGs using language models have been proposed
(Pan et al., 2023b; Baek et al., 2023; Xie et al., 2022; Zhang et al., 2020), but they are in
turn limited by the truthfulness of language models.

Most relevant to our work is research on query-based EHR question answering (Wang et al.,
2020a; Park et al., 2021; Lee et al., 2022). These methods often utilize an underlying text to
SQL engine to convert natural language physician questions into structured SQL queries. Text
to SQL conversion has been a significant challenge in natural language processing, attracting
substantial interest from the research community (Yu et al., 2019; Deng et al., 2022). Recent
initiatives have utilized text to SQL engines for applications such as fact-checking (Jo et al.,
2019) and reducing hallucinations in LLMs (MyScale, 2023).

Our method builds upon a text to SQL framework but introduces two novel components.
First, we adapt a long line of work which propose and evaluate methods for biomedical
concept tagging (Kraljevic et al., 2021; Reátegui and Ratté, 2018; Savova et al., 2010) to the
problem of fact-checking natural language claims on tabular EHR data. Second, We propose
to fuse local and global knowledge graphs. To the best of our knowledge, no prior work has
combined biomedical knowledge graphs with tabular EHRs for the purpose of fact checking or
question answering. We empirically demonstrate that the addition of these two components
improves performance on our clinical dataset by a significant margin. Our clinical dataset
draws inspiration from the templates and real physician and nursing questions found in Lee
et al. (2022). Additionally, our dataset includes new templates that necessitate external
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Figure 2: A complex sample claim verified by our pipeline Dossier. (A) We begin by
tagging the claim with its UMLS entities. (B) The tagged claim is passed to an LLM, which
generates the logical query as well as some metadata. This logical query is run on a SQL
database containing the local patient records and the global knowledge graph. (C) The
retrieved evidence, as well as the previously generated metadata, is used to determine the
stance of the claim. For an explanation of why ablated versions of our pipeline fail on this
claim, see Table C.1.

knowledge for resolution. We find that integrating knowledge graphs enables us to effectively
address these complex questions.

3. Methods

In this section, we define the precise problem statement and outline the methods employed
to address it. Our approach is motivated by three central observations: 1) The performance
and knowledge of LLMs deteriorate in highly specialized domains. To counteract this, LLMs
require assistance from specialized, curated resources, such as biomedical knowledge graphs.
2) Domain-specific and jargon-heavy statements can greatly benefit from a highly specialized
entity tagging system that accurately identifies and categorizes key terms and concepts. 3)
Implementing Text-to-SQL effectively constrains the hallucinations of LLMs to the query
generation phase alone, while still allowing it to interact privately with the health record.
Additionally, this approach helps maintain patient privacy and reduces costs.
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3.1. Problem Setup

In the fact checking problem, we are given a natural language claim C, made at time tC > 0,
and a set of documents E = {d1, ..., dk}, each with timestamp tdi , and where tdi < tC ∀i. We
are also given a stance label Y ∈ {True, False, Not Enough Information}. Here, di is a lab,
vital measurement or drug prescription. We are also given a static global knowledge graph G
of biomedical information. The goal is to build a system Ω such that Ω(C,E,G) = (Ŷ , Ê),
where Ŷ ∈ {T, F, N}, and Ê ⊂ E. When Ŷ ∈ {T, F}, we would like Ê to be the evidence that
“proves” Ŷ . If no such Ê exists, then we should return Ŷ = N.

3.2. Our Approach

We determine the factual correctness of a given claim by turning it into a logical query that
can be evaluated against the evidence and global knowledge. Our method assumes that the
evidence and global knowledge are represented in a structured format. In our work, the
evidence are the patient EHRs, which are in the form of tables. In a hospital setting, this
could easily correspond to thousands of vital measurements, hundreds of lab measurements,
and tens of input medications per patient. Our method (Figure 1) involves the following
steps. See Figure 2 for a full example.

Global KG: For a query such as “patient was given a blood thinner”, the text to SQL
engine will not be able to write a query that includes all blood thinning drugs by itself. The
presence of the global KG circumvents this problem by providing a structured repository of
biomedical information that is utilized by the engine during query time.

For the global knowledge graph G, we utilize SemMedDB (Kilicoglu et al., 2012), a
repository of biomedical knowledge derived from the abstracts of PubMed articles. The
knowledge graph G comprises a collection of triples {(ei, ri,j , ej)}, where ei and ej are entities
such as warfarin and blood thinner, respectively, and rij denotes a relation, such as is a. We
filter SemMedDB to select 7.3 million edges, each of which have at least 15 references.

Domain specific entity tagging: A clinical concept could have many unique names. For
example, “blood thinners” and “anticoagulants” refer to the same clinical concept, and either
one could be used in a clinical claim. The first step in our pipeline is to identify the entities
referenced in the claim, and map them to a common vocabulary. The common vocabulary
we use is the Unified Medical Language System (UMLS) (Bodenreider, 2004), which contains
a Concept Unique Identifier (CUI) for each clinical concept. We use two methods to tag
UMLS entities from a claim: (1) MedCAT (Kraljevic et al., 2021), and (2) an LLM for
clinical entity extraction, followed by the UMLS API to convert it to a CUI. We use the
union of the entities tagged by each of these methods.

Logical query generation: Once we have the entities extracted, we translate the claim
into a logical query. Given only the tagged biomedical entities, and the schema of the EHR
and the global KG, we use an LLM to convert the claim into a SQL query. Crucially, the
LLM does not need access to the patient records, only the table schemas.

Stance determination: The query that is generated by the LLM is run on a SQL database
containing the evidence and global knowledge graph, to retrieve Ê. When Ê is empty, we
return N. If Ê is non-empty, then this becomes the supporting evidence. For example, if the
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claim is: “patient was given a vasodilator at least twice", the generated query extracts the
rows from the patient’s medications table where a vasodilator was administered. To decide
whether we should return T or F, we compare |Ê| with a numeric interval output by the
LLM. In this example, the interval is defined by the lower bound l = 2 and upper bound
u = ∞ (more details in Appendix B). When the query fails to run, or when the LLM does
not return a SQL query, we also return N.

4. Experiments

4.1. Experimental setup

To validate our proposed pipeline, we devise 20 expressive templates (see Appendix D),
which are used to generate 4,250 claims for 100 randomly selected admissions from MIMIC-
III (Johnson et al., 2016) over four patient tables: admissions, labevents, chartevents
and inputevents. Details on data processing can be found in Appendix A.

While our templates are inspired by the real physician and nursing queries released in Lee
et al. (2022), the dataset differs in that it focuses on individual patient records and includes
queries that require global knowledge for verification. Among the queries that necessitate a
Knowledge Graph (KG), “patient was given a vasodilator” is a representative example. The
patient’s EHR in inputevents might list “Lisinopril/Nitroprusside” but not “vasodilator,”
thus necessitating a global KG connecting the two entities for verifying such claims.

We also organize our templates in increasing order of difficulty during evaluation. The
difficulty of a given template depends on the number of tables required to answer it and
whether it requires external medical knowledge (i.e. via the global KG). Reasoning over
multiple tables while using the global KG presents the highest difficulty. We believe that
this organization provides a natural hierarchy of difficulty that can be used to measure the
performance of fact-checking systems with increasingly complex claims and datasets. Our
proposed method achieves state-of-the-art performance on almost all difficulty levels.

For each template, we manually construct a gold-standard SQL query which is run on
each patient’s EHR to determine the true label. We evaluate our pipeline on each claim,
generating SQL queries (with temperature = 0) using three LLMs: Claude-2 (Anthropic,
2023b), Claude-instant-1 (Anthropic, 2023a), and CodeLlama-13B (Rozière et al., 2023). The
choice of these models is based on recent benchmarks which find that API-based LLMs such
as GPT-4 and Claude-2 are currently state-of-the-art in the text-to-SQL task (Li et al., 2023).
In addition, we include CodeLlama as an example of a publicly available open-source model.
We provide four in-context examples, and the prompts used can be found in Appendix E.

4.2. Baseline methods

As a baseline approach, we pass patient records directly into open-source LLMs along with
the claim to be fact checked. Open-source LLMs, which are freely and publicly available,
can be downloaded and used locally, thus circumventing the issue of patient privacy. We use
powerful open-source LLMs that have been trained on medical or clinical data: ClinicalCamel
13B (Toma et al., 2023), MedAlpaca 7B (Han et al., 2023), and Asclepius 13B (Kweon et al.,
2023). As the string representations of these records almost always exceed the LLM’s context
length, we use BM25 (Robertson et al., 1994) or semantic similarity (Wang et al., 2020b)
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retrieval, matching on the measurement name, to retrieve the most relevant records. We
also incorporate a Llama-2 7B model (Touvron et al., 2023) as a baseline, featuring a large
context length (32k), where we pass the entire record directly. Since the above models have
access to patient health records, they do not need to execute an SQL query and instead infer
the answer by reasoning in-context. Finally, we also include as baseline a T5-Base (Raffel
et al., 2020) model trained on the EHR-SQL dataset (Lee et al., 2022).

4.3. Ablations

We consider the following ablations of the Dossier pipeline (See Table C.1 for an example):
• Only UMLS: We first ablate the global KG. In this setup, the SQL query no longer

has access to a global knowledge source.

• Only Global KG: By ablating the UMLS tagging, the SQL queries have to search
over the patient records (or the global KG) by string matching.

• Neither: By ablating both components, the SQL query can only use string matching
on local patient tables.

5. Results

We start with an overall accuracy comparison, adding and removing components of Dossier
in order to quantify the impact. We evaluate performance on specific subsets of the dataset
based on difficulty as mentioned earlier. Then, to dig into Dossier’s mistakes, we categorize
the model errors with manual annotation. Following that, the impact of claim rephrasing is
explored. Finally, we evaluate performance on templates based on real physician and nursing
queries in Lee et al. (2022). For baselines with direct EHR prompting, we show results using
BM25 retrieval in the main text, and results for retrieval with all-MiniLM-L6-v2 (Wang
et al., 2020b) can be found in Table C.6.

5.1. Overall Performance

In Table 1, we compare the performance of all methods on the generated claims. We find
that our pipeline with Claude-2 far outperforms the baselines. We find that ablating the
components of our pipeline hurts the model for all difficulty levels except one (no global
KG with 2 tables). In some cases, adding only UMLS tagging and not the global KG can
actually hurt performance compared to having neither component. We explore these results
further by showing the percentage of times that the model explicitly says that it does not
know the answer in Table C.3, and the percentage of times that the resulting query gives an
error in Table C.4.

To examine the trend of ablating each component, we plot the accuracy for the most
difficult claims – those which require a global KG and two local tables – in Figure 3. T5-
EHRSQL achieves the best performance of all baselines at 52.0%. The accuracy of the
remaining baseline approaches never exceeds 40%. On the other hand, Dossier with Claude-
2 achieves an accuracy of 75.1%. We also evaluate the quality of retrieved evidence for each
claim. We focus on the Claude-2 full pipeline, and manually examine 100 claims which have
Y ∈ {T, F}, and for which the pipeline predicts the correct stance. We find that in 100% of
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Table 1: Accuracy (%) of clinical fact-checking methods evaluated on 4,250 claims generated
from MIMIC-III, stratified by whether the claim requires the Global KG, and the number of
local patient tables required. “Full” represents our full pipeline, and we also provide ablations
for two components of our pipeline. Best performances for each LLM are bolded, and the
best overall performances are shaded in gray .

Requires Global KG No Yes

# Local Tables 1 2 1 2

Dossier

Claude-2 Full 84.2 74.7 68.9 75.1
Only UMLS 82.5 73.1 52.0 53.4
Only Global KG 66.6 48.3 61.8 63.1
Neither 79.3 82.6 50.2 55.0

Claude-1 Full 79.2 57.9 64.8 63.2
Only UMLS 77.4 64.8 51.0 53.6
Only Global KG 65.0 48.1 58.6 59.2
Neither 74.1 63.3 50.4 54.2

CodeLlama 13B Full 75.3 51.0 66.4 53.6
Only UMLS 72.9 53.6 49.1 52.1
Only Global KG 58.7 47.1 48.5 52.3
Neither 64.5 47.7 49.3 51.7

Baselines
MedAlpaca 7B 52.8 44.6 41.5 37.3
ClinicalCamel 13B 37.5 27.3 27.3 28.2
Asclepius 13B 47.2 26.6 34.1 33.5
Llama2 7B 32k 29.7 31.5 46.6 31.3
T5-EHRSQL 59.7 48.0 47.9 52.0

cases, the evidence retrieved properly supports the pipeline’s prediction. Additional results
can be found in Appendix C.

5.2. NEI Accuracy

In addition to overall accuracy, we also want to ensure that the method is accurate for each
class “True”, “False” and “NEI”. We start by exploring NEI accuracy in Figure 4. Interestingly,
Llama-2 shows near 0% accuracy at predicting NEI. Exploring further in Figure C.1(b), it is
due to the fact that Llama-2 almost always predicts T or F. Another interesting observation
is T5-EHRSQL exhibits the opposite behavior in that it almost always predicts NEI, as
seen in Figure C.1(a). This is likely due to the fact that the pretrained model has not seen
questions similar to the ones in our dataset, and so the resulting SQL query is much more
likely to give an error (Table C.4) or retrieve no rows. On the other hand, Claude-2 appears
to strike a better balance achieving high NEI accuracy, while also predicting True/False
accurately as we describe next.
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puts True or False, even when there is no
evidence to support the claims. Another
baseline approach, T5-EHRSQL, always out-
puts NEI – even where there exists evidence
to prove or disprove the claim. Dossier la-
bels NEI claims more accurately. Neither the
global knowledge graph nor UMLS help with
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(b) Claims that require the global KG

Figure 5: We define a “committed” prediction as one where Ŷ ∈ {T, F}, and view predicting
Ŷ = N as a form of deferral to the clinician for manual verification. We plot the accuracy
of Dossier when the model commits, versus the percentage of the time it does, for (a) all
claims in our dataset, and (b) the subset of claims which require the global KG. We highlight
models on the pareto front, and other select models for clarity. We present the full plot with
all models labelled in Figure C.2. Note that the dataset of claims consists of 50% N, 40% T,
10% F.
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5.3. Accuracy on Committed Predictions

Here, we consider the fact that all errors may not have equal cost. When Ŷ = N, the
lack of evidence should prompt the physician to manually check the claim. However, when
Ŷ ∈ {T, F}, any errors would indicate the retrieval of bogus evidence, which may mislead the
physician into taking an improper action. Hence, we care most about being correct when
Ŷ ∈ {T, F}, and we refer to this as the model “committing” to a prediction. Thus, predicting
Ŷ = N can be seen as a type of deferral (Madras et al., 2018; Geifman and El-Yaniv, 2017)
for manual examination by the clinician. In Figure 5, we plot the accuracy on committed
samples for Dossier models and its ablations, versus the percentage of time the model
commits. When examining the set of all claims (Figure 5a), we find that the full pipeline
with Claude-2 commits about 10% more than when the global KG is ablated, with a small
loss on the accuracy. When further subsetting to the set of claims (Figure 5b) that require a
global KG, we find that the pipeline with ablated KG almost never commits, and that the
full pipeline still commits the most frequently, with a minimal loss on accuracy.

5.4. Error Analysis

Here, we seek to examine incorrect predictions made by our pipeline, in order to derive
insight into which component is responsible. We randomly select 50 examples for which
Dossier with full Claude-2 makes an error, and manually annotate these examples for the
cause of error. We present our analysis in Table 2. We find that out of the 50 errors, 40%
are caused by inadequacies in the LLM for SQL generation, e.g. the generated SQL contains
logical or syntactical errors, or the LLM selects an inappropriate tagged entity in its query.
In addition, we find that issues with the UMLS entity taggers (i.e. MedCAT and the UMLS
API) are responsible for 34% of model errors. Thus, improvements in these two components
(text-to-SQL and UMLS entity tagging) are two promising primary directions to improve the
performance of our pipeline.

5.5. Robustness to Paraphrasing

One common critique of template-generated claims is that they may be unrealistic, and that
their syntax may be inconsistent with the claims that a physician would make (Lehman
et al., 2022). Here, we evaluate the robustness of Dossier to paraphrasing of claims. We
randomly select 1,000 samples from our dataset, and use Claude-2 to provide a paraphrase of
the claim, using the prompt in Appendix E, emphasizing that claim semantics should not be
altered. We run the 500 most realistic paraphrased claims through Dossier with Claude-2.
We present our results in Table 3. We find that all models experience a decrease in accuracy
on the paraphrased dataset, with the full pipeline showing a drop of 5.6%. However, the full
pipeline still outperforms its ablations.

5.6. Performance on templates based on real physician & nursing queries in Lee
et al. (2022)

The templates utilized in our study draw inspiration from queries documented in EHR-SQL
(Lee et al., 2022). It is important to note that EHR-SQL excludes queries that are ambiguous
or necessitate external knowledge. Consequently, our templates, as detailed in Appendix D,
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Table 2: We randomly select 50 examples for which Dossier with Claude-2 Full makes
an incorrect prediction. We manually annotate these examples to determine the source of
error, and group them into the following categories, which cover 92% of observed errors. We
provide an illustrative example for each source of error. The remaining 8% encompass an
array of other errors, including syntax errors and issues with the output numeric interval or
the attitude.

Example

Cause of Error Percentage Claim Description

Entity taggers
missed an entity

34% pt was administered a
Penicillin-containing
product since t =
57.0

Entity taggers output the following relevant
entity:
C0030824: Allergy to penicillin
Which misses C5437787: Penicillin-
containing product.

Logical error in
SQL generation

22% patient had Heart
Rate measurements
less than 142.0 since
last being adminis-
tered Propofol

SQL contains incorrect operator for vital
value comparison:
SELECT * FROM Vital
WHERE Vital.CUI IN ( ... )
AND Vital.t > ( ... )
AND Vital.Value >= 142.0 ...

Wrong CUI cho-
sen from tagged
list

14% patient had Alkaline
phosphatase values
less than 208.0 since
their last Amylase
measurement greater
than 117.25

From the following two tagged entities:
C0002712: Amylase
C0201883: Amylase measurement
The LLM chose to use the former (a phar-
macologic substance) instead of the latter
(a laboratory procedure).

UMLS contains
several CUIs for
nearly identical
concepts

10% patient had Sodium
values greater than
140.0 since last being
prescribed .9% Nor-
mal Saline

The entity taggers return the following en-
tities:
C0445115: Normal saline
C0036082: Sodium chloride solution
The LLM chose to use the latter, whereas
the local tables are coded with the former,
and there is no edge between the two in
the Global KG with an ISA predicate.

Vagueness in
claim

8% pt was given a
Polysaccharides
since they were
last prescribed any
Glycosaminoglycans

The patient was prescribed Heparin, a drug
which fits into both categories. The gold
SQL query used a ≥ comparator for time
to get a label of T, whereas the LLM-
generated query used a > to predict N.

LLM tries to out-
put multiple SQL
queries

4% pt did not have
Glucose measure-
ments less than 152.0
since their last PTT
measurement greater
than 25.2

The LLM outputs two separate SQL
queries, one to select the glucose measure-
ments, and one to select PTT.
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Table 3: Accuracy (%) of Dossier with
Claude-2, evaluated on 500 natural lan-
guage claims generated by paraphrasing
our templates using Claude-2.

Original Paraphrased

Claude-2 Full 79.4 73.8
No Global KG 70.2 68.4
No UMLS 61.6 57.8
Neither 72.6 65.8

Table 4: Accuracy (%) of clinical fact-checking
methods evaluated on the claims generated using
only the templates that intersect with the
templates in Lee et al. (2022) which are de-
rived from real physician and nursing questions.

Accuracy (%)

Dossier

Claude-2 + UMLS 95.69

Claude-1 + UMLS 86.93

CodeLlama 13B + UMLS 77.10

Baselines
MedAlpaca 7B 52.10
ClinicalCamel 13B 38.65
Asclepius 13B 43.90
Llama2 7B 32k 34.78
T5-EHRSQL 55.25

incorporate new templates of increased complexity—requiring the use of multiple tables
and a global Knowledge Graph (KG). This approach not only represents a broader range of
general queries but also facilitates a systematic evaluation of future fact-checking systems
based on the level of difficulty.

We benchmarked the performance of Dossier on a subset of our templates that are
identical to those used in EHR-SQL. This subset, by design, only includes statements that do
not require external knowledge, i.e., no global KG, and rely solely on one table for verification.
We found that on this subset, Claude-2 with UMLS tagging significantly outperformed
several baselines. This outcome underscores the significance of UMLS tagging within our
pipeline and demonstrates the capabilities of modern LLMs, which were employed due to
our privacy-preserving method. These results are detailed in Table 4.

6. Discussion

Performance of Dossier We see that the Dossier pipeline using Claude-2 performs
the best in terms of the overall accuracy. In addition, in the setting described in this work,
scenarios where a fact checking system returns NEI would be followed by manual analysis by
the physician. Hence, it is crucial for the system to be accurate when it returns either T or F.
We find that the Dossier pipeline with Claude-2 strikes a balance between committing to
an answer and being accurate.

Cost We also note that Dossier text-to-SQL approach is generally more cost-effective. For
a given query, we use approximately 2,000 tokens for inference —- 1,500 for the input prompt
and fewer than 500 for the few-shot examples. In contrast, as a rough estimate, directly
feeding the EHR to an LLM compromises privacy and significantly increases the number of
tokens to potentially more than 50,000 tokens, assuming an EHR with 10,000 events (rows)
per patient and 5 tokens per row. Given that LLM inference costs increase linearly with the
number of tokens, our method can be approximately 25 times more cost-effective.

Fact checking claims in the context of EHRs In this paper, we frame the problem of
fact checking claims made on a patient’s EHR. The motivation being reducing the burden
on medical staff manually going through lengthy EHRs to find answers to pointed questions
such as “The patient was prescribed medication X”. Through our experiments on the MIMIC
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III dataset, we find that the Dossier system can be used to determine the factuality along
with evidence from the EHR with high accuracy.

While this paper is based on fact checking claims made by physicians, LLMs are increas-
ingly pervasive and are expected to soon play a significant role in health applications (such
as question answering tasks on EHRs) (Thirunavukarasu et al., 2023; Castonguay and Lovis,
2023). As such, verifying and fact checking claims made by LLMs would be critical. For
example, a physician may pose the question “Was the patient given blood thinners in the
past 12 hours" to an LLM. In order to mitigate hallucinations, it is crucial to verify the
response or claim made by the LLM. We believe that the Dossier system would be valuable
in fact checking claims made by LLMs, in cases where such claims are verifiable from data
within tabular EHRs. See Appendix F for further discussion.

Limitations Our method has several limitations, related to the nature of the local and
global knowledge graphs, and to the use of an LLM. First, our method assumes that all
knowledge is in a structured format such as a table or graph. In particular, we have not
studied claims that are related to free-form patient notes. One promising approach would
be to transform the free-form text into structured knowledge (e.g. with relational entity
extraction) (Jain et al., 2021; Altuncu et al., 2019; Fatima et al., 2017). Next, our claims are
generated by random slot filling of the templates shown in Table D.7. It is possible that we
create some ambiguous or implausible claims. For example, “Patient was given vasodilator
after their blood pressure measurement was below 80/50 mmHg". This is an implausible
statement since vasodilators are not given to someone with a low blood pressure. While
verifying our pipeline with claims made by real physicians would be the gold standard, we
chose to generate claims through the slot filling process due to limitations on physician time.

Finally, our fact-checking system is only as good as the source of the facts. However,
to the best of our knowledge, this is true of all fact-checking systems, both neural and
human (Uscinski and Butler, 2013). Regardless, we emphasize that our pipeline is compatible
with any biomedical knowledge graph, not just SemMedDB (Kilicoglu et al., 2012). As the
quality of such knowledge graphs continue to improve (Chandak et al., 2023), so would the
performance of our pipeline.

Potential Risks We do not advocate for blind deployment of these models in real-world
clinical settings. Practitioners should always test such models on their data and take a
myriad of other considerations into account (e.g. privacy, fairness, regulation, interpretability)
before deployment (Zhang et al., 2022; Wiens et al., 2019). Misuse of such models could lead
to real patient harm. In addition, we acknowledge that LLMs have likely been trained on
copyrighted material, and so permission should be obtained for their use whenever necessary.

7. Conclusion

Our work shows that it is possible to verify natural language claims over patient EHRs
in healthcare by effectively combining modern LLMs with specialized knowledge graphs.
Answering claims with ambiguously defined ground truth, such as the free text found in
clinical notes, would be an interesting direction of future work. Additionally, quantifying the
improvement in operational efficiency of medical professionals using Dossier is an important
next step.
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Appendix A. Data Processing

We make use of the MIMIC-III Clinical Database v1.4 (Johnson et al., 2016), obtained
through PhysioNet. MIMIC-III contains de-identified electronic health records for over 50,000
admissions to the intensive care unit of the Beth Israel Deaconess Medical Center in Boston,
MA. Note that MIMIC-III is publicly available under the PhysioNet Credentialed Health
Data License 1.5.0, and our use here is compatible with the original access conditions.

Our first step is to map MIMIC-III ItemIDs to UMLS CUIs. To do so, we start by using
the UMLS Search API to map each of the items in the d_items and d_labitems tables
to UMLS CUIs by their label name. We do this for the top 200 most frequent items which
appear in the labevents, inputevents and chartevents tables each. We manually
verify these mapping to remove any errors, and the total length of the mapped CUIs (i.e. the
set of all measurements and inputs to consider) is 348. We then map each unique admitting
diagnosis (of which there are over 10,000) in admissions to UMLS CUIs using the same
API.

From MIMIC-III, we create a Lab table by processing labevents, a Vital table by
processing chartevents, an admission table by taking the relevant rows from admissions,
and an Input table by merging inputevents_cv and inputevents_mv. To do so, we
read in each table and subset it to the 100 randomly-selected admissions in our cohort. We
then only select measurements and inputs that have a valid CUI mapping from the previous
step. For Lab and Vital, we only select rows which have a valid numeric value, and use
the chart time as the time of evidence. For Input, we use the start time as the time of the
evidence.

To process SemMedDB (Kilicoglu et al., 2012) (which is licensed under the UMLS
Metathesaurus License Agreement), we follow a similar procedure as Mayers et al. (2019).
To increase the size of the knowledge base, we also merge in the SNOMED-CT hierarchy
(Donnelly et al., 2006) (licensed under the IHTSDO license), which we map to UMLS CUIs.
We drop any rows containing generic objects, and filter to predicates in {ISA, TREATS,
PREVENTS}.

Appendix B. Additional Experimental Details

Given a particular |Ê| > 0, to decide whether we should return T or F, we have the LLM
output a lower (l ∈ N) and upper (u ∈ N ∪ {∞}) bound, with u ≥ l, as well as an “attitude”
p ∈ {T, F}. Then, we return

Ŷ =

{
p, l ≤ |Ê| ≤ u

¬p, otherwise

For example, for the claim “patient had at least 6 Chloride measurements less than 112.0
since last being prescribed a Plant alkaloid ”, we would want to have l = 6, u = ∞, p = T. For
the claim “pt was not given a Tazobactam in the past 21.1 hours”, we would want to have
l = 1, u = ∞, p = F. See Figure E.5 for how we prompt the LLM to generate these fields.

To generate the dataset of 4,250 claims, we randomly select 100 admissions in MIMIC-III
with at least one row in all four of the tables we process. We always set tC to be the discharge
time. For each iteration, we randomly choose a template, and we randomly fill the slots.
We choose the negation slot with 15% probability. For the measurement name and drug
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name variables, we sample randomly from either the MIMIC label name or the UMLS name
for all CUIs. For measurement thresholds, we randomly sample from the quantiles of the
distribution of that measurement across all patients.

As we do not train any models in this work (all LLMs are pre-trained or API-based), and
we do not have any hyperparameters in our pipeline, we use all 4,250 claims for evaluation.
All experiments were conducted on a server with 4 NVIDIA A100 80 GBs, 80 cores, and 1
TB RAM. All evaluation runs completed in less than 48 hours. We use the Anthropic SDK
(version 2023-06-01) to query Claude. All other LLMs were run locally, using the huggingface
library. All generation was done with temperature = 0. In all cases where UMLS tagging is
a part of the pipeline, Claude-2 was used for clinical entity extraction.
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Appendix C. Additional Experimental Results

Table C.1: Demo for which the full pipeline returns the correct SQL query, but ablated versions
of our pipeline will not retrieve the correct evidence. All SQL queries were generated using
Claude-2. The claim is "patient had at least three diastolic blood pressure measurements below
60 after their first vasopressor prescription". Note that the entity tagging tags the following
relevant CUIs:Vasoconstrictor Agents (C0042397), Diastolic blood pressure (C0428883).

Method SQL Query Comment

Full
Pipeline

SELECT *
FROM Vital
JOIN Global_KG AS GK1 ON Vital.CUI = GK1.Subject_CUI

JOIN (
SELECT MIN(t) AS first_vaso FROM Input
JOIN Global_KG AS GK2 ON Input.CUI =

GK2.Subject_CUI
WHERE GK2.Object_CUI = ’C0042397’
AND GK2.Predicate = ’ISA’

) AS T1
WHERE GK1.Object_CUI = ’C0428883’
AND GK1.Predicate = ’ISA’
AND Vital.t > T1.first_vaso
AND Vital.Value < 60

Correct. Retrieves correct
evidence by merging the lo-
cal Input table with Global
KG to find the names of
drugs with Object equal
to the CUI for vasopres-
sor, with the ISA predi-
cate. Then, finds all mea-
surements from Vitals that
ISA diastolic blood pres-
sure, and correctly filters
by the time.

No
Global
KG

SELECT * FROM Vital
WHERE CUI = ’C0428883’
AND Value < 60
AND t > ( SELECT MIN(t) FROM Input WHERE CUI =

’C0042397’ )

Incorrect. Never retrieves
any evidence, as the EHR
record does not contain the
CUI for vasopressor, but
subcategories of vasopres-
sors, and so the subquery
returns NULL.

No
UMLS

SELECT *
FROM Vital
WHERE UPPER(str_label) LIKE ’%DIASTOLIC%’
AND t > (SELECT MIN(t) FROM Input

JOIN Global_KG ON Input.str_label =
Global_KG.Subject_Name

WHERE Global_KG.Predicate = ’ISA’
AND UPPER(Global_KG.Object_Name) LIKE ’%VASOPRESSOR%’)
AND Value < 60

Incorrect. Tries to search
by string in the Global KG,
but the entry for vasopres-
sor is called "Vasoconstric-
tor Agents", and so the
subquery returns NULL,
and it never retrieves any
evidence.

Neither
SELECT * FROM Vital
WHERE UPPER(str_label) LIKE ’%DIASTOLIC%’
AND Value < 60 AND t > ( SELECT MIN(t)

FROM Input
WHERE UPPER(str_label) LIKE ’%VASOPRESSOR%’ )

Incorrect. The name of the
vasopressor drugs don’t
contain “vasopressor” in
their name, and so the sub-
query returns NULL, and
it never retrieves any evi-
dence.

26



Dossier: Fact Checking in Electronic Health Records

Table C.2: Average accuracy (%) of clinical fact-checking methods evaluated on 4,250
claims spanning an difficulty levels generated from MIMIC-III. We also provide ablations for
two components of our pipeline. Best performances for each LLM are bolded, and the best
overall performance is shaded in gray .

Accuracy (%)

Our
Pipeline

Claude-2 Full 78.62
No Global KG 70.65
No UMLS 62.30
Neither 70.62

Claude-1 Full 70.53
No Global KG 66.74
No UMLS 60.25
Neither 64.90

CodeLlama 13B Full 65.76
No Global KG 64.13
No UMLS 54.17
Neither 57.00

Baselines
MedAlpaca 7B 46.74
ClinicalCamel 13B 32.51
Asclepius 13B 39.26
Llama2 7B 32k 32.81
T5-EHRSQL 54.56
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Table C.3: Percentage (%) of claims for which each LLM explicitly says that they do
not know the answer. Note that lower is not necessarily better, and that we assign these
samples Ŷ = N. We find that for Claude-2, adding both the Global KG and UMLS tagging
increases model confidence over the ablations. In addition, we find that having UMLS tagging
without global KG can vastly decrease model confidence over having neither component, even
on samples that don’t require a global KG. We speculate that string searching on local tables
may be sufficient for samples without requiring a global KG, as templates are slot-filled with
names from local tables. In such cases, having UMLS information may actually confuse the
model, especially when the UMLS CUIs are tagged incorrectly (as in Table 2).

Requires Global KG No Yes

# Local Tables 1 2 1 2

Our
Pipeline

Claude-2 Full 0.14 0.15 0.95 0.69
No Global KG 29.10 15.30 23.61 48.79
No UMLS 1.56 6.24 3.49 8.44
Neither 3.74 3.27 4.60 27.63

Claude-1 Full 31.14 33.58 27.42 42.43
No Global KG 13.41 11.89 25.20 38.27
No UMLS 5.07 18.72 13.47 18.38
Neither 6.07 17.53 5.71 29.48

CodeLlama 13B Full 0.05 0.00 0.00 0.00
No Global KG 0.05 0.00 0.32 0.12
No UMLS 0.05 0.15 0.00 0.12
Neither 0.14 0.15 0.16 1.16
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(a) T5-EHRSQL Confusion Ma-
trix

(b) Llama-2 Confusion matrix

(c) Claude-2 Confusion matrix

Figure C.1: Confusion matrices for all claims. (a) T5-EHRSQL labels almost every claim
NEI. It is able to achieve the highest overall accuracy among the baselines because 50% of the
data is NEI. (b) Llama2, on the other hand, always labels claims True or False, even without
supporting evidence. (c) Claude2 is more judicious when labeling claims NEI, neither always
avoiding NEI, nor always labeling NEI.
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Table C.4: Percentage (%) of claims for which each LLM returns a SQL query that is
invalid (i.e. generates an error), or does not finish running within 10 minutes. Note that
this does not include samples for which the LLM says that it does not know. We assign
these samples Ŷ = N.

Requires Global KG No Yes

# Local Tables 1 2 1 2

Our
Pipeline

Claude-2 Full 2.75 0.15 1.76 0.70
No Global KG 0.87 1.23 1.04 1.13
No UMLS 1.35 1.11 0.66 3.91
Neither 2.46 0.77 0.50 8.79

Claude-1 Full 5.30 27.29 12.88 23.09
No Global KG 17.62 15.01 7.20 22.10
No UMLS 2.60 14.08 10.99 8.92
Neither 9.13 27.57 10.76 40.66

CodeLlama 13B Full 12.75 46.81 10.46 28.32
No Global KG 14.46 35.96 15.06 38.27
No UMLS 26.84 27.83 15.21 41.32
Neither 38.21 48.51 23.49 60.47

Baselines T5-EHRSQL 21.61 57.21 13.31 47.86
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Table C.5: Accuracy (%) of clinical fact-checking methods evaluated on our claims generated
from MIMIC-III, removing 3 templates (659 claims) most similar to those provided
to the model as four in-context examples. Note that all in-context examples only use
a single local table. Results are stratified by whether the claim requires the Global KG, and
the number of local patient tables required. “Full” represents our full pipeline, and we also
provide ablations for two components of our pipeline. Best performances for each LLM are
bolded, and the best overall performances are shaded in gray .

Requires Global KG No Yes

# Local Tables 1 2 1 2

Our
Pipeline

Claude-2 Full 83.1 74.7 82.4 75.1
No Global KG 81.0 73.1 59.4 53.4
No UMLS 67.9 48.3 73.8 63.1
Neither 79.4 82.6 58.8 55.0

Claude-1 Full 77.6 57.9 80.7 63.2
No Global KG 76.0 64.8 59.4 53.6
No UMLS 66.2 48.1 72.7 59.2
Neither 73.7 63.3 59.4 54.2

CodeLlama 13B Full 74.7 51.0 75.9 53.6
No Global KG 72.1 53.6 57.2 52.1
No UMLS 59.1 47.1 57.2 52.3
Neither 65.1 47.7 56.7 51.7

Table C.6: Performance of baseline LLMs with various retrieval methods on the most
difficult samples where the global KG and two local tables are required. As prior work has
found that generalist embedding models outperform specialized clinical models in semantic
search (Excoffier et al., 2024), we utilize the popular all-MiniLM-L6-v2 model (Wang et al.,
2020b) as the encoder (“embed”), in addition to BM25 (Robertson et al., 1994). We turn
each edge of the global KG into a single sentence by combining the subject, predicate, and
object. Given a particular claim, we select the ten sentences from the KG with the highest
cosine similarity to the claim embedding, and we pass these sentences into the prompt for
the LLM. We find that, on aggregate, including the KG in RAG increases the percentage of
samples for which the LLM predicts non-NEI (i.e. committed predictions). This results in
an increase in accuracy for non-NEI samples and committed predictions, and a decrease in
accuracy for NEI samples. We note that these models still far underperform DOSSIER with
Claude-2.

LLM Retrieval Method With KG Accuracy Accuracy NEI Accuracy Non-NEI % Committed Accuracy Committed

MedAlpaca 7B
bm25 No 37.3% 49.1% 25.5% 44.7% 27.4%

Yes 36.9% 28.9% 45.5% 68.2% 32.0%

embed No 35.5% 47.6% 22.4% 45.3% 23.7%
Yes 40.2% 35.6% 45.3% 64.4% 33.8%

Asclepius 13B
bm25 No 33.5% 56.9% 8.2% 43.7% 9.0%

Yes 26.1% 37.6% 13.7% 63.1% 10.4%

embed No 35.7% 61.3% 8.0% 40.5% 9.4%
Yes 28.7% 42.9% 13.3% 57.6% 11.0%

DOSSIER Claude-2 Full 75.1% 97.6% 50.8% 28.7% 85.1%
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(b) Claims that require the global KG

Figure C.2: We define a “committed” prediction as one where Ŷ ∈ {T, F}, and view predicting
Ŷ = N as a form of deferral to the clinician for manual verification. We plot the accuracy
of Dossier when the model commits, versus the percentage of the time it does, for (a) all
claims in our dataset, and (b) the subset of claims which require the global KG. Note that
the dataset of claims consists of 50% N, 40% T, 10% F.
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Appendix D. Claim Templates

Table D.7: Templates used to generate claims from patient records in MIMIC-III. Here, {}
represent variable names that are filled in by random sampling from a set of measurement
and drug names and values; strings within [] are randomly selected. The second index of
strings within <> are chosen if there is negation, and the first chosen if there is not.

ID Template Sample Claim

1 [pt/patient] was </not >[given/adminis-
tered/prescribed] {drug_name} [at least
{lower} times/exactly {exactly} times/] [since
admission/since t=0/]

pt was prescribed milrinone

2 [pt/patient] was </not >[given/adminis-
tered/prescribed] {drug_name} [at most {up-
per} times/] since t={n}

patient was prescribed doxacurium since t=36

3 [pt/patient] was </not >[given/adminis-
tered/prescribed] {drug_name} [at least
{lower} times/at most {upper} times/] in the
[last/past] {delta_t} hours

pt was administered Enoxaparin in the past 12
hours

4 [pt/patient] was </not >[given/adminis-
tered/prescribed] a {drug_category_ISA} [at
least {lower} times/at most {upper} times/]
since t = {n}

pt was not given a Tazobactam in the past 8
hours

5 [pt/patient] <had/did not have>a {measure-
ment_name} measurement [greater than/less
than] {measurement_thres} [at least {lower}
times/exactly {exactly} times/at most {upper}
times/] since their [first/last] administration
of {drug_actual_name}

patient did not have a Sodium measurement
less than 140 since their last administration of
Fentanyl

6 [pt/patient] <had/did not have>[at least
{lower}/exactly {exactly}/at most {upper}/]
{measurement_name} [measurements/values]
[greater than/less than] {measurement_thres}
since t={n}

pt did not have Free Calcium values greater
than 1.5 since t=18

7 [pt/patient] was </not >[given/adminis-
tered/prescribed] a {drug_category_ISA}
[at least {lower} times/at most {up-
per} times/] since they were [first/last]
[given/administered/prescribed] any
{drug_category_ISA_actual}

pt was prescribed a Aminopenicillin since they
were first administered any Calcium compound
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8 [pt/patient] was </not >[given/adminis-
tered/prescribed] a drug which treats their
admission diagnosis [at least {lower} times/at
most {upper} times/exactly {exactly} times/]

pt was prescribed a drug which treats their
admission diagnosis at least 4 times

9 [pt/patient] <had/did not have>[at least
{lower}/exactly {exactly}/at most {upper}/]
{measurement_name} [measurements/values]
[greater than/less than] {measurement_thres}
in the [last/past] {delta_t} hours

patient had exactly 1 Glucose values less than
120 in the last 72 hours

10 [pt/patient] <had/did not have>[at least
{lower}/exactly {exactly}/at most {upper}/]
{measurement_name} [measurements/values]
[greater than/less than] {measurement_thres}
since [first/last] being [given/prescribed/ad-
ministered] {drug_actual_name}

pt did not have Bicarbonate values less than
22.0 since last being prescribed Potassium
Chloride

11 [pt/patient]’s {measurement_name} measure-
ment <has/has not>[doubled or more/tripled
or more] at <some/any>point in the [last/-
past] {delta_t} hours

pt’s Respiratory Rate measurement has dou-
bled or more at some point in the last 48 hours

12 [pt/patient]’s {measurement_name} measure-
ment <has/has not>[decreased/increased] by
at least {change_pct}% at <some/any>point
in the [last/past] {delta_t} hours

patient’s Arterial Blood Pressure mean mea-
surement has decreased by at least 20% at
some point in the last 6 hours

13 [pt/patient]’s {measurement_name} measure-
ment <has/has not>[decreased/increased] by
at least {change_value} at <some/any>point
in the [last/past] {delta_t} hours

pt’s Pain level measurement has increased by
at least 3 at some point in the last 2 hours

14 [pt/patient] <had/did not have>[at least
{lower}/exactly {exactly}/at most {upper}/]
{measurement_name} [measurements/values]
[greater than/less than] {measurement_thres}
since [first/last] being [given/prescribed/ad-
ministered] a {drug_category_ISA_actual}

pt had at least 6 Chloride measurements less
than 95 since last being prescribed a Plant
alkaloid

15 [pt/patient] was </not >[given/adminis-
tered/prescribed] a {drug_category_ISA} [at
least {lower} times/exactly {exactly} times/]
in the [last/past] {delta_t} hours

pt was not given a Phytochemical at least 3
times in the past 72 hours
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16 [pt/patient] was </not >[given/adminis-
tered/prescribed] {drug_name} [at least
{lower} times/exactly {exactly} times/at most
{upper} times/] since their [first/last] {measure-
ment_name} measurement [greater than/less
than] {measurement_thres}

patient was administered Milrinone since their
last Inspired oxygen concentration measure-
ment less than 95

17 [pt/patient] was </not >[given/adminis-
tered/prescribed] a {drug_category_ISA} [at
least {lower} times/exactly {exactly} times/at
most {upper} times/] since their [first/last]
{measurement_name} measurement [greater
than/less than] {measurement_thres}

patient was administered a Intravenous Anes-
thetics exactly 4 times since their last Potas-
sium, Whole Blood measurement less than 4.3

18 [pt/patient] <had/did not have>[at least
{lower}/exactly {exactly}/at most {upper}/]
{measurement_name} [measurements/values]
[greater than/less than] {measurement_thres}
since their [first/last] {measurement_name2}
measurement [greater than/less than] {mea-
surement_thres2}

patient had Arterial Blood Pressure systolic
values less than 115 since their last Hematocrit
measurement greater than 27

19 [pt/patient] <had/did not have>[at least
{lower}/exactly {exactly}/at most {upper}/]
{measurement_name} [measurements/values]
[greater than/less than] {measurement_thres}
[before/after] any {measurement_name2} mea-
surement [greater than/less than] {measure-
ment_thres2} at any time

patient had Urea Nitrogen measurements
greater than 18.0 before any Sodium measure-
ment greater than 132.0 at any time

20 [pt/patient] <had/did not have>a {measure-
ment_name} measurement [greater than/less
than] {measurement_thres} [at least {lower}
times/exactly {exactly} times/at most {upper}
times/] since their [first/last] administration
of a {drug_category_ISA_actual}

pt did not have a Arterial Blood Pressure mean
measurement greater than 66.0 since their first
administration of a Halogenated hydrocarbon
last 12 hours
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Appendix E. LLM Prompts

Given the f o l l ow ing four t ab l e s from a pat ient ’ s e l e c t r o n i c hea l th record , your job i s to f a c t
check a natura l language cla im .

You should return a pred i c t ed stance in the <stance></stance> tags , which should be a s i n g l e
character , e i t h e r T ( i nd i c a t i n g true ) , F ( i nd i c a t i n g f a l s e ) , or N ( not enough in format ion ) .

N ( not enough in format ion ) should be returned when there i s i n s u f f i c i e n t ev idence to support a
cla im .

You should a l s o return a l i s t o f ev idences , which are rows from the tab le s , in the <evidence ></
evidence> tags .

Output an answer only i f the cla im i s v e r i f i a b l e and you are con f id en t in the support ing ev idence ;
o therwi se t e l l me you don ’ t know . Do not ha l l u c i n a t e any ev idence .

You are given the f o l l ow ing add i t i ona l in fo rmat ion :
− The Input tab l e conta ins medicat ion and IV inputs .
− The Vi ta l t ab l e conta ins v i t a l measurements from the pat ient ’ s chart , and the Lab tab l e conta ins

l abora to ry measurements .
− Each row of each tab l e i s g iven in the form of t r i p l e t s : ( time in hours , measurement or

medicat ion name , measurement value or medicat ion amount ) .
− The pat i en t had the f o l l ow ing admiss ion d iagnoses : {}

Input : {}

Lab : {}

Vi ta l : {}

Here i s an example :
{example c la im generated on−the−f l y f o r the pat i en t }

Claim made at t={t_C} : {CLAIM}

Figure E.3: Prompt used to directly fact-check a claim using the ClinicalCamel or MedAlpaca
baselines, by passing patient records directly into the LLM.
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Given a cla im regard ing an ICU pat ient ’ s e l e c t r o n i c hea l th record , your task i s to :
(1 ) Output a paraphrase o f t h i s c la im us ing the language o f an ICU c l i n i c i a n . Make sure you do not

a l t e r any o f the semant ics o f the cla im . Output your paraphrase in the <paraphrase></
paraphrase> tags .

(2 ) On a s c a l e o f 0 − 100 , use your c l i n i c a l knowledge to ra t e the p r obab i l i t y that the cla im
would a c tua l l y be made in a r e a l i s t i c ICU s e t t i n g . Output your s co r e in the <score ></score>
tags .

Here are some examples :
<example>
H: Claim : pa t i en t was given a Sodium Chlor ide s i n c e they were l a s t g iven any Phenols

A: <paraphrase>The pat i en t r e c e i v ed a Sodium Chlor ide compound f o l l ow ing t h e i r most r ecent Phenol
treatment .</paraphrase>

<score >20</score>
</example>

<example>
H: Claim : pat ient ’ s Heart Rate measurement has in c r ea s ed by at l e a s t 18 .0 at some point in the

past 132 .0 hours

A: <paraphrase>The pat ient ’ s heart ra t e has r i s e n by a minimum of 18 beats per minute at some time
within the prev ious 132 hours .</paraphrase>

<score >75</score>
</example>

<example>
H: Claim : pt ’ s Non Invas ive Blood Pressure s y s t o l i c measurement has in c r ea s ed by at l e a s t 15 s i n c e

t h e i r most r e cent Vasopressor p r e s c r i p t i on , r e l a t i v e to i t s value r i gh t be f o r e the
admin i s t ra t i on

A: <paraphrase>The pat ient ’ s s y s t o l i c blood pressure , measured non−i nva s i v e l y , has r i s e n by at
l e a s t 15 mmHg s i n c e t h e i r l a s t va sopre s so r was pre sc r ibed , compared to the measurement
immediately p r i o r to that admin i s t ra t i on .</paraphrase>

<score >80</score>
</example>

Claim : {CLAIM}

Figure E.4: Prompt used to evaluate the realism of template-generated claims in an ICU
setting, as well as to paraphrase these claims.
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Given the f o l l ow ing SQL tab le s , your job i s to output a va l i d SQL query which can be used to
va l i d a t e a user ’ s natura l language cla im . Your query should return a tab l e conta in ing the
c l i n i c a l record ( s ) which act as support ing evidence , and which may be used to prove or d i sprove
the cla im . You should a l s o output non−negat ive s c a l a r va lues in <lower></lower> and <upper></
upper> tags , and a stance charac t e r in the <stance></stance> tags . The stance value should be a
s i n g l e character , e i t h e r T ( i nd i c a t i n g true ) or F ( i nd i c a t i n g f a l s e ) .

When the number o f rows in the returned tab l e i s between the lower and upper bounds ( i n c l u s i v e ) ,
the cla im should have ve r a c i t y equal to the stance .

I f the upper bound i s p o s i t i v e i n f i n i t y , you can l eave the <upper></upper> value blank .
Output a SQL query only i f the cla im i s v e r i f i a b l e and you are con f id en t in the generated query ;

o therwi se t e l l me you don ’ t know . Do not ha l l u c i n a t e any c l au s e s .

CREATE TABLE Admission ( t REAL, CUI TEXT, s t r_ labe l TEXT ) ;
CREATE TABLE Vita l ( t REAL, CUI TEXT, Value REAL, Units TEXT, s t r_ labe l TEXT ) ;
CREATE TABLE Lab ( t REAL, CUI TEXT, Value REAL, Units TEXT, s t r_ labe l TEXT ) ;
CREATE TABLE Input ( t REAL, CUI TEXT, Amount REAL, Units TEXT, s t r_ labe l TEXT ) ;
CREATE TABLE Global_KG ( Subject_CUI TEXT, Pred icate TEXT, Object_CUI TEXT ) ;

Here are some more d e t a i l s about the problem :
− t i s g iven in hours .
− The pat i en t was admitted to the ho sp i t a l at t=0.
− Rows may not be so r t ed .
− The Input tab l e conta ins medicat ion and IV inputs .
− The Admission tab l e has one row f o r each admiss ion d iagnos i s , and i s always measured at t=0.
− The Vi ta l t ab l e conta ins v i t a l measurements from the pat ient ’ s chart , and the Lab tab l e conta ins

l abora to ry measurements .
− The Vita l , Admission , Lab , and Input t ab l e s correspond to the e l e c t r o n i c hea l th r eco rds o f a

pat ient ’ s ICU stay .
− The Global_KG tab l e corresponds to t r i p l e t s from a l a r g e b iomedica l knowledge graph . The

t r i p l e t s have the form ( Subject_CUI , Predicate , Object_CUI ) . You should almost always use t h i s
t ab l e .

− Always s p e c i f y a p r ed i ca t e when querying Global_KG .
− The Pred icate column of Global_KG has the f o l l ow ing po s s i b l e va lues : {}
− Be very c a r e f u l about whether an en t i t y i s a Subject_CUI or an Object_CUI in Global_KG ,

p a r t i c u l a r l y f o r the ISA pred i ca t e .
− Match on CUI ( Concept Unique I d e n t i f i e r ) whenever p o s s i b l e in s t ead o f s t r_ labe l .
− Due to the varying l e v e l s o f g r anu l a r i t y that CUIs may be s to red in the EHR, you should always

use the Global_KG with the ISA pred i ca t e to check f o r the presence or value o f any en t i t y . The
Global_KG conta ins s e l f l oops with the ISA pred i ca t e

− Your query should always s t a r t with "SELECT ∗" . Do not SELECT COUNT.
− Use the <thinking ></thinking> XML tags to wr i t e down any inte rmed ia te s t ep s .
− Please put your returned SQL query in <sql ></sql> XML tags .
− Please put the ve r a c i t y o f the cla im when the number o f rows in the returned tab l e i s between <

lower></lower> and <upper></upper> as a s i n g l e charac t e r (T or F) in <stance></stance> XML tags .

Here are some examples :
<example>
H: You are given the f o l l ow ing p r i o r knowledge :
− Pot en t i a l l y r e l evan t CUIs found in the cla im : ( ’ Anticoagulants ’ , ’ C0003280 ’ ) , ( ’ Treatment given

’ , ’ C0580351 ’ ) , ( ’ Bloods ’ , ’ C0392895 ’ ) , ( ’ Thinners ’ , ’ C0556614 ’ ) , ( ’ In the past ’ , ’ C1444637 ’ ) ,
( ’24 hours ’ , ’ C1442770 ’ )

− Out o f the p o t e n t i a l l y r e l evan t CUIs , the f o l l ow ing appear at l e a s t once in the Subject_CUI
column of Global_KG : C0003280

− Out o f the p o t e n t i a l l y r e l evan t CUIs , the f o l l ow ing appear at l e a s t once in the Object_CUI
column of Global_KG : C0003280

Claim made at t =70: pt was given a blood th inner in the past 24 hours .

A: <thinking>
− ’ Blood thinner ’ r e f e r s to ant i coagu lant medicat ions . The CUI f o r ’ Anticoagulants ’ i s C0003280 .
− ’ In the past 24 hours ’ means between t=70−24 and t=70, s i n c e the cla im i s made at t =70.
− To v e r i f y t h i s claim , we need to check i f any ant i coagu lant medicat ions were g iven to the

pat i en t in the Input tab l e between t=70−24 and t =70.
− I f the number o f rows returned i s between 1 and i n f i n i t y ( i n c l u s i v e ) , the cla im i s t rue
− We can i d e n t i f y ant i coagu lant medicat ions us ing the Global_KG tab l e and look ing f o r medicat ions

where C0003280 appears in the Object_CUI column .
</thinking>
<sql>
SELECT ∗
FROM Input
JOIN Global_KG ON Input .CUI = Global_KG . Subject_CUI
WHERE Global_KG . Pred icate = ’ ISA ’

AND Global_KG . Object_CUI = ’C0003280 ’
AND Input . t BETWEEN 70−24 AND 70

</sql>
<lower>1</lower>
<upper></upper>
<stance>T</stance>
</example>

{THREE OTHER EXAMPLES}

You are given the f o l l ow ing p r i o r knowledge :
− Pot en t i a l l y r e l evan t CUIs found in the cla im : {}
− Out o f the p o t e n t i a l l y r e l evan t CUIs , the f o l l ow ing appear at l e a s t once in the Subject_CUI

column of Global_KG : {}
− Out o f the p o t e n t i a l l y r e l evan t CUIs , the f o l l ow ing appear at l e a s t once in the Object_CUI

column of Global_KG : {}

Claim made at t={t_C} : {CLAIM}

Figure E.5: Prompt used to query LLMs for SQL generation for the full pipeline.
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Appendix F. Are Our Claims Representative of LLM Outputs?

With the popularity of LLMs and the convenience they offer, a possible future is the adoption
of LLMs in health applications. In such high-stakes scenarios, it is crucial to be certain of
the answers produced by an LLM. Our fact-checking framework can be used on “claims"
made by the LLM. To determine if our claims are representative enough, we conduct an
experiment in a hypothetical scenario where questions that a physician might ask (from Lee
et al. (2022)) are provided to an LLM for which it generates an answer. The questions and
answers are shown in Table F.8. We observe that the answers produced by the LLM are in a
similar format as the templates we use in this paper. Table F.8 provides a mapping from
the LLM generated answer to the ID of the template in Table D.7 that is the closest match.
We believe that our fact-checking method would be valuable in such scenarios where health
organizations use LLMs and want to determine if the output is factually correct.

You are g iven a pat ient ’ s e l e c t r o n i c medical r ecord . A phys i c i an asks a ques t ion based on
t h i s pat ient ’ s medical record given below within the <quest ion ></quest ion> XML tags .
Generate a one l i n e statement that would be an answer to t h i s ques t ion . Make sure that
you generate a f u l l s entence and not j u s t a word .

<quest ion>
{ ques t ion }
</quest ion>
Always assume that you have the medical record o f t h i s hypo the t i c a l pa t i en t and make up

hypothe t i c a l va lues . Never say that the answer was not found in the medical record or
that you were not g iven a medical record .

Put your answer with in the <answer></answer> XML tags .

Figure F.6: Prompt used to generate answers from an LLM (Claude-2) to physician questions.

Table F.8: Physician questions and corresponding answers generated by Claude-2.

Question Claude Answer Template
ID

What was the name of the drug that
patient 1 was prescribed 4 hours after
having received an IV therapy proce-
dure within the last one month?

The patient was prescribed ac-
etaminophen 4 hours after receiving
an IV therapy procedure within the
last month.

6

When was the third time that the sys-
tolic blood pressure of patient 1 was
greater than 180 within the last 5 days?

The third time the patient’s systolic
blood pressure was over 180 within the
last 5 days was on July 7th.

9

When was the 1st time that patient
1 had a TPN intake within the last 5
days?

Patient 1 first had a TPN intake 3 days
ago on March 5th.

4

What was the name of the drug that pa-
tient 1 were prescribed 2 times within
the last 10 days?

The patient was prescribed amoxicillin
twice within the last 10 days.

4
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When was the 2nd time that patient
1 was prescribed a medication via IV
route within the last 4 days?

The 2nd time patient 1 was prescribed
medication via IV route within the last
4 days was on March 3rd.

4

Has patient 1 been prescribed any med-
ication within the last 10 days?

No, there is no record of patient 1 being
prescribed any medications in the last
10 days.

1

What was the last measured value of
blood glucose lab test of patient 1
within the last 5 days?

The last measured value of the blood
glucose lab test for patient 1 within the
last 5 days was 125 mg/dL.

9

When was the 1st time that patient 1
had their SpO2 measured within the
last 3 days?

Patient 1 had their SpO2 first mea-
sured at 94% on March 5th within the
last 3 days.

9
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