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Abstract
Rapid growth of high-dimensional datasets
in fields such as single-cell RNA sequenc-
ing and spatial genomics has led to unprece-
dented opportunities for scientific discovery,
but it also presents unique computational
and statistical challenges. Traditional meth-
ods struggle with geometry-aware data gener-
ation, interpolation along meaningful trajec-
tories, and transporting populations via fea-
sible paths. To address these issues, we intro-
duce Geometry-Aware Generative Autoen-
coder (GAGA), a novel framework that com-
bines extensible manifold learning with gen-
erative modeling. GAGA constructs a neural
network embedding space that respects the
intrinsic geometries discovered by manifold
learning and learns a novel warped Rieman-
nian metric on the data space. This warped
metric is derived from both the points on
the data manifold and negative samples off
the manifold, allowing it to characterize a
meaningful geometry across the entire latent
space. Using this metric, GAGA can uni-
formly sample points on the manifold, gen-
erate points along geodesics, and interpolate
between populations across the learned man-
ifold. GAGA shows competitive performance
in simulated and real-world datasets, includ-
ing a 30% improvement over SOTA in single-
cell population-level trajectory inference.

1 INTRODUCTION
Recent scientific discoveries are increasingly driven by
the analysis of high-dimensional data across various
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Figure 1: The Geometry-Aware Generative Autoen-
coder (GAGA) framework. (A) Training the net-
works. (B) Obtaining the warped pullback metric.
(C) Challenging applications enabled by GAGA.

fields, including single-cell RNA sequencing (scRNA-
seq), spatial genomics, and many others (Jindal et al.,
2018; Van de Sande et al., 2023; Wang et al., 2022;
Zhao et al., 2022; Sun et al., 2024). These high-
dimensional datasets offer unprecedented opportuni-
ties to explore complex physical and biological sys-
tems, but they also pose unique computational and
statistical challenges.

1 First, it is difficult to generate new data points
that faithfully follow the underlying data geometry
(for example, to combat inconsistent or undersampling
in parts of the data manifold) in the absence of explicit
analytical forms describing the data, especially when
data imbalance complicates the process (Krawczyk,
2016). 2 Second, interpolating between two samples
along a meaningful trajectory, which is valuable for un-
derstanding transitions such as developmental progres-
sions, remains challenging due to the complex and non-
linear structure of the data (Aggarwal et al., 2001).
3 Third, aligning or transporting populations across

different experimental conditions, time points, or bi-
ological states is a fundamental challenge, as tradi-
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tional matching methods often fail to capture the com-
plex dependencies and interactions inherent in high-
dimensional spaces (Martínez-Minaya et al., 2018).

When working with high-dimensional data, it is use-
ful to consider the manifold hypothesis, which posits
that such data often reside on a lower-dimensional
manifold embedded within the high-dimensional data
space (Fefferman et al., 2016). Building on this
foundation, we propose a novel framework called the
Geometry-Aware Generative Autoencoder (GAGA) to
simultaneously address all three challenges.

GAGA combines the power of extensible manifold
learning with generative modeling. It first learns a
generalizable neural network embedding space that
respects the geometries discovered by non-linear di-
mensionality reduction techniques (Figure 1 panel A).
Then, it derives a novel warped pullback metric on the
original data space (Figure 1 panel B). Uniquely, this
metric is created as much by points not in the dataset
as by points that are in the data. The warped met-
ric is learned by embedding negative samples off the
manifold and points on the manifold far away from
each other in the latent space. This creates an im-
plicit penalty for data generation and geodesic com-
putations, effectively nudging geodesics to stay within
the data density, and generated points to stay within
dimensions of the data.

Using this learned warped Riemannian metric, GAGA
can 1 generate data across the data manifold guided
by local volume, 2 interpolate between two points
along the manifold geodesics, and 3 transport popu-
lations along these geodesics. These applications are il-
lustrated in Figure 1 panel C, and are described in Sec-
tions 3.2, 3.3, and 3.4, respectively. In this way, GAGA
effectively addresses the challenges of geometry-aware
data generation, interpolation, and population trans-
port within a unified framework.

In summary, our main contributions are as follows:
1. Designing a geometry-aware generative autoen-

coder that combines manifold learning with gen-
erative modeling.

2. Proposing a novel warped pullback metric to cre-
ate a meaningful geometry on the entire data
space, allowing GAGA to stay on the manifold
when generating points.

3. Introducing a new generative method that lever-
ages the learned Riemannian pullback metric to
achieve uniform sampling from the data manifold,
interpolating data along geodesics, and transport-
ing populations along geodesic paths.

4. Demonstrating that the proposed methods work
well on both simulated and real biological data.

2 BACKGROUND
Manifold Learning The Manifold Hypothesis
states that data often lie on or near a low-dimensional
manifold within high-dimensional space (Fefferman
et al., 2016). Manifold learning methods such
as Diffusion Maps (Coifman and Lafon, 2006),
PHATE (Moon et al., 2019), DSE (Liao et al.,
2024), DYMAG (Bhaskar et al., 2023), CUTS (Liu
et al., 2024a), and HeatGeo (Huguet et al., 2024) use
diffusion probabilities to recover the geometry of the
manifold despite the sparsity and noise in the data.
For details, see Appendix A.

Riemannian Manifolds and Metrics An n-
dimensional manifold N is a space locally resembling
Rn, and a Riemannian metric g endows each tan-
gent space TxN with an inner product gx(X,Y ) =
XT g(x)Y, with g(x) an n × n matrix. The length
of a tangent vector X is ∥X∥ =

√
gx(X,X), and

for a smooth curve c : [0, T ] → N the length is
L(c) =

∫ T
0

√
gc(t)

(
ċ(t), ċ(t)

)
dt. If N is parametrized

by f(z), z ∈ D, its volume is given by
∫

D

√
det g(x) dx.

A key component of our method is the Riemannian
pullback metric. Given a map f : M → (N , g), its
differential dfx : TxM → Tf(x)N allows us to define
f∗g(X,Y ) = g(dfxX, dfxY ), which equipsM with the
geometry inherited from (N , g). For a detailed discus-
sion, see Appendix B.

3 METHODS
In this section, we will describe the autoencoder and
derive the Riemannian pullback metric (Section 3.1).
Then, we will show solutions to the three challenges:
geometry-aware data generation (Section 3.2), inter-
polation along meaningful trajectories (Section 3.3),
and population transport (Section 3.4). Proofs for all
lemmas and propositions are provided in Appendix E.

3.1 Geometry-Aware Encoding for Both
On-Manifold and Off-Manifold Points

We first train an autoencoder to learn a latent space
whose local Euclidean distances correspond to the data
manifold distances. These distances can be obtained
from many existing manifold-learning techniques, in-
cluding PHATE and HeatGeo. We then derive a
warped metric on data space that allows us to produce
a pullback Riemannian metric on the data manifold
and impose large distances for points off the manifold.
This warped metric enables us to compute on-manifold
geodesics for data generation in later sections.

The following result from Riemannian geometry states
that by matching data manifold distances in latent
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space (i.e., learning a local isometry), we construct
the desired pullback metric on the data manifold.
Proposition 3.1. For Riemannian manifolds
(M, gM), (N , gN ) and diffeomorphism f : M → N ,
if f is a local isometry, i.e., there exists ϵ > 0,
such that for any x0, x1 ∈ M, dM(x0, x1) < ϵ =⇒
dM(x0, x1) = dN (f(x0), f(x1)), then we have
gM = f∗gN .

To implement this construction, we define an autoen-
coder consisting of an encoder fθ and a decoder hϕ,
both parameterized by neural networks. The autoen-
coder is jointly optimized with a reconstruction objec-
tive (Eqn. (1)) and a local distance matching objective
(Eqn. (2)).

LRecon(θ, ϕ) = 1
N

N∑
i=1
||xi − hϕ(fθ(xi))||22 (1)

LDist(θ) = 1
N

∑
i<j

e−ζd(xi,xj)ℓSE(xi, xj , θ), (2)

where

ℓSE(xi, xj , θ) = (||fθ(xi)− fθ(xj)||2 − d(xi, xj))2
,
(3)

x1, . . . , xN are the data samples, and d(xi, xj) is the
manifold distance between points xi and xj obtained
via selected manifold-learning methods. The hyper-
parameter ζ > 0 and the term e−ζd(xi,xj) weigh the
penalty towards the more important local geometry of
the data manifold.

In summary, we minimize the following objective
(Eqn. (4)) with respect to encoder and decoder param-
eters θ and ϕ to obtain geometry-aware embeddings.

L(θ, ϕ) = λ1LDist(θ) + λ2LRecon(θ, ϕ) (4)

This objective balances distance matching and recon-
struction with hyperparameters λ1, λ2. It results in
an embedding that matches the data geometry and re-
tains the information needed to reconstruct the data.

Pullback metric Next we show how to compute
the pullback metric via the Jacobian of the encoder.
The pullback (via the encoder) of the Euclidean met-
ric from latent space yields a non-Euclidean data space
metric, capturing local distances on the data manifold.
Definition 3.1. The pullback of the Euclidean metric
from latent space to the data manifold M is defined
by gM(X,Y ) := X⊤J⊤

f JfY , where X,Y ∈ TxM are
tangent vectors at x ∈ M, Jf := ∂fθ(x)i/∂xj is the
Jacobian of fθ at x.

Warping the Local Euclidean Metric Although
the construction above produces a pullback metric on

the entire data space, it is only accurate near the train-
ing data, i.e., along the data manifold. For points off of
the manifold, we the local Euclidean metric to create
large distances between on-and-off manifold points. In
order to achieve this, we create a special embedding for
both on-manifold points xi and off-manifold points x̌i.
These points are embedded in a latent space with an
auxiliary dimension, where the value of that dimension
represents the deviation from the manifold: it is nearly
zero for on-manifold points and large for off-manifold
points.

Suppose we have a function s(x) such that s(x) ≈ 0
for x on the manifold, and s(x) increase as x moves
away from the manifold. Let

f+(x) =
(
fθ(x)
βs(x)

)
, where β is a hyperparameter (5)

Definition 3.2. The pullback of the warped local
Eulidean metric on the full space Rn is defined by
gRn(X,Y ) := X⊤J⊤

f+Jf+Y , where X,Y ∈ TxRn are
tangent vectors at x ∈ Rn, Jf+ := ∂(f+(x))i/∂xj is
the Jacobian of f+ at x.

Points off the manifold, where s(x) is large, are placed
into an extended dimension of latent space, far from
the on-manifold points. Formally, we have:
Lemma 3.2. If there exists α ∈ R such that for
any x, x̌, α||x − x̌|| ≤ |s(x) − s(x̌)|. Then for
any x, x̌, ||f+(x) − f+(x̌)|| ≥ αβ||x − x̌||. Fur-
thermore, denoting DM(y) := infx∈M ||x− y|| and
Df+(M)(y) := infx∈M ||f+(x)− f+(y)||, then for any
x̌, we have Df+(M)(x̌) ≥ αβDM(x̌).

This lemma assumes that s satisfies a Lipschitz condi-
tion, meaning it grows moderately. In our framework,
s is a Wasserstein-GAN-style discriminator, and we
enforce Lipschitz continuity via weight clipping and
spectral normalization (see Appendix C.1). This ap-
proach is supported by WGAN (Arjovsky et al., 2017,
Section 3), spectral normalization (Miyato et al., 2018,
Section 2.1), and Lipschitz discriminators (Tong et al.,
2022, Section 3). In practice, we obtain such function
s(x) by training a discriminator with negative sam-
pling. See Appendix C for details.

Note that gM is defined only on the tangent space of
M, whereas the warping allows gRn to be defined on
the tangent space of the entire data space Rn.

3.2 Using the Learned Pullback Metric to
Generate Uniformly on the Manifold

Tackling Challenge 1: Volume-Guided Generation.

Here we present a method for sampling uniformly
across the data manifold. Notice that this method
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Figure 2: Density-based vs geometry-based genera-
tion. Left: Data has sampling imbalance. Middle:
Density-based methods, e.g. Diffusion Model and
Flow Matching, maintain this bias. Right: Geometry-
aware generation alleviates imbalance by generating
points uniformly across the manifold.

of generation is markedly different from genera-
tive methods that match distributions (and practically
mainly the modes of the distribution) such as GANs
and diffusion models. Here, rather than sampling from
a probability distribution, we sample from the geometry
or the shape of the data evenly. To do this, we utilize
the pullback metric that we defined in the previous
section to create a volume element that is useful for
generation. By utilizing this learned metric, GAGA
enables us to correct for sampling biases and imbal-
ances, ensuring uniform coverage of the manifold dur-
ing data generation. See Figure 2 for an illustration of
this difference.

We begin by defining the volume distribution function,
which represents a uniform distribution on the mani-
fold based on its intrinsic geometry.
Definition 3.3. Let gM be the Riemannian met-
ric, of the manifold, define the volume distribu-
tion function pvol(x) = 1

Z

√
det gM(x), where Z =∫

x∈M

√
det gM(x)dx, as the normalized volume ele-

ment normalized to sum to 1. The corresponding prob-
ability distribution is defined as the uniform distribu-
tion on the manifold.

The intuition behind Definition 3.3 can be illustrated
with the example shown in Figure 3. Consider a spi-
ral, which is a one-dimensional manifold. In this case,
points are uniformly distributed along the spiral such
that the curve lengths between adjacent points are
equal. This is achieved by placing more points where
the curve length (i.e., volume) is larger, ensuring that
the point density remains consistent along the entire
manifold. Essentially, the number of points per unit
curve length remains constant, which makes the point
density proportional to the volume element.

Next, we propose an algorithm for generating uni-
formly on the manifold using Langevin dynamics, com-
bined with the pullback metric learned by GAGA.
Our approach leverages Langevin dynamics to sample
points while following the volume distribution func-
tion derived from the pullback metric, ensuring that

θ

Parameters θ (angle)
volume
distribution
function

x

y

Spiral

Figure 3: Demonstration of uniform sampling on a
spiral (a 1D manifold). Left: In the space parameter-
ized by polar angle, data (blue points) are distributed
with density proportional to the volume distribution
function (green curve), and may appear non-uniform.
Right: In fact, corresponding data on the manifold
(blue points) are equally spaced w.r.t. geodesic dis-
tance, and are therefore “uniformly distributed”.

generated points remain faithful to the manifold’s in-
trinsic geometry. Specifically, we solve the following
stochastic differential equation (SDE).

dXt = −∇ftarget(Xt)dt+
√

2dWt

ftarget(x) = λs(x)− log(fvol(x)),
(6)

where Wt represents Brownian motion. fvol(x) :=∣∣ ∏d
i=1 σi(x)

∣∣, and σi(x), i = 1, . . . , d are the singu-
lar values of the Jacobian matrix Jf (x). This corre-
sponds to the volume distribution function defined in
Definition 3.3 (up to a normalization factor). By mul-
tiplying the d singular values, we obtain the square
root of the pseudo-determinant, since Jf has rank d,
thereby avoiding degeneracy. The function s, as used
in Eqn. (5), is designed to be close to 0 on the manifold
and increases as x moves away from the manifold, and
its gradient will pull the generated points towards the
manifold. In practice, we use a Gaussian process to
obtain s, as described in Appendix C.2. The hyperpa-
rameter λ > 0 controls the balance between the vol-
ume distribution function and the manifold constraint.
In practice, we discretize this process using the Unad-
justed Langevin Algorithm (ULA).

Proposition 3.3. Suppose ftarget(x) = λs(x) −
log(fvol)(x) is α-strongly convex for some constant
α > 0, i.e. ∇2f(x) ⪰ αI, then the distribution of
X in Eqn. (6) converges exponentially fast in Wasser-
stein distance to a distribution supported on the data
manifold, whose restriction on the manifold is propor-
tional to the volume distribution function.

Proposition 3.3 demonstrates an exponential conver-
gence rate of volume-guided generation in Wasserstein
distance. Additionally, in Appendix F, we present a
proposition establishing exponential convergence rates
in total variation distance.
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Algorithm 1 Volume-Guided Generation
Input: s(x), fvol(x), initial sample x0, step size η,
number of steps N , threshold ϵ
Output: Filtered final sample xN,filtered
Initialize x← x0
for t = 1 to N do

Sample Gaussian noise ξt ∼ N (0, I)
xt+1 ← xt − η∇(λs(x)− log(fvol(x))) +

√
2η · ξt

end for
xN,filtered ← {x ∈ xN : s(x) < ϵ}
Return xN,filtered

3.3 Generating along Manifold Geodesics

Tackling Challenge 2: On-Manifold Interpolation.

We now turn to the problem of generating the geodesic
between a pair of points on the data manifold. This is
useful when points in a manifold could represent the
time evolution of a system, such as in single cell se-
quencing. It has been shown that such data usually
follow the manifold hypothesis (Moon et al., 2018),
and that geodesic generation can model cellular tra-
jectories such as those taken during differentiation.

One could try to find the curve which minimizes length
with respect to the metric gM. However, this metric
is only accurate on the manifold, and such shortest
paths might cut through data space. Indeed, we need
to minimize length under the condition that the curve
stays on the manifold. The main result of this sec-
tion shows that this constrained optimization prob-
lem is actually solved by minimizing arc length with
respect to the warped metric gRn . Intuitively, this
metric imposes large penalties for deviating from the
manifold, as off-manifold points are embedded into the
dimension-extended latent space, forcing the shortest
path onto the manifold.

We begin with a neural-network parameterized in-
terpolation curve. for any x0, x1 ∈ M, we define
a neural network-parameterized interpolation curve
cη(x0, x1, ·) : [0, 1] → Rn satisfying cη(x0, x1, 0) =
x0, cη(x0, x1, 1) = x1. More details on parameteriza-
tion are provided in Appendix D. We minimize

LGeo(η, x0, x1) = 1
M

M∑
m=1

gRn(ċη, ċη)(x0, x1, tm) (7)

where 0 = t0 < t1 < ... < tM = 1 are sampled
time points. Note that Eqn. (7) is a discretization of
the integral

∫ 1
0 gRn(ċη, ċη)(x0, x1, t)dt. In Do Carmo

and Flaherty (1992), this is defined as the energy of
the curve, and minimizing the energy is equivalent to
minimizing the curve length (Do Carmo and Flaherty,
1992, Chapter 9, Proposition 2.5).

The following proposition demonstrates that geodesic
computation onM can be achieved by minimizing arc
length with respect to the metric gRn .
Lemma 3.4. Assume that the ω-thickening of the
manifold M ⊂ Rn, defined as Mω := {x ∈ Rn :
infm∈M d(x,m) < ω}, (i.e., the set of points whose
distance from M is less than ω) maps into a subset
of the ϵ-thickening of f(M). Here, the ϵ-thickening is
defined analogously, with ϵ chosen such that for every
x ∈ f(M), the ball Bϵ(x) := {y ∈ Rn : ∥y − x∥ < ϵ}
intersects f(M) in exactly one connected component.

Then, for any smooth curve c : [0, 1] → Rn con-
necting x0 and x1 (i.e., c(0) = x0 and c(1) = x1),
there exists a smooth curve c′ : [0, 1] → M ly-
ing entirely on the manifold (with c′(0) = x0
and c′(1) = x1) such that LGeo(c′) ≤ LGeo(c) −
α2β2 1

M

∑M
m=1

(
DM(c(tm))−DM(c(tm−1))

)2+ξ. Here,
α is defined as in Lemma 3.2, DM denotes the distance
from a point to M (also as in Lemma 3.2), and ξ is a
fixed positive constant independent of xt and β.

Proposition 3.5. When LGeo is minimized,
maxm=1,...,M DM(c(tm)) ≤

√
ξ/(αβ), i.e., for suf-

ficiently large β, c(t) is close to the manifold with
a maximum distance of

√
ξ/(αβ). Furthermore, let

c′(t) be a geodesic between x0 and x1 under the
metric gM, we have 1

M

∑M
m=1 gM(ċ, ċ)(x0, x1, tm) ≤

1
M

∑M
m=1 gM(ċ′, ċ′)(x0, x1, tm) + ξ′√ξ/(αβ) for some

positive constant ξ′. That is, c approximately minimizes
the energy (and hence curve length) under gM.

Lemma 3.4 shows that for any curve connecting two
points on the manifold, there exists an alternative
curve where the loss difference is controlled by the dif-
ference in their distances from the manifold. Proposi-
tion 3.5 then uses this result to establish that a neces-
sary condition for minimizing the loss is that the curve
remains sufficiently close to the manifold. Moreover,
it demonstrates that the minimizer’s energy is nearly
equal to that of the true geodesic. Thus, the mini-
mizer is (approximately) 1) on the manifold and 2) of
minimal length, and is therefore the geodesic.

In summary, minimizing Eqn. (7) yields the geodesic
onM between x0 and x1 with respect to the pullback
metric gM. This is achieved by minimizing the curve
length under the warped pullback metric.

3.4 Population Interpolation along geodesics

Tackling Challenge 3: Population Transport.

In the previous section, we achieved point-wise
geodesic computation, learning the geodesic between
a pair of points. More generally, we aim to generate
population-level geodesics. Given two distributions
on the manifold, we want to generate geodesics be-
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Algorithm 2 Geodesic-Guided Flow Matching
Input: Starting and ending populations X ,Y, encoder f ,
dimension-extended encoder r, t = (t1, ..., tM )
while Training do

Sample batches of size b i.i.d. from the datasets
Sample {x1, ..., xl} ⊂ X , {y1, ..., yl} ⊂ Y
µ← 1

l

∑l
i=1 I(x = xi), ν ← 1

l

∑l
i=1 I(x = yi)

π∗ = arg min
π∼Γ(µ,ν)

(
1
l

∑l
i=1 π(x′

i, y
′
i)||f(x′

i)− f(y′
i)||2

)1/2

Sample (xj1 , yj1), ..., (xjl
, yjl

) i.i.d.∼ π∗

Compute geodesic and velocity-matching losses
L← 1

l

∑l
i=1(λ3Lgeo(η, xji

, yji
) + λ4LFM(ν, η, xji

, yji
))

η, ν ← GradientDescentUpdate(η, ν,∇L)
end while
Output: ν

tween populations sampled from these distributions,
minimizing the expected total length of the geodesics.
This equates to solving the dynamical optimal trans-
port problem (Tong et al., 2020; Benamou and Bre-
nier, 2000), where the cost is the curve length on the
manifold.

To solve this, we first find the optimal pairing of points
from the starting and ending distributions to minimize
total geodesic length, then compute those geodesics.
To generalize to new points, we learn a vector field
matching the time derivatives (speed) of the geodesics.
Given a point sampled from the first distribution, we
can generate the geodesic by integrating the vector
field starting from the point.

Specifically, we define a neural network vν(x0, t) ∈ Rn,
and the flow matching loss for any joint distribution π
and curve cη as the following.

LFM(ν, η, x0, x1)

= Eπ(x0,x1)||vν(t, x0)− d

dt
cη(t, x0, x1)||2

(8)

When this loss is minimized, vν is the vector field that
matches the time derivatives of the curves.

In each training step, we sample starting and ending
points from the two distributions, and solve the op-
timal transport problem where the ground distance
is the Euclidean distance in the latent space. This
optimal transport plan π would minimize the total
geodesic length between (x0, x1) ∼ π, because GAGA
is trained so that the Euclidean distance in the la-
tent space is matched to the geodesic distance on the
data manifold. We then parameterize the interpola-
tion curves cη as in Section 3.3, and minimize the fol-
lowing loss which balances the loss Eqn. (7) that the cη
are the geodesics, and the aforementioned flow match-
ing loss (Eqn. (8)).

LGFM(ν, η, x0, x1)
= λ3Lgeo(η, x0, x1) + λ4LFM(ν, η, x0, x1)

(9)

Further details are provided in Algorithm 2.

After training, we generate the geodesics by integrat-
ing the vector field vη. Given an initial point x0, we
can generate points along the geodesics starting from
it with x(t) = x0 +

∫ t
0 vν(x0, τ)dτ .

Finally, the following proposition shows that our
method generates desired population-level geodesics.
Proposition 3.6. Given starting and ending distri-
butions p, q, at the convergence of Algorithm 2,

x(t) = x0 +
∫ t

0
vν(x0, τ)dτ, x0 ∼ p, t ∈ [0, 1]

are geodesics between the two distributions following
the optimal transport plan that minimizes the total ex-
pected geodesic lengths.

4 EMPIRICAL RESULTS
Geometry-aware Autoencoder First, we empir-
ically show that GAGA preserves manifold distances
of data in the latent space by evaluating GAGA on
Splatter (Zappia et al., 2017), a synthetic single-cell
RNA sequence dataset.

Single-cell RNA sequence data are high-dimensional,
noisy, and sparse and have been demonstrated to re-
side on low-dimensional manifolds, making them ideal
datasets for evaluating our method (Heimberg et al.,
2016; Moon et al., 2018).

The encoder was evaluated by Denoised Embedding
Manifold Preservation (DEMaP) described in (Moon
et al., 2019) which measures the correlation between
Euclidean distances in latent space and ground truth
manifold distances in data space.

The results show that our distance matching loss is
important for preserving manifold distances, as evi-
denced by higher DEMaP scores averaged across dif-
ferent noise levels (Table 1).

GAGA can also effectively reconstruct high-
dimensional features through the decoder. See
Appendix G.1 for results on reconstruction, details on
the Splatter dataset, and our evaluation criteria.

Volume-guided Generation on Manifold We as-
sessed the effectiveness of volume-guided generation on
both simulated and real data.

We first illustrated our method on three toy datasets:
hemisphere saddle, and paraboloid. On these mani-
folds, the volume element is known, which we used as
ground truth. We evaluated the generation by com-
puting the kernel density estimation and comparing it
with the ground truth (see Appendix G.2.2 for details).
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Table 1: Average DEMaP for Autoencoders (AE) and
GAGA on simulated single-cell datasets over different
noise settings.

Objective Cellular State Space DEMaP (↑)
AE LRecon Clusters 0.347±0.117

GAGA LRecon,LDist Clusters 0.645±0.195

AE LRecon Trajectories 0.433±0.135
GAGA LRecon,LDist Trajectories 0.600±0.191

We generate imbalanced data by sampling from Gaus-
sian distribution in the parameter space. In Figure 4
(B,C,D) and Table 2 we show that the densities of the
points generated by GAGA are closer to the ground
truth volume elements compared to the original data
points, indicating that GAGA largely reduces data im-
balance. In addition, Figure 4 (A) shows that the gen-
erated points stay on the data manifold and cover the
sparse regions well in the original data. The com-
plete result figure can be found in Appendix H.3.
We also compared our method with Riemannian Flow
Matching Chen and Lipman (2023) in Appendix H.4
to demonstrate the faithfulness of generated points to
the data geometry.

Next, we applied volume-guided generation to the Em-
bryoid Body dataset (Moon et al., 2019), a real-world
single-cell dataset that captures cellular evolution over
the course of 27 days (Figure 5 left). The data is
largely imbalanced, with two density peaks, as shown
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Figure 4: Geometry-aware generation with GAGA on
hemisphere and saddle. (A) Generated points remain
on the manifold, and are more evenly distributed com-
pared to raw data. (B) Kernel density estimation.
(C) Ground truth volume elements computed analyt-
ically. (D) In raw data, density does not correlate to
volume element, indicating data imbalance. GAGA
generation corrects the imbalance indicated by higher
correlation between volume element and density.

Table 2: Pearson correlation and R2 score be-
tween data density and ground truth volume element.
GAGA greatly reduces data imbalance.

Manifold Data R R2

Hemisphere Original Data 0.03 0.00
GAGA Generation 0.85 0.71

Saddle Original Data 0.04 0.00
GAGA Generation 0.60 0.36

Paraboloid Original Data 0.04 0.00
GAGA Generation 0.66 0.44
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Figure 5: Geometry-aware generation with GAGA on
Embryoid Body data. Left: The dataset includes mea-
surements from five experiments. Middle: The data is
sparse and imbalanced. Colors indicate density esti-
mation. Right: GAGA reduces sampling imbalance.

in Figure 5 middle panel. Due to sampling bias, the
data points in sample 4 exhibit a very high density, as
significantly more data points were measured from this
sample. Moreover, there are sparse areas and “holes”
in the data manifold.

After volume-guided generation with GAGA, the data
imbalance is significantly mitigated. Without devi-
ating from the manifold, the density peaks are less
spiky and the “holes” are properly filled in the GAGA-
generated data (Figure 5 right panel) compared to the
original Embryoid Body data (Figure 5 middle panel).

Generating along Geodesics on Manifold To
evaluate GAGA’s performance on generating geodesics
on data manifold, we started with four toy manifolds:
ellipsoid, torus, saddle, and hemisphere in R3. To
make these datasets more challenging, we added Gaus-
sian noise of different scales to the original data and
rotate them to higher dimensions using a random ro-
tation matrix. The ground truth geodesic lengths were
obtained analytically if the solution is available or by
using Dijkstra’s algorithm on the noiseless data other-
wise. See Appendix G.3 for details.

On the synthetic dataset, we compared our method
with Dijkstra’s algorithm, and a baseline that directly
uses the metric without warping. More baseline com-
parisons and details are provided in Appendix G.3.
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Table 3: Average MSE between predicted geodesic
lengths and ground truth on simulated data with dif-
ferent dimensions and noise settings.

Manifold Djikstra’s No Warping GAGA
Ellipsoid 4.40±6.6 143.70±246.5 3.76±7.1
Hemisphere 4.83±6.2 43.20±65.7 0.47±0.6
Saddle 1.87±3.5 55.59±76.8 4.11±8.8
Torus 5.01±7.9 271.84±295.3 4.09±6.3

Figure 6: Comparison of ground truth and learned
geodesics. From left to right: 1) ground truth, 2) no
warping, 3) GAGA.
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Figure 7: Geodesics learned on Embryoid Body data.

As shown in Table 3, GAGA generally outperforms all
other methods except for one case (Djikstra’s on sad-
dle). It is worth mentioning that Dijkstra’s algorithm
is only capable of connecting existing points but un-
able to generate points along the path. Directly using
the metric without warping performs the worst by a
big margin. We visualized the predicted geodesics on
torus and saddle (Figure 6). In general, trajectories
generated by GAGA stay on the manifold and are close
to the ground truth geodesics, whereas some learned
by the metric without the warping either deviate from
the ground truth or directly cut through the manifold.
More details and results are provided in Appendix H.5
and Appendix H.6.

In addition to toy datasets, we also visualized the
geodesics learned on the Embryoid Body dataset (Fig-
ure 7). The starting points correspond to stem cells,
while the ending points are selected at different lin-

Figure 8: Transporting populations on toy manifolds.

eages. The predicted geodesics recover the correspond-
ing differentiation branches, aligning with the biologi-
cal understanding of the data.

Population Interpolation along geodesics In
the final application, we evaluate geodesics-guided
population transport on simulated and real data.

For the simulated dataset, GAGA transports the
source population to the target population through
geodesics, which means that the trajectories remain on
the manifold and follow the shortest paths (Figure 8).
See Appendix G.4 for details.

Finally, we considered single-cell trajectory inference
on the CITE-seq and Multiome datasets from a
NeurIPS competition (Burkhardt et al., 2022). We
performed the leave-one-timepoint-out cellular dy-
namics experiment in which points at one timepoint
are excluded, and the goal is to infer the left-out points
by interpolating between the remaining timesteps.
GAGA consistently outperforms all other methods by
a large margin (Table 4). See details in Appendix H.7.

We have included details of our hyperparameter selec-
tion in Appendix G.5 and additional experiment re-
sults in Appendix H.

5 RELATED WORK

Geometry-aware encoding Non-linear dimen-
sionality reduction methods such as PHATE or dif-
fusion maps have proven useful in learning manifold
structure from high-dimensional data. However, they
have been difficult to extend to generate or sample
new points (Huguet et al., 2024). To address this,
some prior works have tried to regularize an encoder
to match the embeddings or distances obtained from
dimensionality reduction methods (Duque et al., 2020,
2022; Liu et al., 2024b; Huang et al., 2022; Fasina et al.,
2023), or by minizing the Gromov-Monge cost (Lee
et al., 2024). Despite embedding or distance preser-
vation, these methods have not focused on generative
modeling of points, can struggle in gaps for trajec-
tory inference (Lee et al., 2024), or sometimes do
not decode the data at all and simply provide embed-
dings (Fasina et al., 2023). As a result, it is difficult
to use existing embeddings to generate or sample new
points on and along these manifolds faithfully.



Sun, Liao, MacDonald, Zhang, Huguet, Wolf, Adelstein, Rudner, Krishnaswamy

Table 4: Single-cell trajectory inference results on Cite and Multi datasets with 50 and 100 PCA dimensions.
Leave-one-out is performed and 1-Wasserstein distances between prediction and ground truth are reported.

Data Dimension 50 100
Alg.↓ Dataset→ Cite Multi Cite Multi
DSBM (Shi et al., 2024) 53.81±7.74 66.43±14.39 58.99±7.62 70.75±14.03
I-CFM (Tong et al., 2023) 41.83±3.28 49.78±4.43 48.28±3.28 57.26±3.86
OT-CFM (Tong et al., 2023) 38.76±0.40 47.58±6.62 45.39±0.42 54.81±5.86
[SF]2M-Exact (Tong et al., 2024c) 40.01±0.78 45.34±2.83 46.53±0.43 52.89±1.99
[SF]2M-Geo (Tong et al., 2024c) 38.52±0.29 44.80±1.91 44.50±0.42 52.20±1.96
WLF-SB (Neklyudov et al., 2024) 39.24±0.07 47.79±0.11 46.18±0.08 55.72±0.06
WLF-OT (Neklyudov et al., 2024) 36.17±0.03 38.74±0.06 42.86±0.04 47.37±0.05
WLF-UOT (Neklyudov et al., 2024) 34.16±0.04 36.13±0.02 41.08±0.04 45.23±0.01
OT-MFM (Kapusniak et al., 2024) 36.39±1.87 45.16±4.96 41.78±1.02 50.91±4.623
GAGA (Ours) 23.29±0.83 19.68±1.93 26.72±0.99 27.04±2.95
Improvement over SOTA ↓ 31.8% ↓ 45.5% ↓ 34.6% ↓ 40.2%

Interpolating between points For interpolating
between data points, traditional approaches often rely
on linear interpolation or latent space traversal that
does not align with complex data trajectories (Miche-
lis and Becker, 2021; Mi et al., 2021). Some recent
methods use a neural network to learn the gradient
field, where optimal trajectories can be computed by
following the gradient (Huguet et al., 2022; Liu et al.,
2024c). However, these methods suffer from error ac-
cumulation, which may lead to large deviations when
the trajectory is sufficiently long.
Population transport Transporting populations
across experimental conditions, time points, or biologi-
cal states is usually approached by flow matching (Lip-
man et al., 2022; Tong et al., 2023) and bridge match-
ing (Shi et al., 2023; Thornton et al., 2022). Diffusion
Schrödinger Bridge Matching (Shi et al., 2023) and
Minibatch Optimal Transport Flow Matching (Tong
et al., 2024a) operate on Euclidean space without con-
sidering the underlying manifold, and thus cannot gen-
erate trajectories along the manifold. Simulation-Free
Schrödinger Bridges (Tong et al., 2024b) requires
closed-form conditional path distributions, and there-
fore, it’s not applicable to general manifold without
analytic solutions.

Some of the recent work attempts to access the man-
ifold and leverage the non-Euclidean metric. For
example, Riemannian Diffusion Schrödinger Bridge
(Thornton et al., 2022) addresses the Schrödinger
Bridge problem in non-Euclidean space but requires
the metric to perform manifold projection. Flow
Matching on General Geometries (Chen and Lip-
man, 2024) requires closed-form solutions for com-
puting geodesics on simple geometries and uses pre-
metric instead of metric on general geometries. Solv-
ing Wasserstein Lagrangian Flows (Neklyudov et al.,
2024) does not learn the metric of the manifold but
instead uses prefixed Wasserstein-2 and Wasserstein

Fisher-Rao metrics on the statistical manifold of the
probability measures, thus unable to transport popu-
lations faithfully along the data manifold. The work
most comparable to GAGA’s metric learning frame-
work is Metric Flow Matching (Kapusniak et al.,
2024), which learns the manifold metric but only con-
siders a specific family of diagonal metrics: metric
LAND and RBF, tunable by a few hyperparameters.

6 DISCUSSION

We have explored encoding whether a given point lies
on or off the manifold within our warped pullback met-
ric. In the future, we aim to investigate additional
priors and biases that could be incorporated into the
metric to further guide population transport. For in-
stance, encoding data sparsity to enable the generation
of rare events or incorporating desired chemical prop-
erties for molecule generation.

Another promising direction is utilizing our learned
metric to compute other geometric quantities and op-
erators, such as curvatures, and log and exponential
maps for manifold projections.

7 CONCLUSION

In this paper, we propose a geometry-aware genera-
tive autoencoder (GAGA) that preserves geometry in
latent embeddings and can generate new points uni-
formly on the data manifold, interpolate along the
geodesics, and transport populations across the mani-
fold. We circumvent the limitations of existing gener-
ative methods, which mainly match the modes of dis-
tributions, by training generalizable geometry-aware
neural network embeddings, leveraging points both on
and off the data manifold, and learning a novel warped
Riemannian metric on data space that allows us to
generate points from the data geometry.
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Checklist

1. For all models and algorithms presented, check if
you include:

(a) A clear description of the mathematical set-
ting, assumptions, algorithm, and/or model.
[Yes] We included them in the Methods, as
well as in proofs of propositions in the Ap-
pendices.

(b) An analysis of the properties and complexity
(time, space, sample size) of any algorithm.
[Not Applicable]

(c) (Optional) Anonymized source code, with
specification of all dependencies, including
external libraries. [No] However, we will open
source the code upon acceptance.

2. For any theoretical claim, check if you include:

(a) Statements of the full set of assumptions of
all theoretical results. [Yes] They are in-
cluded in the proposition statements.

(b) Complete proofs of all theoretical results.
[Yes] They are included either in the main
text or in the referenced Appendices.

(c) Clear explanations of any assumptions. [Yes]
Things are fairly well explained and we can
further elucidate if requested.

3. For all figures and tables that present empirical
results, check if you include:

(a) The code, data, and instructions needed to
reproduce the main experimental results (ei-
ther in the supplemental material or as a
URL). [Yes] We will open source the code
upon acceptance. But before that, things are
reasonably reproducible using the details in
the submission.

(b) All the training details (e.g., data splits, hy-
perparameters, how they were chosen). [Yes]

(c) A clear definition of the specific measure or
statistics and error bars (e.g., with respect to
the random seed after running experiments
multiple times). [Yes] We mentioned all ex-
periments are repeated with 5 random seeds,
and all numbers following the plus/minus
sign are standard deviations.

(d) A description of the computing infrastructure
used. (e.g., type of GPUs, internal cluster,
or cloud provider). [Yes] All experiments are
done on an internal server and runnable with
one single GPU.

4. If you are using existing assets (e.g., code, data,
models) or curating/releasing new assets, check if
you include:

(a) Citations of the creator If your work uses ex-
isting assets. [Yes]

(b) The license information of the assets, if ap-
plicable. [Not Applicable]

(c) New assets either in the supplemental mate-
rial or as a URL, if applicable. [Not Applica-
ble]

(d) Information about consent from data
providers/curators. [Not Applicable]

(e) Discussion of sensible content if applicable,
e.g., personally identifiable information or of-
fensive content. [Not Applicable]

5. If you used crowdsourcing or conducted research
with human subjects, check if you include:

(a) The full text of instructions given to partici-
pants and screenshots. [Not Applicable]

(b) Descriptions of potential participant risks,
with links to Institutional Review Board
(IRB) approvals if applicable. [Not Appli-
cable]

(c) The estimated hourly wage paid to partici-
pants and the total amount spent on partic-
ipant compensation. [Not Applicable]



Geometry-Aware Generative Autoencoders

Appendix
Table of Contents

A Manifold Learning and Diffusion Geometry 15

B Riemannian Manifolds & Metrics 15

B.1 The Pullback Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

C Obtaining the Function s(x) 16

C.1 Approach 1: Discriminator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

C.2 Approach 2: Gaussian Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

D Curve Parameterization for Generating Along Geodesics 17

E Proofs of Lemmas and Propositions 17

E.1 proposition 3.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

E.2 lemma C.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

E.3 lemma 3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

E.4 proposition 3.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

E.5 lemma 3.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

E.6 proposition 3.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

E.7 Proposition 3.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

F Additional Convergence Proposition for Volume-Guided Generation 20

G Experiment Details 20

G.1 Geometry-aware autoencoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

G.2 Volume-guided Generation on Manifold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

G.3 Generating along geodesics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

G.4 Geodesics-guided flow matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

G.5 Hyperparameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

H Additional Experiment Results 23

H.1 Geometry-aware autoencoder under increasingly noisy data . . . . . . . . . . . . . . . . . . . . . 23

H.2 Visualizing GAGA’s latent embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

H.3 Volume-guided Generation on Manifold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

H.4 Comparing Volume-Guided Generation with On-Manifold Generation . . . . . . . . . . . . . . . 24

H.5 Geodesic computation in noisy data setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

H.6 Visualizing geodesics on toy manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

H.7 Single-cell trajectory inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26



A Manifold Learning and Diffusion Geometry

The Manifold Hypothesis states that data are often sampled on or near an intrinsically low-dimensional manifold
within high-dimensional Euclidean space. Manifold learning techniques aim to uncover and recreate this manifold
in a lower-dimensional space.

Many manifold learning approaches use data diffusion geometry, which extracts geometric features from an
approximation of heat flow on the data. Diffusion geometry models a high-dimensional point cloud as a graph
by applying a kernel K (e.g., the Gaussian kernel e− ||z1−z2||2

σ ) to the pairwise Euclidean distances between data
points.

The kernel K is normalized to obtain a row-stochastic matrix P , where P (z1, z2) = K(z1,z2)
||K(z1,·)||1

. This matrix P

encodes transition probabilities between points. Powering P t represents a t-step random walk. Long-range or
spurious connections are given less weight through this iterated walk than robust on-manifold paths, allowing
the resulting point-wise diffusion probabilities to recover manifold geometry even in the presence of sparsity
and noise. Methods like Diffusion Maps, PHATE, and HeatGeo use diffusion probabilities to define a statistical
distance between data points (Coifman and Lafon, 2006; Moon et al., 2019; Huguet et al., 2024).

B Riemannian Manifolds & Metrics

The Manifold Hypothesis motivates our use of Riemannian geometry. Formally, an n-dimensional manifold N
is a topological space that is locally homeomorphic to Rn. Intuitively, while the global structure of N can be
complex, every small region is similar to the Euclidean space.

A Riemannian manifold (N , g) is endowed with a Riemannian metric g, which defines an inner product on
the tangent space at each point. At each x ∈ N , the metric gx assigns an inner product to tangent vectors
X,Y ∈ TxN via

gx(X,Y ) = XT g(x)Y,

where (with a slight abuse of notation) g(x) denotes an n × n matrix representing the inner product on TxN .
This metric allows us to measure angles and lengths. In particular, the length of a tangent vector X is given by

∥X∥ =
√
gx(X,X),

and the length of a smooth curve c : [0, T ]→ N is defined as

L(c) =
∫ T

0

√
gc(t)

(
ċ(t), ċ(t)

)
dt.

This expression computes the distance traveled along the curve, much like measuring a winding road on a flat
map.

If the manifold is parametrized by a function f(z) with z ∈ D, its volume (or area, in the two-dimensional case)
is calculated by ∫

D

√
det g(x) dx.

Here,
√

det g(x), called the volume element, quantifies how much local space is present at the point x.

B.1 The Pullback Metric

A key element of our approach is the Riemannian pullback metric. Suppose we have a map between manifolds,
f :M→ (N , g). At each point x ∈M, the differential

dfx : TxM→ Tf(x)N

provides a linear approximation of f . Using this differential, the pullback metric f∗g on M is defined by

f∗g(X,Y ) = g(dfxX, dfxY ),
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for any tangent vectors X,Y ∈ TxM.

Intuitively, the pullback metric equips M with the geometry of (N , g) as determined by f . It allows us to
measure lengths, angles, and distances on M in a manner that reflects the geometry of the target space. This
construction is fundamental to our method, as it bridges the geometry of M with the geometry provided by f .

For further details, we refer the reader to Do Carmo and Flaherty (1992, Chapters 0 and 1).

C Obtaining the Function s(x)

Recall that s(x) provides an auxiliary dimension that complements the encoder fθ, where the value represents
the deviation from the manifold. s(x) ≈ 0 if x is on the manifold, and s(x) increases as x moves away from the
manifold.

C.1 Approach 1: Discriminator

There are various ways to assign the value in the auxiliary dimension. In our implementation, we employ a
discriminative network (Goodfellow et al., 2020) to predict whether a point is on or off the manifold.

To train the GAN-style discriminator, we first generate negative samples away from the data manifold in the
data space by adding high-dimensional Gaussian noise to the data (Eqn. (Appx. 1)), where c is a constant chosen
such that the space away from the manifold is in the support of the distribution of x̌.

x̌i = xi + ϵi, ϵi ∼ N (0, cI) (Appx. 1)

Then, we define a discriminator wψ that maps from the data space to a score, optimized by the loss function in
Eqn. (Appx. 2) inspired by Wasserstein Generative Adversarial Networks (Arjovsky et al., 2017).

Lw(ψ) = Ex̌ [wψ(x̌)]− Ex [wψ(x)] + Varx(wψ(x)) (Appx. 2)

wψ is a Lipschitz function due to weight clipping and spectral normalization (Arjovsky et al., 2017; Miyato et al.,
2018). The variance term is added to encourage the discriminator to have uniform predictions. Finally, we define
the GAGA embedding with auxiliary dimension in Eqn. (5).

We have the following lemma showing that the condition “s(x) ≈ 0 if x is on the manifold, and s(x) increases as
x moves away from the manifold” is achieved:
Lemma C.1. Suppose wψ is L-Lipschitz, and maxi,j ||xi − x̌j || ≤M . for any ϵ > 0, if Lw(ψ) ≤ −LM + ϵ , we
have Ex[s(x)2] ≤ ϵ.

C.2 Approach 2: Gaussian Process

Alternative to the discriminator, we can also obtain s(x) using the variance of a Gaussian process. We take
advantage of the observation that the uncertainty (covariance) of a Gaussian process increases as the evaluation
point moves away from the seen training point. We use an radial basis function kernel

K(x, x′) = exp
(
−||x− x

′||2

2σ2

)
(Appx. 3)

in the model, and define s(x) to be the posterior variance

s(x) := K(x, x)−K(x,X)[K(X,X) + σ2
nI]−1K(X,x), (Appx. 4)

where X = {x1, . . . , xN} is the data; K(x,X) := (K(x, x1),K(x, x2), . . . ,K(x, xN ));K(X,x) := K(x,X)T ; and
K(X,X) := (K(xi, xj))j=1,...,N

i=1,...,N .
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D Curve Parameterization for Generating Along Geodesics

We parameterize the curves using an interpolation between starting and ending points, with a linear term and
a non-linear term parameterized by an MLP γη.

cη(x0, x1, t) = tx1 + (1− t)x0 + (1− (2t− 1)2)γη(x0, x1, t), (Appx. 5)

E Proofs of Lemmas and Propositions

E.1 proposition 3.1

For Riemannian manifolds (M, gM), (N , gN ) and diffeomorphism f :M→N , if f is a local isometry, i.e., there
exists ϵ > 0, such that for any x0, x1 ∈ M, dM(x0, x1) < ϵ =⇒ dM(x0, x1) = dN (f(x0), f(x1)), then we have
gM = f∗gN .

Proof. We first prove that the two metrics agree on vector norms. That is, for any u ∈ TxM, gN (dfu, dfu) =
gM(u, u).:

∀z ∈ N ,∀ smooth curve γ(t) ⊂ N , and let ξ(t) = f−1(γ(t)). Then there exists δ > 0 such that ∀0 < t < δ∫ t

0

√
gM(ξ̇(τ), ξ̇(τ))dτ < ϵ (Appx. 6)

We have ∫ t

0

√
gM(ξ̇(τ), ξ̇(τ))dτ =

∫ γ−1◦ξ(t)

0

√
gN (γ̇(τ), γ̇(τ))dτ (Appx. 7)

Take t→ 0, we have gN (dfu, dfu) = gM(u, u) where u = ξ̇(0).

Next we use the identity

⟨u, v⟩ = 1
4 (⟨u+ v, u+ v⟩ − ⟨u− v, u− v⟩) (Appx. 8)

for any 2-form ⟨·, ·⟩, and apply to gM, gN , we have

gN (dfu, dfv) = gM(u, v)∀u, v ∈ TxM. (Appx. 9)

E.2 lemma C.1

Suppose wψ is L-Lipshitz, and maxi,j ||xi − x̌j || ≤M . ∀ϵ > 0, if Lw(ψ) ≤ −LM + ϵ, we have Ex[s(x)2] ≤ ϵ.

Proof. Denote pon the data distribution and poff the distribution of off-manifold points defined eqn. (Appx. 1).

∀x ∼ pon, x̌ ∼ poff, since wψ is L-Lipshitz, |wψ(x̌)− wψ(x)| ≤ L||x̌− x|| < LM.

Taking expectaion, we have Ex̌[wψ(x̌)]− Ex[wψ(x)] ≥ −LM.

Thus, Lw(ψ) ≤ −LM + ϵ =⇒ E[s(x)2] = Varx(wψ(x)) = Lw(ψ)− (Ex̌[wψ(x̌)]− Ex[wψ(x)]) ≤ ϵ.

E.3 lemma 3.2

If there exists α ∈ R such that for any x, x̌, α||x − x̌|| ≤ |s(x) − s(x̌)|. Then for any x, x̌, ||f+(x) − f+(x̌)|| ≥
αβ||x− x̌||. Furthermore, denoting DM(y) := infx∈M ||x− y|| and Df+(M)(y) := infx∈M ||f+(x)− f+(y)||, then
for any x̌, we have Df+(M)(x̌) ≥ αβDM(x̌).
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Proof. Because r(x) =
(
fθ(x)
s(x)

)
, where s(x) = β(w̄ − wψ(x)), we directly compute:

||r(x)− r(x̌)||2 =||fθ(x)− fθ(x̌)||2 + |s(x)− s(x̌)|2 (Appx. 10)
≥|s(x)− s(x̌)|2 (Appx. 11)
≥β2|wψ(x)− wψ(x̌)|2 (Appx. 12)
≥β2α2||x− x̌||2, (Appx. 13)

we have ||r(x)− r(x̌)|| ≥ βα||x− x̌||.

Taking infimum over x ∈M, we have Dr(M)(x̌) ≥ βαDM(x̌)

E.4 proposition 3.3

Suppose ftarget(x) = λs(x)− log(fvol)(x) is α-strongly convex for some constant α > 0, i.e. ∇2f(x) ⪰ αI, then
the distribution of X in Eqn. (6) converges exponentially fast in Wasserstein distance to a distribution supported
on the data manifold, whose restriction on the manifold is proportional to the volume distribution function.

Proof. The proof follows from equation (1.4.9) in this textbook https://chewisinho.github.io/main.pdf:
Suppose ftarget is α-strongly convex, for any Xt ∼ µt, Yt ∼ νt following the Langevin dynamics, initialized at
X0 ∼ µ0, Y0 ∼ ν0, we have

W 2
2 (µt, νt) ≤ e−2αtW 2

2 (µ0, ν0). (Appx. 14)

Now we check that p(x) = 1
Z e

−ftarget(x), where Z =
∫
e−ftarget(x)dx, corresponds to a stochastic process governed

by this SDE by showing that it satisfies the Fokker-Planck equation.

LHS: ∂p(x)
∂t

= 0

RHS: ∇ · (p(x)∇ftarget(x)) + ∆p(x)

= 1
Z

(∇ · (e−ftarget(x)∇ftarget(x)) + ∆e−ftarget(x))

= 1
Z

(−∇ · ∇e−ftarget(x) + ∆e−ftarget(x))

= 0

Therefore, for any initialization X0 ∼ µ0, let Y0 ∼ p, we have

W 2
2 (µt, p) ≤ e−2αtW 2

2 (µ0, p). (Appx. 15)

where p(x) = e−λs(x)fvol(x). Since s(x) ≈ 0 if x in on the manifold, and is large when x is away from the
manifold, we have p(x) ≈ fvol(x) if x is on the manifold, and p(x) ≈ 0 if x is away from the manifold.

E.5 lemma 3.4

Assume that the ω-thickening of the manifoldM⊂ Rn, defined asMω := {x ∈ Rn : infm∈M d(x,m) < ω}, (i.e.,
the set of points whose distance from M is less than ω) maps into a subset of the ϵ-thickening of f(M). Here,
the ϵ-thickening is defined analogously, with ϵ chosen such that for every x ∈ f(M), the ball Bϵ(x) := {y ∈ Rn :
∥y − x∥ < ϵ} intersects f(M) in exactly one connected component.

Then, for any smooth curve c : [0, 1] → Rn connecting x0 and x1 (i.e., c(0) = x0 and c(1) = x1), there exists
a smooth curve c′ : [0, 1] → M lying entirely on the manifold (with c′(0) = x0 and c′(1) = x1) such that
LGeo(c′) ≤ LGeo(c)− α2β2 1

M

∑M
m=1

(
DM(c(tm))−DM(c(tm−1))

)2 + ξ. Here, α is defined as in Lemma 3.2, DM
denotes the distance from a point to M (also as in Lemma 3.2), and ξ is a fixed positive constant independent
of xt and β.

Proof. Consider a smooth c : [0, 1]→ Rn with c(0) = x1, c(0) = x1 which lies within the ω-thickening ofM. We
construct an open cover of its image f(c) as the collection of open balls {Bϵ(c(t)) : t ∈ [0, 1]}. By compactness,
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this admits a finite subcover at some collection of times {t1 . . . tN}. For each ti, we can choose point c′[ti] from
Bϵ(c(ti))∩ f(M). By the continuity of f ◦ c, these are all part of the same connected component of f(M), hence
there exists a curve c′ : [0, 1] → Rn with the same endpoints as c, whose image contains {c′[ti]}. Furthermore,
by the smoothness of f and c, there exists a uniform K > 0 independent of c, c′ such that |

∫
ċ(t)TJTf Jf ċ(t) −

ċ′(t)TJTf Jf ċ′(t)dt| < Kϵ. Following lemma C.1, because c′ ∈ M, we also have |
∫
ċ′(t)TJTs Jsċ′(t)| < ϵ′ for some

uniform ϵ′ > 0 independent on c, c′.

We can decompose the pullback metric as

JTr Jr = JTf Jf + JTs Js. (Appx. 16)

and compute the difference

LGeo(c)− LGeo(c′) = 1
M

M∑
m=1

(ċ(t)TJTf Jf ċ(t) + ċ(t)TJTs Jsċ(t)− (ċ′(t)TJTf Jf ċ′(t) + ċ′(t)TJTs Jsċ′(t)))

(Appx. 17)

= 1
M

M∑
m=1

(ċ(t)TJTf Jf ċ(t)− ċ′(t)TJTf Jf ċ′(t) + ċ(t)TJTs Jsċ(t) + ċ′(t)TJTs Jsċ′(t)) (Appx. 18)

≥−Kϵ− ϵ′ + 1
M

M∑
m=1

ċ(t)TJTs Jsċ(t). (Appx. 19)

≥−Kϵ− ϵ′ − ϵ′′ + 1
M

M∑
m=1

(̇s(c(tm))− s(c(tm−1))2 (Appx. 20)

≥−Kϵ− ϵ′ − ϵ′′ + 1
M

M∑
m=1

(̇s(c(tm))− s(c(tm−1))2. (Appx. 21)

≥−Kϵ− ϵ′ − ϵ′′ + 1
M
αβ

M∑
m=1

(̇DM(c(tm))−DM(c(tm−1))2, (Appx. 22)

(Appx. 23)

where ϵ′, ϵ′′ are positive constants independent on xt, β.

E.6 proposition 3.5

When LGeo is minimized, max
m=1,...,M

DM(c(tm)) ≤
√
ξ

αβ , i.e., for sufficiently large β, c(t) is close to the manifold

with a maximum distance of
√
ξ

αβ . Furthermore, let c′(t) be a geodesic between x0 and x1 under the metric

gM, we have 1
M

∑M
m=1 gM(ċ, ċ)(x0, x1, tm) ≤ 1

M

∑M
m=1 gM(ċ′, ċ′)(x0, x1, tm) + ξ′

√
ξ

αβ for some positive constant
ξ′. That is, c approximately minimizes the energy (and hence curve length) under gM.

Proof. Suppose c minimizes LGeo. Then by lemma 3.4, there exists c′ such that

LGeo(c′) ≤ LGeo(c)− α2β2 1
M

M∑
m=1

(DM(c(tm))−DM(c(tm−1)))2 + ξ. (Appx. 24)

On the other hand, because c is a minimizer, we have

LGeo(c) ≤ LGeo(c′). (Appx. 25)

Combining them, we have

α2β2 1
M

M∑
m=1

(DM(c(tm))−DM(c(tm−1)))2 ≤ LGeo(c)− LGeo(c′) + ξ ≤ ξ. (Appx. 26)
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Rearrange t0, . . . , tM with a permutation σ such that DM(tσ(0)) ≤ · · · ≤ DM(tσ(M)), and because DM(t0) = 0
(the minimum), WLOG, let tσ(0) = 0. We have

α2β2 1
M

M∑
m=1

(DM(c(tσ(m)))−DM(c(tσ(m−1))))2 ≤ξ (Appx. 27)

=⇒ α2β2( 1
M

M∑
m=1

(DM(c(tσ(m)))−DM(c(tσ(m−1))))2 ≤ξ (by Jensen’s inequality) (Appx. 28)

=⇒ α2β2(DM(c(tσ(M))−DM(c(tσ(0)))2 ≤ξ (Appx. 29)

=⇒ max
m=1,...,M

DM(c(tm)) = DM(c(tσ(M))) ≤
√
ξ

αβ
. (Appx. 30)

The proof for the second part follows from the Lipshitz property of s(x) and the smoothness of f in lemma 3.4.

E.7 Proposition 3.6

At the convergence of Algorithm 2,

x(t) = x0 +
∫ t

0
vν(x0, τ)dτ (Appx. 31)

are geodesics between points in X and points in Y following the optimal transport plan that minimizes the
geodesic lengths.

Proof. We first prove that when Eqn. (7) and Eqn. (8) are minimized, Eqn. (Appx. 31) yields geodesics from
x0 ∈ X to x1 ∈ Y. This is because by Lemma 3.4, the curves cη are geodesics. When Eqn. (8) is minimized, vν
approximates the gradient of cη, and its integration starts at the same point x0 approximates cη.

The rest follows from the the proof of Algorithm 3 in (Tong et al., 2023).

F Additional Convergence Proposition for Volume-Guided Generation

Proposition F.1. Suppose when Xt is initialized near the manifold M, it stays in the neighborhood D := {X ∈
M : DM(X) ≤ s} near M with high probability up to time T , and that exp(−ftarget(x)) satisfies Poincaré’s
inequality along and across the level sets of ftarget near the manifold, then the distribution in Eqn. (6) converges
exponentially fast in total variation distance to a distribution supported on the data manifold, whose restriction
on the manifold is proportional to the volume distribution function.

Proof. This is a direct application of Moitra and Risteski (2020, Theorem 4).

These assumptions are attainable in our setup, given the fact that the manifold is bounded because the λs(x)
term prevents the points from going far away from the manifold. In addition, if we restrict the domain to a ball
containing the manifold, the function e−ftarget(x) is differentiable and hence satisfies Poincare’s inequality on this
compact domain.

G Experiment Details

G.1 Geometry-aware autoencoder

G.1.1 Datasets: Splatter

We evaluate our geometry-aware autoencoder on simulated scRNA-seq datasets Splatter(Zappia et al., 2017).
Splatter uses parametric models to simulate cell populations with multiple cell types, structures, and differentia-
tion patterns. Specifically, we evaluate on single-cell data of group and path structures with biological coefficient
of variation (bcv) parameters {0, 0.18, 0.25, 0.5}. A higher bcv corresponds to a lower signal-to-noise ratio. The
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cellular state space is a simulation parameter indicating whether the cells are arranged in clusters or trajectories
in the data space. In Splatter, it is specified by the method parameter, where clusters correspond to groups and
trajectories correspond to paths.

G.1.2 Evaluation Criteria

For the encoder, we leverage DEMaP (Moon et al., 2019) to measure the correlation between Euclidean distances
in latent space and ground truth geodesic distances in original data space.

DEMaP(f) = 2
N(N − 1)

∑
i<j

Corr(||f(xi)− f(xj)||2, dij), (Appx. 32)

where f is the encoder to be evaluated, Corr is Pearson correlation, xi, xj are points from test data, and dij is
the ground truth geodesic distance between xi, xj , computed from shortest path distance under noiseless setting.

For decoder evaluation, we propose a novel criteria, DRS (Denoised Reconstruction Score), to account for the
noisy and sparse nature of single-cell data. DRS computes the correlation between reconstructed genes and
denoised genes through denoising and imputation method MAGIC(Van Dijk et al., 2018).

DRS(f, h) = 1
Ngene

Ngene∑
i=1

Corr(yi, yMAGIC
i ), (Appx. 33)

where f, h are the encoder and decoder pair, yi = PCA-1(h(f(xi)), yMAGIC
i = PCA-1(MAGIC(xi)). PCA-1 here

is the inverse PCA operator since the original data are first PCA transformed and then fed into the autoencder.
Therefore we use inverse PCA to map the reconstructed points back to the gene space for evaluation.

G.2 Volume-guided Generation on Manifold

G.2.1 Generate imbalanced data on toy manifolds

We generate imbalanced data on hemishpere, saddle, and paraboloid. Table Appx. 2 shows their parametrizations
and volume elements.

In order to generate imbalanced data on the manifold, we generate 3, 000 points following a bivariate Gaussian

distribution N
((

1
1

)
,

(
2 0
0 2

))
, with range restricted to [−2, 2]× [−2, 2]. These points are used as parameters

(u, v), which we use to compute (x, y, z) with the parametrizations in Table Appx. 2. These points (x, y, z) ∈ R3

are used as training points for GAGA.

G.2.2 Details on evaluation metric for volume guided generation

We evaluate the generated points by comparing its density estimation with the ground truth volume element in
the parameter space. We first convert the generated points in R3 back to the parameter space using u = x, v = y.
Then, we use apply kernel density estimation to the parameters (u, v) ∈ R2. We use a Gaussian kernel and use
Scott’s rule to determine the bandwidth. To avoid the error from boundary effects of kernel density estimation,
as well as the numerical instability of the volume element computation of the hemisphere near the boundary,
we mask out the points near the boundary by only computing kernel density estimation and volume element on
{(u, v) : u2 + v2 < 0.8} for hemisphere, and {(u, v) : |u|, |v| < 1.6} for saddle and paraboloid.

Table Appx. 1: Average DEMaP and DRS on simulated single-cell datasets over different noise settings.
Objective State Space DEMaP (↑) DRS (↑)

Autoencoder LRecon Clusters 0.347±0.117 0.642±0.129
GAGA LRecon,LDist Clusters 0.645±0.195 0.667±0.165

Autoencoder LRecon Trajectories 0.433±0.135 0.587±0.148
GAGA LRecon,LDist Trajectories 0.600±0.191 0.559±0.143
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Manifold Parametrization (u, v) Volume Element fvol(u, v)

Hemisphere


x = u

y = v

z =
√

1− u2 − v2

1√
1−u2−v2

Saddle


x = u

y = v

z = u2 − v2

√
1 + 4u2 + 4v2

Paraboloid


x = u

y = v

z = u2 + v2

√
1 + 4u2 + 4v2

Table Appx. 2: Parameterizations and volume elements of toy manifolds. We have access to the analytical forms
of the volume elements computed from the parameterizations. We use them as the ground truth in evaluation.

G.3 Generating along geodesics

G.3.1 Datasets: Simulated manifolds

We generate four toy manifolds: ellipsoid, torus, saddle, and hemisphere in R3. We add Gaussian noise of
different scales to the original toy manifolds and rotate the data to higher dimensions using a random rotation
matrix. We simulate datasets under {0, 0.1, 0.3, 0.5} noise scales and {3, 5, 10, 15} dimensions. For each dataset,
we randomly select 20 pairs of starting and ending points on the manifold.

We benchmark all methods on the noisy, high-dimensional data, and compute the pairwise geodesics.

G.3.2 Evaluation Criteria

Quantitatively, we evaluate these methods on the MSE criteria: the mean squared error between the predicted
geodesic length and ground truth length.

Length MSE = 1
k

k∑
i=1

(l̂i − li)2, (Appx. 34)

where k is the total number of geodesics, li, l̂i are the lengths of the i-th ground truth and predicted geodesics.
We obtain the ground truth geodesics analytically if the solution is available or using Dijkstra’s algorithm on
noiseless data otherwise.

G.4 Geodesics-guided flow matching

G.4.1 Datasets: Randomly sampled populations on toy manifolds

To showcase GAGA’s ability on transporting distributions on manifolds, we generate four toy manifolds: ellipsoid,
torus, saddle, and hemisphere in R3. To simulate starting and ending distributions, we first randomly sample two
points on the manifold as the starting and ending center and then sample N points near these selected centers.
We compute and visualize the flow paths between the two distributions.

G.5 Hyperparameters

We chose our hyperparameters using grid search on the validation sets. The hyperparameters we used for our
experiments are the following:

For autoencoder training, both the encoder and decoder are multi-layer MLPs with hidden dimensions [256, 128,
64], [64, 128, 256] respectively. Each intermediate fully connected layer is followed by a spectral normalization
layer, a batch normalization layer, a ReLU layer, and a dropout layer with 0.2 dropout probability.
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For training the discriminator s(x), we use a multi-layer MLP with hidden dimensions [256, 128, 64], and each
intermediate fully connected layer is followed by a spectral normalization layer, a batch normalization layer, and
a ReLU layer.

For the geodesic-guided flow matching model, we use a multi-layer MLP with hidden dimensions [192, 192, 192]
for curve parameterization and a multi-layer MLP with hidden dimensions [64, 64, 64] for the flow matching
model.

All models were trained with AdamW optimizer with learning rate 1e-3 and 1e-4 weight decay. The autoencoder
was trained with 200 maximum epochs, the discriminator with 100 maximum epochs, and geodesic-guided flow
matching with 100 maximum epochs. We used early stopping for all models, and the patience used is 50.

We used the same set of loss weights in all experiments reported: λ1 = 77.4, λ2 = 0.32, ζ = 0.5 for autoencoder
loss (Eqn. (4)). β = 10 for the extended embedding (Eqn. (5)). For volume-guided generation, we used λ = 10
(Eqn. (6)). For geodesic-guided flow matching, we used λ3 = 1 and λ4 = 1 (Eqn. (9)).

For applying GAGA on new datasets, we recommend starting with a relatively larger λ1 and a smaller λ2 for
training the autoencoder. We found that λ1 = 77.4 and λ2 = 0.32 generally work well for single cell datasets.
The much smaller λ2 encourages the neural network to focus more on learning a good latent space instead of
reconstructing the original signal since learning a latent space that preserves manifold distances is much more
challenging than reconstruction. In addition, biological data are often very noisy, so better reconstruction does
not necessarily aid in learning better representations. The decay parameter ζ encourages the latent space to
focus more on matching local distances. We recommend starting with a relatively large β for the extended
embedding and a large λ for volume-guided generation since it would place a significant penalty when generated
points stray off from the manifold. In practice, we found β = 8 and β = 10 both work well in our experiments.
For the geodesic-guided population transport, we recommend starting with equal λ3 and λ4 since we want to
learn both the flow and the geodesic transportation path.

H Additional Experiment Results

H.1 Geometry-aware autoencoder under increasingly noisy data

0.0 0.1 0.2 0.3 0.4 0.5
bcv

0.3

0.4

0.5

0.6

0.7

DEMaP

0.0 0.1 0.2 0.3 0.4 0.5
bcv

0.4

0.5

0.6

0.7

0.8

DRS
autoencoder groups
GAGA groups
autoencoder paths
GAGA paths

Figure Appx. 1: Comparison for GAGA and standard autoencoder on increasingly noisy single-cell datasets.

In Figure Appx. 1, we observe that GAGA consistently outperforms standard autoencoder on DEMaP under
increasingly noisy sinle-cell data simulated with increasing bcv parameter. Moreover, we can see that GAGA
generally rivals the standard autoencoder on DRS, indicating our distance-matching loss does not detract from
data reconstruction.

H.2 Visualizing GAGA’s latent embeddings

Qualitatively, we visualize the latent embeddings of GAGA on real-world scRNA-seq dataset EB, embryoid body
data generated over 27 day time course (Moon et al., 2019). We show that GAGA is able to capture geometric
structures in the data, which are essential for biological insights and interpretations. In addition to PHATE, we
trained GAGA with two other geodesic distances obtained under different settings of HeatGeo (Huguet et al.,
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2024). We can see from Figure Appx. 2 that GAGA captures both local and global geometric structures such
as clusters, branches, and paths. Moreover, Figure Appx. 2 shows that GAGA can match closely with the
embedding method that it’s based on, preserving the latent space of the original dimension reduction method
and, at the same time, capable of generalizing to unseen points.

GAGA (ours)

0
1
2
3
4

GAGA (ours) GAGA (ours)

PHATE HeatGeo (Harnack) HeatGeo (denoise)

Figure Appx. 2: Visualization of the embedding shows GAGA preserves local and global structures.

H.3 Volume-guided Generation on Manifold

In Figure Appx. 3 (B,C,D) we show that the densities of the points generated by GAGA are closer to the
ground truth volume elements compared to the original data points, indicating that GAGA largely reduces data
imbalance. In addition, Figure Appx. 3 (A) shows that the generated points stay on the data manifold and cover
the sparse regions well in the original data.

H.4 Comparing Volume-Guided Generation with On-Manifold Generation

To assess the faithfulness of generated points to the data geometry, we compared our method with Riemannian
Flow matching (RFM) (Chen and Lipman, 2023). Notably, found that RFM only supports a number of specific
manifolds in their implementation and that among the manifolds we conducted our experiment on, it only
supports the hemisphere (supported through the sphere implementation). We used the hyperparameters for the
sphere manifold (the volcano experiment) in their codebase. We present the comparison result in the following
table:

Data R R2

Original -0.26 0.07
RFM Generated -0.15 0.02
GAGA (Ours) Generated 0.85 0.71

Table Appx. 3: Correlation R and R2 between the density and the volume element, where larger R and R2

indicate more faithful generation along the data geometry.
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Figure Appx. 3: Geometry-aware generation with GAGA on hemisphere saddle, and paraboloid. (A) Generated
points remain on the manifold, and are more evenly distributed compared to raw data. (B) Kernel density
estimation. (C) Ground truth volume elements computed analytically. (D) In raw data, density does not
correlate to volume element, indicating data imbalance. GAGA generation corrects the imbalance indicated by
higher correlation between volume element and density.
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We computed correlation R and R2 between the density and the volume element, where larger R and R2 indicate
more faithful generation along the data geometry. Here “Original” refers to the original unbalanced dataset on
which the models are trained. “RFM Generated” is the data generated by RFM, and “GAGA (Ours) Generated”
is the data generated by our method.

Please refer to Appendix G.2.2 for detailed descriptions of how we generated the original dataset and computed
the evaluation metrics.

We observe that the RFM generated data exhibit weak correlations with the volume element, similar to the
original unbalanced data. This occurs because the flow matching model learns the density of the training data
rather than its geometry, making it unable to address sampling bias effectively. This limitation is illustrated in
Figure 2.

H.5 Geodesic computation in noisy data setting

To better demonstrate the effectiveness of our method, especially in noisy data settings, we compared our
method to Dijkstra’s algorithm in a setting of noise=0.7, dimension=15. We computed the mean squared error
of geodesic lengths over 20 pairs of starting/ending points. To get a rigorous sense of significance, we used a
Wilcoxon signed-rank test to compute the p-values (the null hypothesis is that the errors of the two methods are
the same).

Dataset GAGA (Ours) Dijkstra p-value
Ellipsoid 0.22 0.79 4.22e-03
Hemisphere 2.25 5.67 3.22e-04
Saddle 2.73 6.34 1.99e-03
Torus 0.93 2.14 0.73

Table Appx. 4: Mean squared error of geodesic lengths of GAGA (Ours) vs. Dijkstra across different datasets
under 0.7 noise scale and 15 dimensions.

We observe that our method significantly outperforms Dijkstra’s algorithm across all manifolds except the torus.

Beyond the quantitative benchmarks, we would like to emphasize several fundamental advantages of our method
over Dijkstra’s algorithm: 1) point generation: GAGA generates new points along the geodesic, whereas Dijkstra’s
algorithm only connects existing points. 2) smoothness: GAGA learns smooth curves, while the curves produced
by Dijkstra’s algorithm are discrete and prone to jittering, especially in the presence of noisy data. 3) geodesic
insights: The smoothness of GAGA-generated curves allows us to compute other geometric quantities, such as
velocities, providing valuable insights into the underlying manifold. For instance, we can compute the curvature
of the geodesic.

H.6 Visualizing geodesics on toy manifolds

Figure Appx. 4 shows the geodesics of different methods on the same set of starting and ending points on multiple
toy manifolds. Each row corresponds to one manifold and each column corresponds to one method. From left
to right column, the method is 1) ground truth, 2) GAGA, 3) local metric, 4) density regularization. Density
refers to geodesics learned with using density regularization.

We can see that GAGA generally outperforms all the other methods except Djikstra’s on the saddle datasets.
Directly using the local metric performs the worst, lagging far behind all other methods. The inferior performance
of the local metric again illustrates the challenges of staying on the manifold while optimizing for the shortest
path.

H.7 Single-cell trajectory inference

Single-cell trajectory inference, a central task in cellular dynamics, aims to predict the continuous trajectories
of cells over time. Specifically, we conducted left-one-timepoint-out experiment in which cells at one specific
timepoint were excluded, and the goal is to predict the left-out cells using the cells from the remaining time-
points (Tong et al., 2020).
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Figure Appx. 4: Comparison of geodesics. From left to right columns: 1) ground truth, 2) GAGA, 3) local
metric, 4) density regularization.

We repurposed the Cite and Multi single-cell datasets from the Multimodal Single-cell Integration Challenge at
NeurIPS 2022 (Burkhardt et al., 2022). Following the experiment setup in (Tong et al., 2024c), we trained and
evaluated GAGA on donor 13176. For the Cite dataset, we combined both train and test inputs to obtain 29394
cells spanning from days 2, 3, 4, 7. For the Multi dataset, we used the train targets to obtain 35396 cells from
days 2, 3, 4, 7.

To perform left-one-timepoint-out experiment, we excluded day 3 and day 4, respectively, and used the remaining
cells to infer the left-out populations. The train and test split ratio is 9:1, and the left-out timepoint was excluded
from the training set. Our models were trained on the training set and evaluated on the test set. To reconstruct
the left-out cells Xt at time t in the test set, GAGA generates the population level trajectories between Xt−1
and Xt+1 in the test set, and we use the points generated along the trajectories as the predicted cells X̂t. We ran
experiments on 50 and 100 PCA dimensions of cells and the average Wasserstain-1 distance across the left-out
timepoints was reported. The numbers listed for other methods were taken from the corresponding work.
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