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Abstract
The field of research on multi-agent reinforcement learning (MARL) algorithms in self-
driving vehicles is rapidly expanding in mixed-traffic scenarios where autonomous vehicles
(AVs) and human-driven vehicles (HDVs) coexist. Most studies assume that all AVs can
obtain accurate state information. However, in real-world scenarios, noisy sensor measure-
ments have a significant impact. To address this issue, we propose an effective and robust
MARL algorithm Multi-Agent Proximal Policy Optimization with Curriculum-based Ad-
versarial Learning (CA-MAPPO) for situations where the observation perturbations are
considered. The proposed approach incorporates adversarial samples during training and
adopts a curriculum learning approach by gradually increasing the noise intensity. By eval-
uating the proposed approach in the ideal environment and scenarios under noise attacks
with varying intensities, experiment results demonstrate that the proposed algorithm en-
ables AVs to achieve a success rate of over 70% for the multi-lane highway on-ramp merging
task, achieving a maximum average speed of up to over 19 m/s and performing significantly
better than the state-of-the-art MARL algorithms such as MAPPO and MAACKTR.
Keywords: Autonomous driving, multi-agent deep reinforcement learning, adversarial
learning, curriculum learning

1. Introduction

In recent years, the increasing introduction of autonomous vehicle (AV) products by compa-
nies such as Waymo, Tesla, and Baidu Apollo has highlighted the importance of autonomous
driving as the future of transportation. Most existing research on autonomous driving as-
sumes that all AVs operate normally. However, in real-world environments, factors such
as hardware or software failures, adverse weather conditions, etc., may lead to abnormal
behavior of AVs, significantly affecting the performance on the road and even causing traffic
accidents. Therefore, it is vital to develop strategies that can handle disruptions and failures
in complex driving scenarios.

To tackle these challenges, multi-agent reinforcement learning (MARL) has emerged as
a promising approach. In recent years, there has been a substantial amount of research
on MARL, which has achieved notable success in a variety of complex tasks. StarCraft
II (Vinyals et al., 2019) enables agents to compete at the level of top human players in
this real-time strategy game and the Google Football environment (Kurach et al., 2020) has
also been instrumental in training multiple agents for both cooperation and competition,
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highlighting complex strategic behavior. These accomplishments illustrate the potential of
MARL in coordinating multiple agents and solving complex problems.

In the context of MARL, each AV can be considered an agent. Our research focuses
on developing a robust MARL algorithm to address situations where the AV’s observations
are perturbed in highway on-ramp merging scenarios. The objective is to develop strategies
that enhance the algorithm’s resilience and improve the system’s stability in the presence
of abnormal conditions. Firstly, we introduce noise attacks targeting the sensors of AVs to
simulate perturbed observations. Then we incorporate adversarial samples into the training
process. However, the existence of excessive noise attacks during adversarial training can
lead to unstable and suboptimal policies. To address this issue, we adopt a curriculum
learning approach, where the noise intensity is gradually increased throughout the training
process. The primary contributions of our research can be summarized as follows:

• By incorporating adversarial samples into the training process, AVs are enabled to learn
adversarial strategies, thereby enhancing their ability to counteract noise attacks and
improving the robustness of the system significantly.

• We propose a novel robust MARL algorithm Multi-Agent Proximal Policy Optimiza-
tion with Curriculum-based Adversarial Learning (CA-MAPPO) by gradually increas-
ing the noise intensity in the training process. This allows AVs to progressively adapt
to more challenging scenarios, leading to a more stable and effective learning process.

• The proposed algorithm significantly improves the success rate of the multi-lane high-
way on-ramp merging task and the average speed of AVs in the ideal environment
and noisy environments with different noise intensities, achieving higher overall re-
turns compared to the state-of-the-art (SOTA) MARL benchmarks MAPPO and
MAACKTR.

The remainder of the paper is organized as follows. Section 2 briefly introduces the
related work of our research. The problem formulation is described in Section 3 and the pro-
posed method is detailed in Section 4. Experiments, results, and evaluations are presented
in Section 5. We conclude the paper and discuss future works in Section 6. Hyperparameter
setting and more explorations about the proposed method are supplemented in Appendix.

2. Related Work

2.1. On-ramp Merging Strategies for AVs in Mixed Traffic

The task of on-ramp merging for AVs is a complex endeavor due to the dynamic nature
of traffic and the necessity for precise timing and coordination with human-driven vehi-
cles(HDVs). A multitude of strategies have been proposed to address this challenge:

Rule-based and optimization-based approaches offer contrasting methodologies for guid-
ing AVs (Ding et al., 2019; Hu and Sun, 2019). Rule-based methods rely on predefined
rules and heuristics, effective in simpler scenarios but inadequate in complex situations due
to their lack of adaptability. Optimization-based methods treat vehicle interactions as dy-
namic systems, using actions from controlled vehicles as inputs. Despite their capacity to
handle complexity, optimization-based methods require precise dynamic models and signif-
icant computational resources. Furthermore, it is important to note that the Model Pre-
dictive Control (MPC) approach (Dixit et al., 2019), a notable optimization-based method,
may not be suitable for mixed-traffic scenarios.



Recent research findings suggest that MARL presents a promising strategy for AVs in
navigating the intricacies of highway on-ramp merging scenarios (Zhang et al., 2023; Chen
et al., 2023). Chen et al. (2023) have proposed a scalable MARL framework for AVs to adapt
to HDVs in mixed-traffic on-ramp merging, enhancing traffic throughput and safety with
action masking and a priority-based safety supervisor. (Zhang et al., 2023) have presented the
Independent Proximal Policy Optimization (IPPO) algorithm, which significantly improves
the success rate and efficiency of AVs in the scenario. However, both studies are based on
relatively ideal environments, and in real-world setting, unexpected situations may occur,
leading to incorrect behaviors by AVs. Consequently, designing robust MARL algorithms
becomes one of the most significant challenges in this context.

2.2. Robust MARL

In addition to integrating safety constraints into the MARL formulation, adversarial learn-
ing (Goodfellow et al., 2015) is also a common method for improving the robustness of the
MAS.

Early research in adversarial reinforcement learning has introduced the concept of Ro-
bust Adversarial Reinforcement Learning (RARL) (Pinto et al., 2017). RARL treats en-
vironmental biases and errors in the modeling process as disturbances and addresses them
through adversarial training. Subsequent studies have introduced the Antagonist-Ratio
Training Scheme (ARTS) (Phan et al., 2020) as an extension of RARL into multi-agent
systems. ARTS adopts a mixed cooperative-competitive MAS setting, where two groups
of agents collaborate internally while competing with each other. Thus, its adversarial
learning relies on continuously adjusting and changing the team members of the agents.
Subsequently, further enhancement was proposed with the Randomized Adversarial Train-
ing (RAT) method (Phan et al., 2021). RAT incorporates a uniformly distributed adversary
ratio, using a phased approach and the Value-Decomposition Networks (VDN) (Sunehag
et al., 2017) method to update the learning functions for protagonists and antagonists sep-
arately, enabling the MAS to better adapt to various unforeseen circumstances and thereby
improving system robustness.

The research mentioned earlier concentrates on employing specific adversarial training
patterns to improve the robustness of systems. In subsequent studies, there is a notable
transition in focus toward adversarial training that emphasizes the diversification of adver-
sarial samples. This shift aims to provide further improvements in the overall robustness of
the systems under consideration.

The first study on robustness in MARL introduces an attack method from the perspective
of influencing the observations of agents (Lin et al., 2020). In the past two years, research
has emerged that approaches adversarial attacks from the Markov Decision Process (MDP)
perspective, introducing perturbations to the states, actions, and rewards of agents in three
dimensions (Guo et al., 2022). The study (Zhao et al., 2022) addressing the phenomenon
of “crashed agents” in the MAS presents a coach-assisted training framework and a method
for adaptively adjusting crashed rates to enhance system robustness.

Recently,in the field of autonomous driving, He et al. (2022) have proposed a novel con-
strained adversarial reinforcement learning approach for ensuring robust decision-making
of AVs at highway on-ramps, effectively addressing environmental uncertainties and distur-
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bances for safer merging. However, there has been scarce research in the domain of the MAS
within this field.

3. Problem Formulation

3.1. Problem Description

This study investigates the intricate challenge of developing robust cooperative strategies
for AVs operating in a mixed traffic environment, where the vulnerability of AVs’ states
to external attacks is considered. Modeling the on-ramp merging environment in a mixed
traffic is achieved through a model-free multiple-agent network G = (ν,ε). Each agent i
(AV i) ∈ ν communicates with neighbor AV j ∈ Ni where Ni = {j|εij ∈ ε)} through edge
connections (εij), establishing a decentralized MARL framework (Chen et al., 2023). In this
framework, each AV i selectively observes a subset of the environment, mirroring the realistic
constraints of AVs in perceiving or communicating only with nearby vehicles. The holistic
modeling approach characterizes the entire dynamic system as a Partially Observable Markov
Decision Process (POMDP) {Ai, Si, Ri}i⊆ν , T , encapsulating the essential components of
AV actions, states, and rewards within the multi-agent network context, emphasizing the
stochastic nature of system evolution through the transition function T .

3.2. State-perturbed MARL Problem Formulation for AVs

State Space (S): Assuming an observation range ≤ 150 m for AVs. The state space of AV
i is defined as a matrix of size NN i×C, where NNi denotes the number of observed vehicles
(NNi = 5 in Fig. 1) and C is the number of features per vehicle. The features are given
by (ispresent, x, y, vx, vy), where ispresent indicates whether the vehicle is observed by the
ego vehicle, x and y represent longitudinal and lateral positions respectively, and vx and vy
represent longitudinal and lateral velocities. NN i is predefined to ensure the dimensionality
of the state space remains constant.

Figure 1: A multi-lane highway on-ramp merging scenario

Action Space (A): Advanced decisions include turning left, turning right, cruising,
speeding up, and slowing down. With selected high-level decisions, the low-level controllers
generate corresponding steering and throttle control signals to maneuver the AV.



Reward Function(R): The formulation of the reward function holds paramount sig-
nificance in the training of AVs. The objective is to enable the trained agent to navigate
the merging section both safely and efficiently. Consequently, the reward for the i-th AV at
time step t is defined as follows:

ri,t = wcrc + wsrs + whrh + wmrm + wlrl (1)

The positive weighting scalars wc, ws, wh, wm, wl correspond to collision evaluation rc,
stable-speed evaluation rs, headway time evaluation rh, merging cost evaluation rm, and
lane-change cost evaluation rl respectively. Given the paramount importance of safety, wc is
assigned a significantly greater magnitude compared to the other weights, emphasizing the
prioritization of safety. The details of various reward metrics are as follows:

To ensure safety during the driving process, a collision penalty rc is chosen as a punish-
ment, and it is given sufficient weight

rc =

{
−1, if collision happens
0, otherwise

(2)

The speed reward rs is a positive incentive within the environment that encourages AVs
to achieve higher speed values within a restricted speed range.

rs =
vt − vmin

vmax − vmin
(3)

where vt is the vehicle speed, vmax is the maximum speed, and vmin is the minimum speed.
For safety during the driving process of AVs, it is imperative to maintain a certain

distance between the vehicle and the preceding one by rh (Chen et al., 2023)

rh = min

(
log

dheadway

thvt
, 0

)
(4)

where dheadway denotes the distance between a vehicle and the one preceding it, th is set as
a predefined threshold. A penalty is incurred if the time gap between the following vehicle
and the preceding one falls below this headway threshold. The recommended setting for th
is 1.2s (Ayres et al., 2001).

Waiting too long on a ramp can easily lead to deadlock, greatly impacting efficiency.
Therefore, rm is set to penalize the waiting time of AVs merging into lanes (Chen et al.,
2023)

rm = − exp

(
−(x− L)2

10L

)
(5)

in the equation, x represents the distance traveled by the vehicle on the ramp, and L denotes
the length of the merging area of the ramp. The closer the vehicle’s position to the merging
endpoint of the ramp, the higher the penalty value.

Finally, to deter excessive lane changes on straight roads, the penalty rl is applied to
lane-changing maneuvers

rl =

{
−1, if change lane
0, otherwise

(6)
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At the reward structure level, global rewards are replaced with region-based rewards
within the observation range of AVs, which proved to be more effective. During the process
of training, the reward for an individual AV can be formulated as follows:

ri,t =
1

|νi|
∑
j∈νi

rj,t (7)

where νi is a set including the i-th AV and its neighbor AV j ∈ Ni, and |νi| indicates the
cardinality of the set.

The Multi-Agent Markov Decision Process (MMDP) outlined above operates under the
assumption that all AVs are free from attacks. Given adversary p that perturbs the state s,
B is the available perturbation set, the purpose of our attack can be formulated as:

min
p(s)

Gt =

∞∑
k=0

γkrt+k,

s.t. p(s) ∈ B(s), s′ ∼ P (s′|s, a′), a′ ∼ π(.|p(s)),
(8)

where π(.|p(s)) means the policy π is learned from perturbed state p(s).
In the process of testing robustness, we aim for the MAS to maintain acceptable per-

formance levels even when under attack towards state. So we hope to obtain the optimal
strategy π∗. Gt below is the total return mentioned in (8). This process can be formulated
as:

π∗ = argmax
π

Gt (9)

4. Methodology

In this section, we propose a decision-making framework for AVs. A method has also been
proposed to simulate the noise attack on AV’s observations. Additionally, we describe exactly
how adversarial training is enhanced through the curriculum learning method.

4.1. The Decision-making Framework

The proposed algorithm is an improvement built upon the baseline MAPPO algorithm. We
adopt a decentralized training mode due to its superior effectiveness compared to centralized
training. Fig. 2 illustrates the decision framework of the entire autonomous driving system.

4.1.1. The Basic Decision-making Algorithm MAPPO

In this article, MAPPO is derived by modifying the PPO algorithm using an independent
learning approach (Zhang et al., 2023). The PPO algorithm structure primarily comprises
two actor networks and two critic networks. Throughout the training phase, AVs sample
actions from the probability distribution output by the actor network, execute these actions
to interact with the environment and collect interaction data.

Initially, the ratio between the new and old policies is computed to regulate the mag-
nitude of policy updates during training. Subsequently, the actor network, representing
the new policy, undergoes updating via gradient ascent. Periodically, the parameters are
copied to the actor network, defining the old policy based on a specified time step length.
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Figure 2: The decision-making framework of the proposed algorithm

To prevent significant distribution differences between the new and old policies, the ratio is
clipped. The loss function of the actor network is as follows:

LCLIP(θ) = Et {min [rt(θ)At, clip(rt(θ), 1− ϵ, 1 + ϵ)At]} (10)

where rt(θ) is the ratio of the old to the new strategy, and ϵ is the hyperparameter.
The loss function of the critic network is defined as follows:

Loss(θ) =

{
1
2(Vθ(st)− V ′

t )
2 if |Vθ(st)− V ′

t | < 1

|Vθ(st)− V ′
t | − 1

2 otherwise
(11)

where the current environmental state st is input into the critic network of the algorithm
to generate value Vθ(st). And the target value V ′

t is computed using generalized advantage
estimation (GAE) (Schulman et al., 2017)

V ′
t = Vθ(st) +At = Vθ(st) +

T∑
l=t

(γλ)l−t−1δl−1 (12)

where δt−1 is the temporal difference error, and δt−1 = rt−1 + γV (st)− V (st−1).
Both the actor and critic networks randomly sample data from the experience pool,

calculate the loss function, and update network parameters through backpropagation.

4.1.2. The Behavioral Decision Model

In Fig. 2, the high-level decisions of AVs are made by the proposed algorithm and will be
tracked by the low-level controller (PID controller). Firstly, The AV collects information
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about its state and the traffic around it. The behavioral network then uses this information
to determine one of five driving behaviors: changing lanes to the left, lane keeping, changing
lanes to the right, accelerating, and decelerating. Finally, the kinematic model translates
the driving behavior into acceleration and steering angle commands to control the AV on
the road by the PID controller.

4.2. The Perturbed Observations on the AV

Defining the noise attack targets the latter four dimensions, x, y, vx, vy of the observation
space (ispresent, x, y, vx, vy) of the AV, the attack follows a normal distribution, thus the
process of being attacked can be formalized as:

snoise = s+K ·N(0, σ2) (13)

The above can be regarded as a multi-dimensional Gaussian noise attack N with mean 0
and variance σ2 on each dimension of the observation space, where K represents the noise
intensity. Inspired by Yang et al. (2023), the initial assumption is that the σ on different
dimensions are σx = 10m, σy = 1m, σvx = 2m/s, and σvy = 0.2m/s.

4.3. Curriculum-based Adversarial Learning

A curriculum learning approach is adopted to enhance the stability of adversarial learn-
ing by gradually increasing noise intensity. After determining the target value of K, we
experimentally determine the initial value K0 and the step size ∆K.

Algorithm 1 Curriculum-based Adversarial Learning Scheme
Initialize Policy πrl, Experience Pool M, K = K0, ∆K, Ktarget, Rbest, Testing interval Ttesting, c
for episode i = 0, 1, 2, 3, . . . , N do

for step t = 0, 1, 2, 3, . . . , T do
for AV = 0, 1, 2, . . . , n ∈ ν do

if AV is attacked then
snoise = st +K ·N(0, σ2), and select action at via πrl(at|snoise; θ)

end
else

Select action at via πrl(at|st; θ)
end
Interact with the traffic environment and update M

end
Train with the adversarial samples from M to update the parameter θ of πrl

end
if (episode i+ 1) % Ttesting == 0 then

Conduct c rounds of random testing with different numbers of AV respectively
Calculate the average reward Ri

if Ri > Rbest then
Rbest = Ri and K = K +∆K
K = max(K0,min(K,Ktarget))

end
end

end



Algorithm 1 outlines the curriculum-based adversarial learning scheme in detail. Fol-
lowing every certain interval Ttesting, we conduct rounds of random testing. Then calculate
the average reward Ri of all rounds. If the current reward Ri exceeds the best reward of all
previous tests Rbest, it demonstrates favorable training conditions. Consequently, the noise
intensity K is increased by ∆K, indicating that the current training environment is more
adversarial. And when K reaches the target value, it no longer increases.

5. Experiment and Evaluation

In this section, to evaluate the effectiveness of the proposed decision-making method, we
utilized the highway-env (Leurent et al., 2018) simulator to establish a highway driving
scenario, which focuses on a multi-lane highway on-ramp merging, with modifications derived
from highway-env.

5.1. Simulation Settings

5.1.1. Experimental Environment Setup

In this scenario, vehicles are categorized into AVs and HDVs. HDVs are controlled by
the intelligent driver model (IDM) (Treiber et al., 2000) for longitudinal acceleration and
MOBIL (Kesting et al., 2007) model for lateral lane changing respectively, thus serving as
part of the complex environment.

The first step is to determine the size of the observation space for the AV, which means
determining NNi mentioned in 3.2. In most research about single-lane highway on-ramp
merging (Chen et al., 2023), NNi is typically set to 5. Considering the larger space and
higher number of vehicles in the multi-lane highway on-ramp merging, we investigated the
best value of NNi . The experimental results are shown in Fig. 3.

Figure 3: The performance of MAPPO(GAE) at different values of NNi

As can be seen from Fig. 3, considering the cost of computational resources at the same
time, the benchmark algorithm MAPPO performs relatively best when NNi = 8, so NNi = 8
is chosen for further experiments. Fig. 4 shows that AVs and HDVs are randomly generated
at designated points in the first 220 meters before the merge lane. There is a lateral distance
of 40 meters between each point, based on actual traffic conditions. The generated positions
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are subject to some random noise. Table 1 shows additional configurations specific to this
environment.

Table 1: Environment parameters setting

Traffic simulator terms Value
Total lane length 520m
Merge lane length 100m

Initial speed 25m/s with random noise
Speed range of AV [10,30]m/s

Number of AV 4 ∼ 6
Number of HDV 4 ∼ 6

Simulation frequency 15Hz
Policy frequency 5Hz

Figure 4: Simulation settings of the environment

5.1.2. Training Parameters Setting

Due to the strict safety requirements of autonomous driving, in this paper, we only consider
scenarios where the observation of a single AV is under attack. The parameters utilized in
the proposed algorithm during training are shown in Appendix A. In addition, we trained
the MAPPO with GAE and the MAACKTR (Wu et al., 2017) as benchmark algorithms.

5.2. Analysis and Comparison of Experimental Results

5.2.1. Analysis of Test Experiments to Determine the Best Adversarial
Sample

Adversarial learning enhances system robustness through iterative interactions with adver-
sarial environments, thus determining an appropriate adversarial environment is essential.
It is hypothesized that attacks occurring on different lanes may result in varying impacts on
the MAS. Therefore, we test the AV against noise attacks on two main straight highways
respectively and compared it with the test in the ideal environment. To better analyze the
impact when the AV on the main straight road is attacked, we examine the trajectory of
speeds of different AVs.



As shown in Fig. 5, first according to the generation rule of the environment, AV 0 is
generated in the first straight, AV 1 is generated in the second straight, and the rest of the
AVs are generated on the ramp. Moreover, step = 100 represents that the AVs coordinate
with each other to complete the merging task safely. In Fig. 5 (a), AV 0 and AV 1 travel
at a constant speed, and other AVs on the ramp slow down to avoid collisions, finally all
AVs securely pass through merged sections with no noise attack. In Fig. 5 (b) and Fig. 5
(c), the speeds of AV 0 and AV 1 decrease when subjected to the noise attack respectively,
which affects the normal traveling of other AVs, and finally collisions occur around 70 steps.
These results show the attack effectively affects the performance of the MAS by influencing
the decisions of the AV.

Next, we test the benchmark algorithm trained in an ideal environment over three dif-
ferent random seeds to further determine the best adversarial sample. From the test results
in Table 2, the noise attack on the first straight results in the task success rate decrease
of more than 20% and an average speed decrease of over 1 m/s compared to a scenario
without the noise attack, which is more detrimental than the attack occurring on the second
straight. To train AVs capable of developing stronger adversarial strategies, we choose to
conduct training in scenarios where the attack occurs on the first straight road, treating it
as the adversarial environment.

(a) (b) (c)

Figure 5: The trajectory of the speed of AVs for different tests in the same episode

Table 2: The testing experiment to determine the optimal adversarial samples under the
noisy environment when K = 1

Test Scenarios Metrics MAPPO

Ideal (No attack)

success rate 0.72

avg. speed [m/s] 17.10

avg. reward 12.94

Attack on the first straight

success rate 0.50

avg. speed [m/s] 15.97

avg. reward -16.30

Attack on the second straight

success rate 0.66

avg. speed [m/s] 15.70

avg. reward -2.49
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5.2.2. Comparative experiments and analysis of training and testing
situations under different noise intensities

To further validate the effectiveness of the proposed method, we compare CA-MAPPO
with benchmark algorithms. It is worth noting that benchmark algorithms are all trained
in an ideal environment. Additionally, we conduct an ablation study with Ad-MAPPO
which involves adversarial learning only, without curriculum learning. The experiments are
conducted under three different noise intensities and the training results are shown in Fig. 6
and Fig. 7.

As illustrated in Fig. 6, when the noise intensity K = 1, the average reward achieved by
CA-MAPPO is comparable to that of MAPPO, much higher than that of MAACKTR and
slightly higher than that of Ad-MAPPO. As the noise intensity increases, the advantage of
CA-MAPPO over Ad-MAPPO becomes more prominent. When K = 5, the average reward
of Ad-MAPPO falls below that of MAACKTR, while the average reward of CA-MAPPO
still remains at a high level. Fig. 7 reflects the convergence of the average speed during
the training process. To achieve convergence, the average speed of AVs will first decrease
thus pursuing a higher success rate of the task. The average speed of AVs under the CA-
MAPPO algorithm with K = 1, 3, 5 all stably converge to approximately 18 m/s, whereas
Ad-MAPPO exhibits instability and converges to around only 15 m/s only when K = 5. The
above results demonstrate incorporating curriculum learning methods significantly improved
the system performance during the training process.

(a)K = 1 (b)K = 3 (c)K = 5

Figure 6: The average reward curves of different algorithms during training over three
random seeds

(a)K = 1 (b)K = 3 (c)K = 5

Figure 7: The average speed curves of different algorithms during training over three random
seeds



Next, we test all trained algorithms in various testing environments. The tests are
conducted under three scenarios: one involves normal conditions without any noise attack,
the second with the attack on the AV’s observations on the first straight, and the third with
the attack on the AV’s observations on the second straight. As the testing results are shown
from Table 3 to Table 5, in the ideal environment, both under CA-MAPPO and MAPPO,
AVs achieve a task success rate of more than 70%, and CA-MAPPO has an advantage in
terms of average speed, which can reach 19 m/s under K = 1. With the attack on the
AV’s observations, CA-MAPPO can maintain comparable or even higher performance levels
than ideal environments. In contrast, other algorithms experience significant degradation in
system performance when faced with this scenario. And it is worth noting that Ad-MAPPO
shows a significant performance drop under K = 5, compared to its previous performance,
highlighting the importance of introducing the curriculum learning approach. Across 3 levels
of K, CA-MAPPO consistently demonstrates a significant performance advantage over other
algorithms.

Table 3: The average testing performance over three random seeds for 100 episodes under
K = 1

Test Scenarios Metrics MAACKTR MAPPO Ad-MAPPO CA-MAPPO(ours)

Ideal (No attack)

success rate 0.71 0.72 0.67 0.72

avg. speed [m/s] 17.94 17.1 17.95 19.18

avg. reward -3.04 12.94 5.60 16.67

Attack on the first straight

success rate 0.58 0.50 0.63 0.74

avg. speed [m/s] 17.63 15.97 18.17 19.09

avg. reward -18.82 -16.30 3.46 17.41

Attack on the second straight

success rate 0.35 0.66 0.63 0.71

avg. speed [m/s] 19.78 15.70 18.42 19.16

avg. reward -38.12 -2.49 0.86 7.00

Table 4: The average testing performance over three random seeds for 100 episodes under
K = 3

Test Scenarios Metrics MAACKTR MAPPO Ad-MAPPO CA-MAPPO(ours)

Ideal (No attack)

success rate 0.71 0.72 0.69 0.71

avg. speed [m/s] 17.94 17.10 16.74 17.28

avg. reward -3.04 12.94 5.51 10.98

Attack on the first straight

success rate 0.60 0.54 0.72 0.71

avg. speed [m/s] 17.51 15.88 15.59 17.18

avg. reward -18.33 -13.58 5.23 10.99

Attack on the second straight

success rate 0.39 0.66 0.73 0.74

avg. speed [m/s] 19.64 15.69 15.53 17.16

avg. reward -37.27 -2.07 4.89 12.84
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Table 5: The average testing performance over three random seeds for 100 episodes under
K = 5

Test Scenarios Metrics MAACKTR MAPPO Ad-MAPPO CA-MAPPO(ours)

Ideal (No attack)

success rate 0.71 0.72 0.59 0.70

avg. speed [m/s] 17.94 17.10 16.05 18.24

avg. reward -3.04 12.94 -14.68 12.42

Attack on the first straight

success rate 0.60 0.35 0.62 0.73

avg. speed [m/s] 17.51 16.56 14.99 18.14

avg. reward -19.03 -27.45 -14.59 16.00

Attack on the second straight

success rate 0.37 0.66 0.53 0.70

avg. speed [m/s] 19.55 15.67 16.10 18.27

avg. reward -39.32 -2.22 -26.56 14.62

6. Conclusion

This paper presents a novel MARL algorithm CA-MAPPO, for the multi-lane on-ramp
merging task of AVs on highways. The algorithm accounts for the observation perturbation
of AV and is compared with SOTA MARL benchmarks MAPPO and MAACKTR through
comprehensive experiments. Experiment results show that the proposed method enables
AVs to achieve a success rate of over 70% and an average speed no lower than 17 m/s,
significantly better than the performance of the benchmarks in the scenarios under noise
attacks of varying intensity significantly and in ideal environments with no noise attack.
Furthermore, we have explored the factors affecting the performance of the CA-MAPPO
algorithm in Appendix B and find that the initial noise intensity K0 plays a critical role.

However, more comprehensive considerations are essential for the successful transition
from simulation to real-world applications. In the future, we will explore creating reliable
fault-tolerant mechanisms for handling more AVs in complex environments, including diverse
severe weather simulations.
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