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Foreword:
This is our attempt to put a collection of partially completed solutions scattered
on the web all in one place. This started as our personal collection of solutions
while reading Hartshorne. We were stuck (and are still) on several problems,
which led to our web search where we found some extremely clever solutions by
[SAM] and [BLOG] among others. Some solutions in this .pdf are all theirs and
just repeated here for convenience. In other places the authors made corrections
or clarifications. Due credit has tried to be properly given in each case. If you
look on their websites (listed in the references) and compare solutions, it should
be obvious when we used their ideas if not explicitly stated.

While most solutions are done, they are not typed at this time. I am trying
to be on pace with one solution a day (...which rarely happens), so I will update
this frequently. Check back from time to time for updates. As I am using this
really as a learning tool for myself, please respond with comments or corrections.
As with any math posted anywhere, read at your own risk!
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1 Chapter 1: Varieties

1.1 Affine Varieties

1. (a) Let Y be the plane curve defined by y = x2. Its coordinate ring A(Y )
is then k[x, y]/(y − x2) ∼= k[x, x2] ∼= k[x].

(b) A(Z) = k[x, y]/(xy− 1) ∼= k[x, 1
x ], which is the localization of k[x] at

x. Any homomorphism of k-algebras ϕ : k[x, 1
x ] → k[x] must map x

into k, since x is invertible. Then ϕ is clearly not surjective, so in
particular, not an isomorphism.

(c) Let f(x, y) ∈ k[x, y] be an irreducible quadratic. The projective
closure is defined by z2f(xz ,

y
z ) := F (x, y, z). Intersecting this variety

with the hyperplane at infinity z = 0 gives a homogeneous polynomial
F (x, y, 0) in two variables which splits into two linear factors. If
F has a double root, the variety intersects the hyperplane at only
one point. Since any nonsingular curve in P2 is isomorphic to P1,
Z(F )\∞ = P1\∞ ∼= A1. So Z(f) ∼= A1. If F has two distinct roots,
say p, q, then the original curve is P1 minus 2 points, which is the
same as A1 minus one point, call it p. Change coordinates to set
p = 0 so that the coordinate ring is k[x, 1

x ].

2. Y is isomorphic to A1 via the map t 7→ (t, t2, t3), with inverse map being
the first projection. So Y is an affine variety of dimension 1. This also
shows that A(Y ) is isomorphic to a polynomial ring in one variable over
k. I claim that the ideal of Y, I(Y ) is (y − x2, z − x3). First note that
for any f ∈ f [x, y, z], I can write f = h1(y − x2) + h2(z − x3) + r(x), for
r(x) ∈ k[x]. To show this it is enough to show it for an arbitrary monomial
xαyβzγ = xα(x2 + (y − x2))β(x3 + (z − x3))γ = xα(x2β+ terms with
y−x2)(x3γ+ terms with z−x3) = h1(y−x2)+h2(z−x3)+xα+2β+3γ , for
h1, h2 ∈ k[y, y, z]. Now, clearly (y−x2, z−x3) ⊆ I(Y ). So show the reverse
inclusion, let f ∈ I(Y ) and write f = h1(y−x2)+h2(z−x3)+r(x). Using
the parametrization (t, t2, t3), 0 = f(t, t2, t3) = 0 + 0 + r(t), so r(t) = 0.

3. Let Y ⊆ A2 be defined by x2 − yz = 0 and xz − x = 0. If x = 0,
then y = 0 and z is free, so we get a copy of the z-axis. If z = 0,
then y is free, so we get the y-axis. If x 6= 0, z = 1, y = x2. So Y =
Z(x2 − y, z − 1) ∪ Z(x, y) ∪ Z(x, z). Since each piece is isomorphic to
A1, (see ex 1), the affine coordinate ring of each piece is isomorphic to a
polynomial ring in one variable.

4. Let A2 = A1×A1. Consider the diagonal subvariety X = {(x, x) |x ∈ A1}.
This is not a finite union of horizontal and vertical lines and points, so it
is not closed in the product topology of A2 = A1 × A1.

5. These conditions are all obviously necessary. If B is a finitely-generated
k-algebra, generated by t1, . . . , tn, then B ∼= k[x1, . . . , xn]/I, where I is
an ideal of the polynomial ring defined by some f1, . . . , fn. Let X ⊆ An
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be defined by f1 = . . . = fn = 0. We prove that IX = I from which it
will follow that k[X] ∼= k[x1, . . . , xn]/I ∼= B. If F ∈ IX , then F r ∈ I for
some r > 0 by the Nullstellensatz. Since B has no nilpotents, also F ∈ I,
thus IX ⊂ I, and since obviously I ⊂ IX , equality follows.

6. Let U ⊆ X be a nonempty open subset with X irreducible. Assume U
is not dense. Then there exists a nonempty open set V ⊆ X such that
V ∩U = ∅, namely X\U . Then X = U c∪V c, contradicting the fact that X
is irreducible. So U is dense. If U were not irreducible, write U = Y1 ∪ Y2

where each Yi is closed inside of U and proper. Then for two closed
subsets X1, X2 ⊆ X, such that Yi = U ∩Xi, (X1 ∪X2)∪U c = X, so X is
reducible. Contradiction, so U is irreducible. Suppose Y is an irreducible
subset of X and suppose Y = Y1 ∪ Y2. Then Y = (Y1 ∩ Y ) ∪ (Y2 ∩ Y ),
so by irreducibility of Y, we have WOLOG Y = (Y1 ∩ Y ). Since Y is the
smallest closed subset of X containing Y , it follows that Y = Y1, so Y is
irreducible.

7. (a) (i → ii) If X is a noetherian topological space, then X satisfies the
D.C.C for closed sets. Let Σ be any nonempty family of closed sub-
sets. Choose any X1 ∈ Σ. If X1 is a minimal element, then (ii)
holds. If not, then there is some X2 ∈ Σ such that X2 ⊂ X1. If X2

is minimal, (ii) holds. If not, chose a minimal X3. Proceeding in this
way one sees that if (ii) fails we can produce by the Axiom of Choice
an infinite strictly decreasing chain of elements of Σ, contrary to (i).
(ii → i) Let every nonempty family of closed subsets contain a mini-
mal element. Then X satisfies the D.C.C. for closed subsets, so X is
noetherian.
(iii → iv) and (iv →iii) Same argument as above.
(i↔ iii) Let C1 ⊂ C2 ⊂ . . . be an ascending chain of open sets. Then
taking complements we get Cc1 ⊃ Cc2 ⊃ . . ., which is a descending
chain of closed sets. So X is noetherian iff the closed chain stabilizes
iff the open chain stabilizes.

(b) Let X =
⋃
Uα be an open cover. Pick U1 and U2 such that U1 ⊂

(U1 ∪ U2) (strict inclusion). Pick U3 such that U2 ⊂ (U1 ∪ U2 ∪
U3). Continue in this fashion to produce an ascending chain of open
subsets. By part a), since X is noetherian, this chain must stabilize
and we get a finite cover of X.

(c) Let Y ⊆ X be a subset of a noetherian topological space. Consider an
open chain of subsets V0 ⊆ V1 ⊆ . . . in Y . By the induced topology,
there exists open Ui ⊆ X such that Ui ∩ Y = Vi. Form the open
sets Wi =

⋃k
i=1 Ui. So Wk ∩ Y =

⋃k
i=1 =

⋃k
i=1 Vi = Vk. The chain

W0 ⊆ W1 ⊆ . . . in X stabilizes since X is Noetherian. So the chain
V0 ⊆ V1 ⊆ . . . in Y , stabilizes, so by part a), Y is noetherian.
which stabilizes since X is noetherian. Thus the original chain in Y
stabilizes, so by part (a), Y is Noetherian.
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(d) Let X be a noetherian space which is also Hausdorff. Let C be an
irreducible closed subset. If C were not a point, then any x, y ∈ C
have disjoint open sets, which are dense by ex 1.6. So C is a finite
union of irreducible closed sets, ie a finite set of points.

8. Let Y ⊆ An with dim Y = r. Let H be a hypersurface such that Y 6⊆ H
and Y ∩ H 6= ∅. Then I(H) 6⊆ I(Y ). Let H be defined by f = 0.
Irreducible components of Y ∩ H correspond to minimal prime ideals p
in k[Y ] containing f . Since Y 6⊆ H, f is not a zero-divisor, so by the
Hauptidealsatz, every minimal prime ideal p containing f has height 1.
Then Thm 1.8A, every irreducible component of Y ∩ H has dimension
dim Y − 1.

9. Let a ⊆ A = k[x1, . . . , xn] be an ideal which can be generated by r el-
ements, say a = (f1, . . . , fr). Then the vanishing of each fi defines a
hypersurface Hi. By applying the previous exercise r times, if the condi-
tions are satisfied, then the dimension drops by 1 each time. If Y ⊆ Hi,
then intersecting will not drop the dimension by 1. So we get the desired
inequality.

10. (a) Let Y ⊆ X and consider a strictly increasing chain of open sets
Y0 ⊂ Y1 ⊂ . . . ⊂ Yn in Y , where n = dim Y . Then each Yi = Ci ∩X
for some closed Ci ⊂ X. Using the same replacement argument as
in ex 7(c), we get a strictly increasing chain of open sets (C0 ∩ Y ) ⊂
(C1 ∩ Y ) ⊂ . . . ⊂ (Cn ∩ Y ) in X. Then by definition, dim Y ≤ dim
X.

(b) Let X be a topological space with open covering
⋃
Ui. By part a),

we have dim Ui ≤ dim X, so sup dim Ui ≤ dim X. For any chain of
irreducible closed subsets C0 ⊂ C1 ⊂ . . . Cn, choose an open set U0

such that C0 ∩ U0 6= ∅. So C0 ∩ U0 ⊂ C1 ∩ U0. Continue in this way
to construct a chain (C0 ∩ U0) ⊂ (C1 ∩ U0) ⊂ . . . so that dim U0 ≥
dim X. Then sup dim Ui = dim X as desired.

(c) Let X = {0, 1} with open sets ∅, {0}, {0, 1}. Then {0} is open and
its closure is all of X, so {0} is dense. Clearly dim {0} = 0, but
{1} ⊂ {0, 1} is a maximal chain for {0, 1}, so dim {0, 1} = 1. So with
U = {0}, dim U < dim X.

(d) Let Y be a closed subset of an irreducible finite-dimensional topolog-
ical space X such that dim Y = dim X. Let Y ′ ⊂ Y be irreducible
with dim Y ′ = dim Y . Let C0 ⊂ C1 ⊂ . . . ⊂ Cn = Y ′ be a chain of
irreducible closed sets. Then C0 ⊂ . . . ⊂ Cn ⊂ X is an irreducible
closed chain which gives dim X > dim Y ′. Contradiction.

(e) For n ∈ Z≥0, let Un = {n, n + 1, n + 2, . . .}. Then the set τ =
{∅, U0, U1, . . .} is a topology of open sets on Z≥0. In this space, if
C and C ′ are closed sets, then it is easy to see that either C ⊆ C

′

or C
′ ⊆ C, that every nonempty closed set is irreducible, and that
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every closed set other then Z≥0 is finite. So this is an example of a
Noetherian infinite dimensional topological space.

11. Define ϕ : k[x, y, z]→ k[t3, t4, t5] by x 7→ t3, y 7→ t4, z 7→ t5. ϕ is surjective
and ker ϕ = I(Y ). Since k[t3, t4, t5] is an integral domain, I(Y ) is prime so
Y is irreducible. Three elements of I(Y ) of least degree are xz−y2, yz−x3,
and z2−x2y. Since these 3 terms are linearly independent, no two elements
can generate I(Y ). See Kunz, “Introduction to Commutative Algebra and
Algebraic Geometry”, page 137, for a nice proof in full generality.

12. Let f(x, y) = (x2 − 1)2 + y2 = x4 − 2x2 + y2. Since R[x, y] ⊂ C[x, y]
and both are UFDs, and since f(x, y) factors into irreducible degree 2
polynomials (x2− 1 + iy)(x2− 1− iy) in C[x, y], f(x, y) is irreducible over
R[x, y]. But Z(f) = {(1, 0), (−1, 0)} = Z(x− 1, y) ∪ Z(z + 1, y), which is
reducible.

1.2 Projective Varieties

1. Let a ⊂ S be a homogeneous ideal, f ∈ S a homogeneous polynomial with
deg f > 0 such that f(P ) = 0 ∀P ∈ Z(a). Then (a0 : a1 : . . . : an) ∈ Pn
is a zero of f iff (a0, . . . , an) ∈ An+1 is a zero of f considered as a map
An+1 → k. By the affine Nullstellensatz, f ∈

√
a.

2. Let a ∈ k[x0, . . . , xn] be a homogeneous ideal.

(i ↔ ii) By looking at the affine cone, Z(a) = ∅ implies that a = ∅ or
a = 0, in which case

√
a = S or

⊕
d>0 Sd respectively.

(ii → iii) If
√

a = S, then 1 ∈
√

a. So 1 ∈ a and thus a = S. But then
Sd ⊆ a for any d. Suppose

√
a =

⊕
d>0 Sd. Then there’s some integer m

s.t. xmi ∈ a for i=0,...,n. Every monomial of degree m(n+1) is divisible
by xmi for some i so Sd ⊆ a with d = m(n+1).

(iii→ i) Let a ⊇ Sd, d > 0. Then xdi ∈ a, i=0,. . .,n have no common zeroes
in Pn, so Z(a) = ∅.

3. (a) Obvious.

(b) Equally obvious.

(c) See solutions to (a) and (b).

(d) “⊆” is exercise 1. The reverse inclusion is obvious.

(e) Z(I(Y )) is a closed set containing Y , so Z(I(Y )) ⊇ Y . Conversely,
let P 6∈ Y . Then Y ⊂ Y ∪{P} implies I(Y ) ⊃ I(Y ∪{P}). So there’s
a homogeneous polynomial vanishing on Y (and hence Y ), but not
at P . Thus P 6∈ Z(I(Y )). Therefore Z(I(Y )) ⊆ Y .

4. (a) This is the summary of ex 1, 2, 3(d), and 3(e).

(b) Looking at the affine cone, this follows from Cor 1.4

(c) UPn = (0), which is prime, so by part (b), Pn is irreducible.
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5. (a) Let C0 ⊇ C1 ⊇ . . . be a descending chain of irreducible closed subsets
of Pn. Then by ex 2.3, they correspond to an ascending chain of
prime ideals in k[x0, . . . , xn], which must stabilize since k[x0, . . . , xn]
is a noetherian ring. So the chain C0 ⊇ C1 ⊇ . . . also stabilizes.

(b) This is exactly the statement of (1.5).

6. Follow the hint. Choose i such that dim Yi = dim Y . Exercise 1.10(b)
says this is possible. For convenience we suppose i = 0. We can write
any element F

xn0
∈ Sx0 of degree 0 as the polynomial F (1, x1

x0
, . . . , xnx0

),
which is exactly the element α(F ) ∈ A(Y0), where α is defined in (2.2)
and x1

x0
, . . . , xnx0

are the coordinates on An. Given a polynomial f ∈ A(Y0),
we homogenize it to F = β(f), where β is defined in (2.2). If deg F
= d, we associate the degree zero element F

xd0
∈ Sx0 . The two processes

are reversible, giving an isomorphism of A(Y0) with the subring of Sx0

of elements of degree 0. Clearly Sx0 = A(Y0)[x0,
1
x0

]. The transcendence
degree of A(Y0)[x0,

1
x0

] is one higher than that of A(Y0) so by (1.7) and
(1.8A), dim Sx0 = dim Y0 + 1. Since dim Yi = dim Y , it follows that dim
Sx0 = dim S. Thus dim S = dim Y0 + 1.

7. (a) dim S(Pn) = n+1 so the result follows from exercise 6.

(b) mimic the proof of (1.10) in the affine cone.

8. Let Y ⊆ Pn have dim n − 1. Then dim k[Y ] = dim Y + 1 = n. In the
affine cone, this corresponds to an n−dimensional variety in An+1. By
Prop 1.13, I(Y ) is principal, generated by an irreducible polynomial f .
So Y = (Z)(f) in the affine cone and thus Y = Z(F ) for the form homog-
enized form F corresponding to f . Conversely, let f ∈ k[x0, . . . , xn] be a
non-constant irreducible homogeneous polynomial defining an irreducible
variety Z(f). Its ideal (f) has height 1 by the Hauptidealsatz, so viewing
this variety in the affine cone An+1, by (1.8A), Z(f) has dimension n-1.

9. Let Y ⊆ An be an affine variety, Y its projective closure.

(a) Let F (x0, . . . , xn) ∈ I(Y ). Then f := ϕ(F ) = F (1, x1, . . . , xn) van-
ishes on Y ⊆ An, the affine piece of Pn defined by x0 = 1, so f ∈ I(Y )
and clearly β(f) = F , so F ∈ β(I(Y )). Similar for reverse inclusion.

(b) We know from ex 1.1.2 that (I)(Y ) = (y − x2, z − x3). Y ⊆ P3 =
{(uv ,

u2

v2 ,
u3

v3 , 1)} = {(u3, uv2, u2v, v3)}. Assume that I(Y ) = (wy −
x2, w2z − x3). Then (0, 1, 1, 0) ∈ Z(I(Y )) = Y , but (0, 1, 1, 0) 6∈
{(u3, uv2, u2v, v3)}. So I(Y ) 6∈ (β(y − x2), β(z − x3)).

10. (a) C(Y ) = Θ−1(Y )∪{(0, . . . , 0)}. I(C(Y )) = I(Θ−1(Y )∪{0, . . . , 0)} =
I(Θ−1(Y )) ∩ I({(0, . . . , 0)}) = I(Y ) for Y ⊆ An+1 since (0, . . . , 0) ∈
Y . So C(Y ) is an algebraic set, C(Y ) = Z(I(Y )).

(b) C(Y ) is irreducible iff I(C(Y )) is prime iff I(Y ) is prime by part a)
iff Y is irreducible.
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(c) Let dim Y = n. Then there is a descending chain of irreducible
proper varieties corresponding to an increasing chain of prime ideals
in the polynomial ring. In C(Y ) the origin is added to the variety,
which corresponds to the prime ideal (x0, . . . , xn) which is now added
to the end of the chain of primes. So dim Y + 1 = dim C(Y )

11. (a) (i→ ii) Let I(Y ) = (L1, . . . , Lm), where each Li is a linear polyno-
mial. Let Hi = Z(Li). Then the Hi are hyperplanes and Y =

⋂
Hi.

(ii→ i) Let Y =
⋂
Hi. Do a linear transformation to get each Hi to

be Z(xi). Then I(Y ) = I(
⋂
Hi) = I(

⋂
Z(xi)) = (x1, . . . , xm).

(b) By part a), Y is the intersection of hyperplanes. But by ex 1.1.9, the
intersection of Pn with a hyperplane will at most drop the dimension
of Y by 1. So if Y has dimension r, then Y is the intersection of
at least n− r hyperplanes, so I(Y ) is minimally generated by n− r
linear polynomials.

(c) This is the Projective Dimension Theorem, which is Prop 1.7.1 on
page 48.

12. (a) a is clearly homogeneous since the image of each yi is sent to an
element of the same degree. Since the quotient k[y0, . . . , yn]/ ker θ is
isomorphic to a subring of k[x0, . . . , xn], which is an integral domain,
ker θ is prime, and Z(a) a projective variety.

(b) If f ∈ ker θ, f(M0, . . . ,Mn) = 0. Therefore f is identically zero
on any point (M0(a), . . . ,Mn(a)), so Im(vd) ⊆ Z(a). Conversely,
Z(a) ⊆ Im(vd) iff ker θ ⊇ I(Im(vd)). Let f ∈ I(Im(vd)). Then
f(x) = 0 ∀x ∈ Im(vd), ie f(M0, . . . ,Mn) = 0, so f ∈ ker θ.

(c) Since Z(a) = Im(vd), and the d-uple embedding is an injective iso-
morphism, it is a homeomorphism.

(d) The 3-uple embedding of P1 into P3 maps (x0, x1) to (x3
0, x

2
0x1, x0x

2
1, x

3
1) =

{(uv ), (uv )2, (uv )3, 1)} = {(uv2, vu2, u3, v3)}, which is the projective
closure of {(x1, x

2
1, x

3
1)}

13. v2 : P2 → P5 is given by (x0, x1, x2) 7→ (x2
0, x

2
1, x

2
2, x0x1, x0x2, x1x2). Let

C ⊂ P2 be a curve defined by the homogeneous function f(x0, x1, x2) = 0.
Then 0 = f2 ∈ k[x2

0, x
2
1, x

2
2, x0x1, x0x2, x1x2] defines a hypersurface V ⊂

P5. So Z = v2(C) = V ∩ Y .

14. To show that ψ(Pr × Ps) is a closed set of PN , write out its defining
equations:(*) wijwkl = wkjwil for 0 ≤ i, k ≤ r, 0 ≤ j, l ≤ s, where
ψ(x, y) = (wij), wij = aibj . Conversely, if wij satisfy (*), and say w00 6= 0,
then setting k, l = 0 gives (wij) = ψ(x, y), where x = (w00, . . . , wr0), y =
(w00, . . . , w0s). So ψ(x, y) determines x and y uniquely, ie ψ is an embed-
ding with image W a subvariety defined by (*).

15. Let Q = Z(xy − zw).
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(a) For r, s = 1, ψ(P1 × P1) is defined by a single equation w11w00 =
w01w10, which is after an obvious change of coordinates xy = zw.

(b) For α = (α0, α1) ∈ P1, the set ψ(α × P1) is the line in P3 given
by α1w00 = α0w10. As α runs through P1, these lines give all the
generators of one of the two families of lines of Q. Similarly, the set
ψ(P1 × β) is a line of P3, and as β runs through all of P1, these lines
give the generators of the other family.

(c) The curves x = y of Q is not one of these families of lines. This
closed curve is a closed subset of Q, but not closed in P1 × P1.

16. (a) Let Q1 ⊆ P3 be defined by x2−yw = 0, Q2 ⊆ P3 defined by xy−zw =
0. Then in the affine piece w = 1, x2 − y = 0, xy = z, therefore
y = x2, z = x3. So (x, y, z, w) = (x, x2, x3, 1), which is the twisted
cubic. When w = 0, x = 0 and y, z are free, which is the line defined
by x = w = 0.

(b) Let C be the conic in P2 defined by x2 − yz = 0. Let L be defined
by y = 0. Then C ∩ L is defined in the affine piece z = 1 by y =
0, which forces x = 0, which is the point (0, 0, 1). I(P ) = (x, y).
I(C) + I(L) = {α(x2 − yz) + β(y)} 63 x.

17. (a) Let Y = Z(a) be a variety in Pn, and let a = (f1, . . . , fq). Show that
dim Y ≥ n− q by induction on q. If q = 1, then Y is a hypersurface,
so dim Y ≥ n − 1 by ex 2.8. Now assume true for q: dim Y ≥
n− q. Let a = (f1, . . . , fq, fq+1), with fq+1 6∈ (f1, . . . , fq). Then the
hypersurface Z(fq+1) intersects Y , which reduces the dimension of Y
by 1. So dim Z(f1, . . . , fq, fq+1) = dim Y −1 ≥ n−q−1 = n−(q+1).

(b) If Y ∈ Pn is a strict complete intersection, then I(Y ) = (f1, . . . , fn−r).
Each fi defines a hypersurface Z(fi) and Y =

⋂
Z(fi), so Y is a set-

theoretic complete intersection.

(c) Let Y be the twisted cubic {(x3, x2y, xy2, y3)}. No linear form van-
ishes on Y and the linearly independent quadratic forms u0u3 −
u1u2, u

2
1 − u0u2, u

2
2 − u1u3 vanish on Y . Therefore any set of gener-

ators must have at least 3 elements.
Y is the intersection ofH1 = Z(x2−wy) andH2 = Z(y4+wz2−2xyz)
as (xy−wz)3 = w(y3 +wyz2−2xyz)+y2(x2−wy) and (y2−xz)2 =
y(y3 + wz2 = 2xyz) + z2(x2 − wy) and y3 = wz2 − 2xyz = y(y2 −
xz) + z(wz − xy). So Y = H1 ∩H2.

(d) Ingredients: 2 3/4 cups all-purpose flour, 1 teaspoon baking soda,
1/2 teaspoon baking powder, 1 cup butter, softened 1 1/2 cups white
sugar, 1 egg, 1 teaspoon vanilla extract
Directions: Preheat oven to 375 degrees F (190 degrees C). In a small
bowl, stir together flour, baking soda, and baking powder. Set aside.
In a large bowl, cream together the butter and sugar until smooth.
Beat in egg and vanilla. Gradually blend in the dry ingredients. Roll
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rounded teaspoonfuls of dough into balls, and place onto ungreased
cookie sheets. Bake 8 to 10 minutes in the preheated oven, or until
golden. Let stand on cookie sheet two minutes before removing to
cool on wire racks.

1.3 Morphisms

1. (a) This follows from ex 1.1.1(c), Thm 2.3.2(a), and Cor 2.3.7

(b) Any proper open set of A1 is A1\S, where S is a finite number of
points. The coordinate ring of A1\{p1, . . . , pn} is k[x, 1

x−p1 , . . . ,
1

x−pn ].
This coordinate ring is not is not isomorphic to k[x] since any iso-
morphism must take x − pi into k, since x − pi is a unit. Also, any
automorphism must map pi to k as well, so x would get mapped to
k. So any automorphism wouldn’t be surjective, contradiction. So
A1 6∼= A1\S.

(c) Let characteristic k 6= 2 and write the conic as F (x, y, z) = az2 +
2bxy + 2cxz + dy2 + 2eyz + fz2. We have inserted the factor of 2 to

write F in matrix form F (x, y, z) =
(
x y z

) a b c
b d e
c e f

 x
y
z

.

Since the conic is irreducible, this matrix has full rank. Since any
symmetric matrix is diagonalizable, we can assume that F (x, y, z) =
x2 + y2 + z2. In particular, any two smooth projective plane conics
are isomorphic, so to study conics, we can just pick one. Picking
F (x, y, z) = xz − y2, which is nonsingular we can say that any irre-
ducible conic, up to isomorphism in P2, is the image of P1 under the
2-uple embedding v2 : P1 → P2 and by ex 2.3.4, these are isomorphic.

(d) In P2, any two lines intersect. So any homeomorphism from A2 to P2

would not have an inverse function defined at the point of intersection
of the image two parallel lines in A1.

(e) Let X be an irreducible affine variety, Y be a projective variety, and
let X ∼= Y . Then their rings of regular functions are isomorphic, and
since Y is projective, by Thm 3.4(a), O(Y ) = k. So O(X) = k and
then by ex 1.4.4, X must be a point.

2. (a) Let ϕ : A1 → A2 be defined by t 7→ (t2, t3). ϕ is clearly bijective
onto the curve y2 = x3. Also, since ϕ is defined by polynomials,
it is continuous. The complement of a finite set gets mapped to
the compliment of a finite set, so the map is open. Thus it is a
bicontinuous morphism. However, the inverse function would have
to be (x, y) 7→ y/x, which is not defined at 0.

(b) Let char(k) = p and define ϕ to be the Frobenius morphism. ϕ is
injective since if xp = yp, then xp − yp = (x − y)p = 0, so x = y.
Surjectivity follows from the fact that k is algebraically closed, thus
perfect. So ϕ is bijective. ϕ is clearly continuous as well since it is
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defined by a polynomial tp. The map is open by the same arguments
as in part a) since we are dealing with curves in this case. ϕ is not
an isomorphism however since the corresponding map on coordinate
rings is not surjective.

3. (a) Let ϕ : X → Y be a morphism. Then there is an induced map on
regular functions ϕ∗ : OY → OX defined by ϕ∗(f) = f ◦ ϕ, where
f is regular on the image ϕ(U) for some open U ⊆ X. Restricting
this map to functions regular in neighborhoods of P gives the desired
map.

(b) Let ϕ be an isomorphism. Then viewed as a map on the topological
spaces of X and Y , this map is a homeomorphism, and by part a),
the induced map on local rings is an isomorphism. The converse is
obvious.

(c) Let the image ϕ(X) be dense in Y . Define for some for some f ∈ k(Y )
and P ∈ X (ϕ∗(f))(P ) = f(ϕ(P )) = 0 for some f ∈ k(Y ). Assume
(ϕ∗(f)) = 0. Then f = 0 on some neighborhood ϕ(U) ⊂ Y . If f 6= 0,
then ϕ(X) ⊂ Z(f) ( Y . Contradiction to ϕ(X) being dense in Y ,

4. This is easy to see for small n and d, but notationally annoying to type
up in the general case. See Shafarevich I example 2 on page 52-53 for a
proof.

5. Let H ⊂ Pn be a hypersurface of degree d. Then the d-uple embedding
vd : Pn → PN is an isomorphism onto its image, and H is now a hyper-
plane section in PN . Since PN minus a hyperplane is affine, Pn minus the
hypersurface H is also affine.

6. Let X = A2−{0, 0}. To show X is not affine, we will show that OA2(X) =
k[A2], ie that every regular function on X extends to a regular function
on A2. (Over C this is Hartog’s Theorem). Let f be a regular function
on X. Cover X by the open sets U1 = {x 6= 0} and U2 = {y 6= 0}, where
x and y are coordinates in A2. Then the restriction of f to U1 is of the
form g1/x

n, with g1 a polynomial and n ≥ 0. We can further assume
that g1 is not divisible by xn. Similarly on U2, f = g2/y

n. Since the
restrictions coincide on U1 ∩ U2, we see that xng2 = ymg1. Now, from
the uniqueness of the decomposition into prime factors in the polynomial
ring k[x, y], n = m = 0 and g1 = g2 = f . So f extends over the origin
and thus the ring of regular functions are isomorphic, implying that A2 is
isomorphic to X, contradiction.

7. (a) This follows directly from the projective dimension theorem, Thm
I.7.2

(b) I’ll just cut and paste this: This follows directly from the projective
dimension theorem, Thm I.7.2. FYI- remember this result. It is used
quite often to show that something is NOT projective.

11



8. Pn − (Hi ∩Hj) = An0 ∪ An1 . An0 ∩ An1 is a dense open set in An0 ∪ An1 . In
An0 ∩ An1 , regular functions are of the form h

xn0 x
m
1

of total degree 0. Since
this function extends into both affine pieces, n = m = 0, forcing the degree
on h to be 0, resulting in a constant function.

9. The homogeneous coordinate ring of P1 is k[P1] = k[x, y]. If Y is the image
of P1 under the 2-uple embedding, then Y is the hypersurface defined by
xy = z2, so k[Y ] = k[x, y, z]/(xy − z2). k[Y ] 6∼= k[x, y] since the space of
elements of degree 1 is 3 dimensional in k[Y ].

10. This question is stupid.

11. Let X be any variety and let P ∈ X. Irreducible varieties containing P
correspond to prime ideals of k[X] contained in the maximal ideal mX,P ,
which in turn correspond to the prime ideas of the ring k[X]mX,P . By
Thm 3.2(c), this is just OX,P , the local ring at P . This question is just
the local statement of the last part of Corollary 1.4.

12. If P is a point on a variety X, then there is an affine neighborhood Y with
dim Y = dim X. Since OX,P = OY,P , dim X = dim Y = dim OY,P =
dim OX,P by Thm 3.2(c)

13. OY,X is clearly a local ring with maximal ideal m = {f ∈ OX(U) | f(P ) =
0 ∀P ∈ U ∩ Y }. The residue field is then OY,X/mY,X , which consists of
all invertible functions on Y , ie k(Y ). To prove the last statement, let X
be affine and let a = {f ∈ k[X] | f |Y = 0}. Then dim X = dim k[X] =
ht a+ dim k[X]/a. But the height of a is equal to the height of mY,X in
OY,X , and dim k(X)/a = dim Y . Therefore dim OY,X+ dim Y = dim X,
ie dim OY,X = dim X - dim Y .

14. (a) By a change of coordinates let Pn be the hypersurface defined x0 = 0
and let P = (1, 0, . . . , 0). If x = (x0, . . . , xn) ∈ Pn+1 − {P}, xi 6=
0 for some i. Therefore the line containing P and x meets Pn in
(0, x1, . . . , xn), which is a morphism in a neighborhood xi 6= 0, so ϕ
is a morphism.

(b) Let Y ⊆ P3 be the twisted cubic, which is the image of the 3-uple
embedding of P 1. If the coordinates of P1 are (t, u), then Y is pa-
rameterized by (x, y, z, w) = (t, t2u, tu2, u3). Let P = (0, 0, 1, 0) and
let P2 be the hyperplane in P3 defined by z = 0. Then the projec-
tion of Y = (t, t2u, tu2, u3) 7→ (t3, t2u, u3) ∈ P2, where the image is
the variety x3

1 = x2x2
0 For x2 6= 0, this is the same as x3

1
x2

= x2
0, ie

(x3
1)3

x3
2

= x2
0, iey

3 = x2. This is the cuspidal cubic, with the cusp at
(0, 0) in affine coordinates or (0, 0, 1) in projective coordinates.

15. Let X ⊆ An, Y ⊆ Am be affine varieties.

12



(a) Let X × Y ⊆ An+m. Assume that X × Y = Z1 ∪ Z2 for Zi proper
and closed in X × Y . Let Xi = {x ∈ X |x× Y ⊆ Zi}. Then since Y
is irreducible, X = X1 ∪X2, and Xi is closed since it is the image of
the first projection. Since X is irreducible, X = X1 or X = X2, so
X × Y = Z1 or Z2, contradiction, so X × Y is irreducible.

(b) Define a homomorphism ϕ : k[X] ⊗k k[Y ] → k[X × Y ] by (
∑
fi ⊗

gi)(x, y) =
∑
fi(x)gi(y). The right hand side is regular on X×Y , and

it is clear that ϕ is onto since the coordinate functions are contained
in the image of ϕ, and these generate k[X × Y ] To prove that ϕ is
one to one, it is enough to check that if fi are linearly independent in
k[X] and gj are linearly independent in k[Y ], then fi⊗gj are linearly
independent in k[X × y]. Now an equality

∑
i,j cijfi(x)gj(y) = 0

implies the relation
∑
j cijgj(y) = 0 for any fixed y, and in turn that

cij = 0.

(c) The projection maps are clearly morphisms and given a variety Z
with morphisms ϕ : Z → X and φ : Z → Y , there is an induced map
ϕ× φ : Z → X × Y defined by z 7→ (ϕ(z), φ(z)).

(d) Let dim X = n, dim Y = m, ti and ui be coordinates of X and
Y respectively. k[X × Y ] is generated by t1, . . . , tn, u1, . . . um, so
we just need to show that all coordinate elements are algebraically
independent. Suppose f(t1, . . . , tn, u1, . . . um) = 0 on X × Y . Then
for x ∈ X, f(x, u1, . . . , um) = 0, ie every coefficient ai(x) = 0 on X.
Therefore ai(ti, . . . tn) = 0 on X, so f(U, T ) ≡ 0, and all the n + m
coordinates are algebraically independent, so dim X × Y = n+m.

16. (a) X × Y ⊆ Pn × Pm and there are natural projections p1 : Pn × Pm →
X, p2 : Pn×Pm → Y . The inverse of p1 is X×Pm and the inverse of p2

is Pn×Y , which are both quasi-projective varieties since projections
are regular maps. Therefore X×Y = (X×Pm)∩ (Y ×Pn) so X×Y
is quasiprojective.

(b) This follows from the same argument as in part a), replacing quasi-
projective with projective.

(c) X×Y is a product in the category of varieties since restriction to open
covers gives well defined projections and similarly, we can restrict to
these open covers to get the universal property.

17. (a) Let X be a conic in P2. By ex 3.1(c), every plane conic is isomorphic
to P1. The local rings over P1 are DVR’s which are integrally closed
(AM p 94), so X is normal.

(b) Q1 = Z(xy − zw) ⊆ P3 is the image of P1 × P1 under the Segue
embedding. Since this is a nonsingular variety, Q1 is normal since
nonsingular implies normal for varieties (Shaf I, Thm II.5.1 p 126).
Let Q2 = Z(xy − z2). The matrix of this quadratic (as in ex 1)
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is


0 1

2 0 0
1
2 0 0 0
0 0 −1 0
0 0 0 0

 which has rank 3. Thus we can do a linear

change of coordinates to let Q2 be defined by the equation x2 + y2−
z2 = 0, which is nonsingular everywhere except at (0, 0, 0, 1), so we
can just check normality in the affine piece w = 1. To do this, we
need to show that k[X] is integrally closed in k(X) = {u+ vz |u, v ∈
k(x, y)} and k[X] = {u + vz |u, v ∈ k[x, y]}. Hence k[X] is a finite
module over k[x, y], and hence all elements of k[X] are integral over
k[x, y]. If α = u + vz ∈ k(X) is integral over k[X] then it must
also be integral over k[x, y]. Its minimal polynomial is T 2 − 2uT +
u2 − (x2 + y2)v2, hence 2u ∈ k[x, y], so that u ∈ k[x, y]. Similarly,
u2 − (x2 + y2)v2 ∈ k[x, y], and hence also (x2 + y2)v2 ∈ k[x, y].
Now since x2 + y2 = (x − iy)(x − iy) is the product of two coprime
irreducibles, it follows that v ∈ k[x, y] and thus α ∈ k[X].

(c) By Shaf I, Cor to Thm 3 on page 127, for curves, normal and non-
singular are equivalent, so since this cubic has a singular point at the
origin, it is not a normal variety.

(d) This is Shaf I Ch 2 section 5, page 129-131

18. (a) If Y is projectively normal, then k[Y ] is integrally closed in its field
of fractions. Since the localization of a integrally closed domain at a
maximal ideal is again integrally closed (AM Prop 5.6 pg 61), OP =
k[Y ]mP is integrally closed for P ∈ Y , and so Y is normal.

(b) The twisted quartic is just the image of P1 under the 4-uple em-
bedding, which is an isomorphism. Since P1 is nonsingular, hence
normal, so is the twisted quartic.
To show Y is not projectively normal, use (II 5.14(d)). The embed-
ding of P1 ↪→ P3 is induced by a 4-dim linear subspace of H0(P1,O(4)).
The rational map Γ(P3,O(1))→ Γ(Y,OY (1)) ∼= Γ(P1,O(4)) takes a 4
dimensional subspace to a 5 dimensional subspace, so therefore is not
surjective. Therefore by (II.5.14(d)), Y is not projectively normal.

(c) The twisted quartic is just the image of P1 under the 4-uple em-
bedding, which is an isomorphism. Since P1 is nonsingular, hence
normal, so is the twisted quartic. Also, k[P1] = k[x, y] is a UFD,
hence integrally closed. Thus projective normality depends on the
embedding.

19. (a) If ϕ ∈ Aut(An), then each fi 6∈ k, since then ϕ is not surjective.
Therefore each fi is a linear non-constant polynomial, so J ∈ k×

(b) 2 pounds ground beef, 1/2 pound fresh ground pork, 1 cup dry bread
crumbs, 2 teaspoons salt, 1/2 teaspoon pepper, 1 large egg, 3 table-
spoons butter, 1/2 cup hot water. Place a medium sized baking pan
into a cool oven and heat oven to 350 degrees. Place the hot water
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into a large mixing bowl and add the butter. Stir until completely
melted. Add all remaining ingredients and mix well. Shape mixture
into a loaf and place in heated baking pan. Cook your meatloaf for
approximately 40 minutes or until an internal temperature of 170
degrees has been reached.

20. Let Y be a variety of dimension > 2 and let P ∈ Y be a normal point.
Let f be a regular function on Y − P .

(a) This is equivalent to saying that every morphism f : (Y − P ) → A1

extends to a morphism f : Y → A1. Regarding f as a rational
map from Y to P1 and writing Γ ⊂ Y × P1 for its graph, the set
Γ ∩ (Y × {∞}) is contained in P × {∞}. Hence its dimension is less
then dim Y − 1. On the other hand, Y × {∞} is defined locally in
Y × P1 by one equation, so that dim(Γ∩ (Y ×{∞})) ≥ dim Γ− 1 =
dim Y − 1. This means that Γ does not meet Y × {∞}. Therefore
the morphism Γ → Y is finite. As it is birational and X is normal,
it is an isomorphism.

(b) Over C, f(z) = 1
z can not be extended over all of C by methods of

elementary complex analysis.

21. (a) Ga is a group variety since (A1,+) is a group and the inverse map
defined by y 7→ −y is a morphism.

(b) Gm is a group variety since (A1 − {0}, x) is a group and the inverse
map defined by x 7→ 1

x is a morphism.
(c) Hom(X,G) has a group structure given by defining for any ϕ1, ϕ2 ∈

Hom(X,G), (ϕ1 + ϕ2)(x) = µ(ϕ1(x), ϕ2(x)) ∈ G.
(d) ϕ : O(X) ∼= Hom(X,Ga) defined by f 7→ f gives the required iso-

morphism.
(e) ϕ : O(X)× ∼= Hom(X,Gm) defined by f 7→ f gives the required

isomorphism.

1.4 Rational Maps

1. Define F =
{
f(p) p ∈ U
g(p) p ∈ V . This defines a regular function on U ∪ V .

2. If ϕ is a rational function, then U is the union of all open sets at which ϕ
is regular. This is the same idea as in the previous question.

3. (a) Let f : P2 → k defined by (x0, x1, x2) 7→ x1/x0. This is a rational
function defined where x0 6= 0, ie on the open affine set A2

0. The
corresponding regular function f |A2

0
→ A1 is (x1, x2) 7→ x1.

(b) Viewing ϕ now as a map from P2 → P1, it is easy to see that ϕ
is defined everywhere the image is nonzero. The projection map is
(x0, x1, x2) 7→ (x0, x1) and is defined everywhere except at the point
(0, 0, 1).
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4. (a) By ex I.3.1(b), any conic in P2 is isomorphic to P1 and isomorphic
implies birational.

(b) The map ϕ : A1 → Y defined by t 7→ (t2, t3), with inverse (x, y) 7→
x/y gives a birational map between A1 and Y . Since A1 is birational
to P1, so is the cubic Y .

(c) Let Y be the nodal cubic defined by y2z = x2(x + z) in P2. Let ϕ
be the projection from the point (0, 0, 1) to the line z = 0. On the
open set A2 where z = 1, we have the curve y2 = x3 + x which is
birational to a line by projecting from (0, 0), given by setting x =
t2−1 and y = t(t2−1), which is found after setting y = tx. Therefore
on Y , the projection map (x, y, z) 7→ (x, y), defined at all points
(x, y, z) 6= (0, 0, 1), gives a map to P1 and the inverse map is then
(x, y) 7→ ((y2 − x2)x : (y2 − x2)y : x3) for (x, y) 6= (1,±1).

5. By the projection map ϕ : Q → A2 defined by (w, x, y, z) → (x/w, y/w)
for w 6= 0, with inverse map (x, y) → (1 : x : y : xy), gives that Q is
birational to A2, and thus P2. Q is not isomorphic to P2 since Q contains
two families of skew lines, but any two lines in P2 intersect.
Another way to see this is that Q is just P2 with two points blown-up
and then blowing-down the line joining them. Since the blow-up is a
birational map, Q and P2 are birational. A cool fancy way to see they are
not isomorphic is to note that K2

Q = 8 and K2
P2 = 9. (to be defined later)

6. Let ϕ : P2 → P2 be the Plane Cremona Transformation.

(a) ϕ is P2 with 3 points blown up and then the lines connecting them
blown down. See ex V.4.2.3. Since the blow-up and blow-down are
birational, so is ϕ. ϕ2(x, y, z) = ϕ(yz, xz, xy) = (x2yz, xy2z, xyz2) =
(x, y, z) after dividing by xyz. Thus ϕ is its own inverse.

(b) ϕ is isomorphic on the open set {(x, y, z) |xyz 6= 0} by part a)
(c) ϕ and ϕ−1 are defined on P2 everywhere except where the 2 coordi-

nates are zero, ie (1, 0, 0), (0, 1, 0), and (0, 0, 1).

7. Let f : X → Y . Let f∗ : OP,X → OQ,Y be a k-algebra isomorphism.
Then this induces an isomorphism on the fraction fields of the local rings
k(X) ∼= k(Y ). So X and Y are birational. It is easy to see that the
corresponding morphism f maps Q to P (since f∗ is an isomorphism) and
thus f is an isomorphism on some open neighborhoods U and V of P and
Q respectively.

8. (a) Since An =
⊕n

k, |An| = |k| since cardinality holds over finite direct
sums. Since An ↪→ Pn, |Pn| ≥ |An|. But An+1 − {0} � Pn, so
|Pn| ≤ |An+1 − {0}| = |An+1| = |An|. Therefore |Pn| = |An| = |k|.
Since any curve X is birational to a plane curve, |X| ≤ |P2| = |k|.
Pick a point not on the curve and project now to P1. This map is
surjective, so |X| ≥ |P1| = |k|. Thus |X| = |k|. The rest follows by
induction, using Prop 4.9 for the inductive step.
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(b) Any two curves have the same cardinality as k, and the finite com-
plement topology. Thus they are homeomorphic.

9. Let M of dimension n − r − 1 be a linear space disjoint from X defining
a projection pM : X → Pr. pM is surjective, hence it induces an inclu-
sion of the function fields k(X) ↪→ k(Pr) and since both have transcen-
dence degree r, k(X) is a finite algebraic extension of k(Pr). If x0, . . . xn
are homogeneous coordinates on Pn such that M = Z(x0, . . . , xr), hence
x0, . . . , xr are coordinates on Pr, then k(X) is generated over k(Pr) by
the images of the functions xr+1

x0
, . . . , xnx0

. By the theorem of the primitive
element, it is generated by a suitable linear combination

∑n
i=r+1 αi(

xi
x0

).

Let L = M ∩ Z(
∑n
i=r+1 αixi). Then Pn −M pL→ Pr+1 − {x} px→ Pr with

pM being the composition and x the image by pL of the center M of pM .
X ⊂ Pn−M pL→ Z(F ), where Z(F ) is the hypersurface which is the image
of X. This gives the inclusions of function fields k(Pr) ↪→ k(Z(F ))

α
↪→

k(X). Here k(X) = k(Pr)(xr+1
x0

, . . . , xnx0
) and k(Z(F )) = k(Pr)(

∑
αixi
x0

).
By assumption, α is a surjection. Therefore, since pL is a dominating
regular map, with an open set X ⊂ Pn −M such that the cardinality of
the fiber p−1

L (defined to be the degree, which is equivalent to the degree
of the corresponding function field inclusion) is 1, pL|X → Z(F ) is almost
everywhere one-to-one, hence is birational.

10. Let Y be the cuspidal cubic y2 = x3. Let (t, u) be the coordinates on P1.
Then X, the blowing up of Y at (0, 0) is defined by the equation xu = ty
inside of A2×P1. Denote the exceptional curve ϕ−1(0) by E. In the open
set t 6= 0, set t = 1 to get y2 = x3, y = xu⇒ x2u2 = x3 ⇒ x2(u2−x) = 0.
We get two irreducible components, one defined by x = 0, y = 0, u free,
which is the exceptional curve E. The other component is defined by
u2 = x, y = xu. This is Ỹ , which meets E at u = 0. Ỹ is defined by
y = u3, which is non-singular and isomorphic to A1 by projection on to
the first coordinate.

1.5 Nonsingular Varieties

1. (a) Setting the partials equal to 0 gives the only singular point at (0, 0).
This is the tacnode.

(b) Setting the partials equal to 0 gives the only singular point at (0, 0).
Since the degree 2 term xy is the product of two linear factors, this
is the node.

(c) Setting the partials equal to 0 gives the only singular point at (0, 0).
Since the degree 2 term y2 is a perfect square, this is a cusp.

(d) Setting the partials equal to 0 gives the only singular point at (0, 0).
Intersecting this curve with a line at the origin y = mx, a t3 factors
out of f(t,mt), so we have a triple point.
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2. (a) Setting the partials equal to 0 gives y = z = 0, x free. So the singular
points lie on the x-axis and we have a pinched point

(b) Setting the partials equal to 0 gives the singular point at (0, 0, 0),
which is the conical double point.

(c) Here the singular locus is the line x = y = 0 with z free, which
corresponds to the double line.

3. (a) µP (Y ) = 1 ↔ f = f1 + f2 + . . . fd ↔ f(x, y) has a term of degree
1, namely αx + βy for α, β 6= 0 ↔ f

′

x = α, f
′

y = β 6≡ 0 ↔ P is
nonsingular.

(b) The multiplicity at P = (0, 0) is the smallest degree term that ap-
pears. The multiplicity of P for 5.1(a), (b), (c) is 2, and 3 for 5.1(d).

4. (a) (Y ·Z)P is finite if the length of the Op-module Op/(f, g) is finite. Let
aP ⊆ k[U ] be the ideal of P in the affine coordinate ring of some open
affine neighborhood U containing P and no other point of intersection
of Y and Z. By the Nullstellensatz, arP ⊂ (f, g) for some r > 0.
Then OP = k[U ]aP . It follows that in OP , mr ⊂ (f, g). To show that
l(O/(f, g)) < ∞, it is enough to show that l(O/mr) < ∞. To show
this, it is sufficient to show that O/mr is a finite dimensional k-vector
space (AM Prop 6.10). Do this by filtrating (inside O/mr) 0 = mr ⊆
mr−1 ⊆ . . . ⊆ m ⊆ O/mr. Since O is Noetherian, each quotient is a
finite k-vector space, and thus O/mr is finite dimensional.
Now show that (Y · Z)P ≥ µP (Y ) · µP (Z). For the case that P is
nonsingular on both Y and Z, see Shafarevich Bk 1, p 225 ex 3. For
the case that P is singular on one of Y or Z, see Shaf Bk 1, p 226
ex 4. For the general case, let f be homogeneous of degree m and
let g be homogeneous of degree n, with m ≤ n. Start with linearly
independent monomials in k[x, y] : {1, x, y, x2, y2, xy, . . .}. Mod out
by (f, g) and take the maximal set of linearly independent terms.
Label these terms M0, . . . ,Ma in k[x, y]/(f, g) and count the number
of terms of fixed degree:
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Deg No. Terms
0 1
1 2
...

...
m− 1 m
m m = m+ 1− {fm}

m+ 1 m = m+ 2− {xfm, yfm}
...

...
n− 1 m
n m− 1 = m− {gn}

n+ 1 m− 2 = m− {xgn, ygn}
...

...
n+m− 2 1

Therefore the total number of terms, adding up the right column,
is just mn. So we have a chain (0) ⊂ (Ma) ⊂ (Ma,Ma−1) ⊂ . . . ⊂
(Ma,Ma−1, . . . ,M1) of length a in k[x, y]/(f, g), which extends to
a chain of length a in (k[x, y]/(f, g))(x,y)

∼= Op/(f, g). Therefore
l(Op/(f, g)) ≥ a = mn = µP (Y ) · µP (Z)

(b) Let L1, . . . , Lm be the distinct linear factors appearing in the lowest
term of the equation of Y . Then if L is not one of these and r is
the multiplicity, then mr

x ⊆ (f, L) by counting dimensions in the
table above. The table then gives a sum of r 1’s, so the intersection
multiplicity is r.

(c) The fact that (Y · L) = m follows exactly from Bezout’s Theorem.
However, doing it their way, if we set L to be the line defined by
y = 0, then for z 6= 0, Y is defined by f(x) + yg(x, y) = 0, where
f is a polynomial in x of deg n. If x is a root of multiplicity m,
(L ·Y )(x,0) = m, so the sums of their intersection multiplicities along
the x-axis is equal to the number of roots of f , which is n. But at
(0, 1, 0), the intersection multiplicity id d − n since the equation for
f is locally zd−n + . . .+xg(x, y) = 0. So

∑
(L ·Y )P = n+ d−n = d.

5. If char k = 0 or char k = p does not divide d, then xd+yd+zd = 0 defines
a nonsingular hyperplane of degree d. If p divides d, then xyd−1 +yzd−1 +
zxd−1 = 0 works.

6. (a) i. Let Y be defined by x6+y6−xy (node). Blow-up Y at (0, 0): Let
t, u be the homogeneous coordinates on P1. Then Γ ⊂ A2×P1 is
defined by xu = ty. Call the exceptional curve E. In the affine
piece t = 1, we get y = xu and x6+y6−xy = x2(x4+x4u6−u) =
0. We get two irreducible components. The exceptional curve is
defined by x = y = 0, u free. Ỹ is defined by (x4 + x4u6 − u) =
0, y = xu, which meets E at (0,0,0). Replacing y = xu, we get Ỹ
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is defined by x4 + y4u2−u = 0. An easy check shows the partial
derivatives never vanish, so Ỹ is non-singular.

ii. Let Y be defined by y2 + x4 + y4 − x3 (cusp). Blow-up Y at
(0, 0): Let t, u be the homogeneous coordinates on P1. Then
Γ ⊂ A2 × P1 is defined by xu = ty. Call the exceptional curve
E. In the affine piece t = 1, we get y = xu and x2u2 + x4 +
x4u4 − x3 = x2(u2 + x2 + x2u4 − x) = 0. We get two irreducible
components. The exceptional curve is defined by x = y = 0, u
free. Ỹ is defined by u2 + x2 + x2u4 − x = 0, y = xu, which
meets E at (0,0,0). Replacing y = xu, we get Ỹ is defined by
x4 + y4u2−u = 0 which meets E only at (0, 0, 0). An easy check
shows the matrix of the partial derivatives evaluated at (0, 0, 0)

is
(

0 1 0
−1 0 0

)
, which has rank = codim Y = 2, so Ỹ is non-

singular. An easy check shows that Ỹ ∩E = ∅ in the affine piece
u 6= 0, so Ỹ is nonsingular.

(b) Points on the exceptional curve correspond to tangent lines. Since a
node has 2 distinct tangent lines, we expect the blowup of the curve
to intersect the exceptional divisor twice. By a change of coordinates,
Y is defined by xy+f(x, y) = 0 where f(x, y) has only terms of degree
greater than 2. Let P = (0, 0). Blow-up A2 at P : Γ ⊂ A2 × P1 is
defined by xu = yt. In the affine piece t = 1, y = xu, xy + f(x, y) =
0 ⇒ x2u = f(x, ux) = x2(u + g(x, xu)) = 0. Therefore we get 2
irreducible components. One is the exceptional curve E defined by
x = 0, y = 0, u free. Ỹ is defined by u = g(x, xu) = 0, xu = y, which
meets E at (0, 0, 0) ∈ A3

t 6=0. Similar arguments in the affine piece
u = 1 show that Ỹ ∩ E = (0, 0, 0) ⊂ A3

u6=0.. An easy check on the
Jacobian shows that these points are nonsingular. Thus ϕ−1(P )∩E =
{(0, 0, 1, 0), (0, 0, 0, 1)}.

(c) Let P = (0, 0, 0) and Y defined by x2 = x4 + y4 have a tacnode. The
blowup Γ ⊂ A2 × P1 is defined by xu = yt. In the affine piece t = 1,
we have y = xu and x4+y4−x2 = 0, which give x2(x2+x2u4−1) = 0.
We get 2 irreducible components: the exceptional curve E defined by
x = y = 0, u free, and Ỹ |t 6=0 defined by x2+x2u4−1 = 0. Ỹ |t6=0∩E =
∅. In the affine piece u = 1, we get x = yt and x4 +y4−x2 = 0, which
gives y2(y2t4 +y2−t2) = 0. This defines two irreducible components:
the exceptional curve E defined by y = x = 0, t free. Ỹ |u 6=0 defined
by y2t4 + y2 − t2 = 0, which intersects E at (0, 0, 0) ⊆ A3

u 6=0. At this
point, the lowest degree terms are y2− t2 = (y− t)(y+ t), so (0, 0, 0)
is a node and by (b), can be resolved in one blow-up. So the tacnode
can be resolved by two successive blowups.

(d) Let Y be the plane curve y3 = x5, which has a higher order cusp at
0. Since the lowest term is of degree 3, (0, 0) is clearly a triple point.
The blowup Γ ⊂ A2 × P1 is defined by xu = yt. In the affine piece
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t = 1, y = xu, y3 = x5 gives x3(x2 − u3) = 0. We get two irreducible
components: the exceptional curve E is defined by x = y = 0, u free.
Ỹ is defined by x2 = u3, which has a cusp. BY part a), blowing
up a cusp gives a nonsingular strict transform. Therefore 2 blow-ups
resolve the singularity.

7. (a) At (0, 0, 0), at least one partial derivative is nonzero by assumption.
At (0, 0, 0), the partials all vanish since the degree > 1. Thus (0, 0, 0)
is clearly a singular point, and it is the only singular point since Y is
a nonsingular curve in P2.

(b) Blow up X at (0, 0, 0) to get X̃ ⊂ A3 × P2, where the coordinates
on P2 are (t, u, v) is defined by xu = yt, xv = zt, yv = zu. Look
at the affine piece t = 1. Then X̃ is defined by f(x, xu, xv) = 0,
which becomes xdf(1, u, v) = 0. The exceptional curve E is defined
by xd = 0. X̃\E is defined by f(1, u, v) = 0. So dim X̃ = 2 inside of
A3
t 6=0. Therefore the Jacobian of partials is just

(
0 f

′

u f
′

v

)
which

has rank one since both f
′

u and f
′

v 6= 0 since X is nonsingular in P2.
Applying the same argument for the other affine covers, w get that
X̃ is nonsingular.

(c) In each affine piece, the strict transform is defined by the equa-
tions f(1, u, v) = 0, f(t, 1, v) = 0, f(t, u, 1) = 0. These define Y =
ϕ−1(P ) =

⋃
Y |A3

i
= Y ⊂ P2.

8. Partials of a homogeneous polynomial are again homogeneous. In the
affine piece a0 = 1, the matrix of partials becomes n×t instead of n+1×t.
However, by Euler’s Theorem, the rank of the matrix does not change since
the deleted row is a multiple of the others.

9. Assume that f is reducible, say f = g · h. By ex 2.7, there exists P such
that g(P ) = h(P ) = 0. Then f ′x(P ) = g(P )h′x(P ) + h(P )g

′

x(P ). So if
f(P ) = g(P )h(P ) = 0, f

′

x = 0. Similar for partials with respect to y and
z. Therefore all derivatives would vanish, which contradicts the fact that
Sing Y is proper. Thus f is irreducible and Y is non-singular.

10. (a) This is the argument in the second paragraph in Shaf I, II.1.4 (the
bottom of page 92).

(b) Let ϕ : X → Y be defined by x 7→ (f1(x), . . . , fn(x)). Define ϕ∗ :
mϕ(x)/m

2
ϕ(x) → mx/m

2
x on the cotangent space defined by f 7→ f ◦ϕ.

This is well-defined since if f ∈ mϕ(x), ie f(ϕ(x)) = 0, then ϕ∗(f) =
f(ϕ(x)) = 0, so ϕ∗(f) ∈ mx. It is easy to see that ϕ∗(m2

ϕ(x)) ⊆ m2
x,

so taking the dual of this map gives a map ΘP,X → Θϕ(P ),Y

(c) Let ϕ : Z(x − y2) → {x−axis}. be defined by (x, y) → x. As in a),
define the dual map ϕ∗ : m0/m

2
0 → m0/m

2
0 by f 7→ f ◦ ϕ. mx = (x)

and ϕ(x) = x. But x = y2, so x ∈ m2
x. Therefore ϕ∗ = 0. Thus

the map defined on the cotangent spaces is the zero map, so the dual
map is again the zero map.
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11. Let Y = Z(x2 − xz − yw, yz − xw − zw) ⊂ P3. Let P = (0, 0, 0, 1). Let ϕ
denote the projection from P to the plane w = 0, ie ϕ : Y → P2 = Z(w) is
defined by (w, y, z, w) 7→ (x, y, z). To see that ϕ(Y ) ⊆ Z(y2z − x3 + xz2),
we just have to note that y2z−x3 +xz2 = y(yz−xw− zw) + (x+ z)(x2−
xz−yw). Solving for w we get that in Y , w = x2−xz

y and w = yz
x+z . In the

image, these are both equal, so we have ϕ−1 : Z(y2x− x3 + xz2)→ Y \P
defined by (x, y, z) 7→ (x, y, z, x

2−xz
y ) = (x, y, z, yz

x+z ), which is not defined
at (1, 0,−1).

12. (a) Generalizing the idea in Ex 1.3.1(c), we can write any conic as a
symmetric matrix, which from Linear Algebra, we know we can di-
agonalize. A change of basis corresponds to a linear transformation,
so we can always write a conic f as a sum of squares x2

0 + . . . + x2
r

where r is the rank of the matrix.

(b) f is obviously reducible for r = 0, 1. Now the hypersurface Z(f)
is irreducible iff its defining equation is irreducible. If f factors,
then clearly xr+1, . . . , xn don’t appear in the factorization. So it’s
enough to check irreducibility in k[x0, . . . , xr]. This is equivalent
to f defining an irreducible hypersurface in Pr. But f defines an
nonsingular, hence irreducible, hypersurface so we’re done.

(c) Sing Q is the zero locus of the partial derivatives, each of which has
degree 1 since f is a conic and the characteristic of k 6= 2. Thus the
variety defined by them is linear. By ex 2.6, dim Z = dim S(Z) - 1
= dim k[x0, . . . , xn]/(x0, . . . , xr)− 1 = n− r − 1.

(d) For r < n, define Q
′ ⊆ Pr by Z(f) and embed Pr ↪→ Pn as the first

r coordinates. Then the rest is clear since in P 2 for instance the line
joining (a, b, 0) and (0, 0, c) is {(sa, sb, sc) | s, t ∈ k×}.

13. Since this question is local we can assume thatX is affine. By the finiteness
of integral closure, the integral closure of k[X], k[X] is finitely generated,
say with generators f1, . . . , fn. Then for any x ∈ X, Ox is generated by
the images of f1, . . . , fn. Denote the image of fi in the stalk again by fi.
Then Ox is integrally closed iff fi ∈ Ox for every i. Any rational function
is defined on a nonempty open set, and a finite intersection of these is
again open and is nonempty since X is irreducible. Thus the normal locus
is a nonempty open set, forcing the non-normal locus to be proper and
closed.

14. (a) Let P ∈ Y,Q ∈ Z be analytic isomorphic plane curve singularities.
Then ÔP,Y ∼= ÔQ,Z , where ÔP,Y ∼= k[[x, y]]/(fr + . . . + fd), ÔQ,Z ∼=
k[[x, y]]/(gs+. . .+gd) where Y = Z(fr+. . .+fd) and Z = Z(gs+. . .+
gd). The isomorphism between the completion of the local rings must
map x 7→ αx+βy+h.o.t and y 7→ α

′
x+β

′
y+h.o.t for α, α

′
, β, β

′ 6= 0.
This is to guarantee that x, y are in the image and that they span
a 2 dimensional subspace in the image as well. Therefore f(x, y) 7→
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f(αx+ βy+ h.o.t, α
′
x+ β

′
y+ h.o.t) := f̃(Φ1,Φ2). Therefore f̃ = ug

since any automorphism of A2 is given by F (Φ1,Φ2) = GU for some
unit U (see Shaf Bk 1, p 113, ex 10). Therefore f̃ and g have the
same lowest term, so r = s and µP (Y )µQ(Z).

(b) Let f = fr + . . . ∈ k[[x, y]], fr = gsht, where gs, ht are forms of
degree s, t, with no common linear factor. Construct g = gs+ gs+1 +
. . . , h = ht + ht+1 + . . . ∈ k[[x, y]] step by step as in the example.
Then fr+1 = htgs+1 + gsht+1 since s + t = r. This is possible since
gs, ht generate the maximal ideal of k[[x, y]]. Continue in this way to
construct g and h such that f = gh.

(c) Let Y be defined by f(x, y) = 0 in A2. Let P = (0, 0) be a point
of multiplicity r on Y . Write f = fr + hot. Let Q be another point
of multiplicity r, for r = 2, 3. From Linear Algebra, if f = (αx +
βy)(α

′
x+β

′
y)+hot centered at P and f = (γx+δy)(γ

′
x+δ

′
y)+hot

centered at Q, then αx+βy, α
′
x+β

′
y, γx+ δy, γ

′
x+ δ

′
y are all lines

in P1, and in P1 (or A2), any 2 or 3 pairs of lines can be moved to
each other by a linear transformation. However, for 4 or more lines,
this can not be done in P1 or A2. Therefore the one parameter family
is the fourth line that cannot be mapped via a linear transformation
after equating the other three lines.

(d) Ingredients: 1 Chicken and giblets, cut up; 1 tb Salt; 4 Carrots,
chopped; 6 Celery stalks w/leaves; chop 1 Onion, med., chopped; 1
Garlic clove, minced 1 cup Rice or noodles.
Directions: Put chicken pieces in large pot with water to cover. Add
salt and bring to a boil. Reduce heat to simmer and skim off fat. Add
vegetables and garlic, cover and cook until tender. Remove chicken
and either serve separately or dice and return to soup. Season to
taste. Add rice or noodles and cook until tender.

15. (a) (x0, . . . , xN ) ∈ PN 7→ x0x
d + x1y

d + x2z
d + . . . + xNyz

d−1 with the
reverse correspondence clear.

(b) The correspondence is one-to-one if f has no multiple factors, ie if f
is irreducible. By elimination theory, the points in PN such that f
and ∇f = 0 correspond to the set {g1, . . . , gr} of polynomials with
integer coefficients which are homogeneous in each fi. Therefore
the points where f,∇f 6= 0 are in one-to-one correspondence with
g1, . . . , gr 6= 0 which defines an open set in PN . Since ∇f 6= 0, the
curve is non-singular.

1.6 Nonsingular Curves

1. (a) Let Y be a nonsingular rational curve which is not isomorphic to
P1. By Prop 6.7, Y is isomorphic to an abstract nonsingular curve.
Therefore Y is a subset of the complete abstract nonsingular curve
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Z of its function field. But Z is birational to P1, so in fact Z ∼= P1,
so Y ⊆ P1. Since Y is not complete, it must be inside some A1.

(b) Embed Y ↪→ P1. Since Y is not isomorphic to P1, Y ⊆ A1. Since
by part a), Y = A1 minus a finite number of points, Y is a principle
open subset, which is affine.

(c) Since by part b), Y is a principal open set, say A1\{α1, . . . , αn}, A(Y ) =
O(Y ) = k[t, 1

t−α1
, . . . , 1

t−αn ] This is the localization of a UFD, which
is again a UFD.

2. Let Y be defined by y2 = x3 − x in A2, with char k 6= 2.

(a) f
′

x = 3x2 − 1, f
′

y = −2y. The zero locus of the partial derivatives is
the points (±1/

√
3, 0), which is not on the curve. So Y is nonsingular.

A(Y ) = k[x, y]/(y2−x3+x) is integrally closed since Y is nonsingular,
and in dimension 1, nonsingular and normal are equivalent. (Shaf 1,
Corollary p 127)

(b) Since k is algebraically closed, x is transcendental over k, and thus
k[x] is a polynomial ring. Since y2 ∈ k[x], y ∈ k[x]. So A ⊆ k[x].
Since k[x] ⊆ A, by taking the integral closure of both sides gives
k[x] ⊆ A = A (since A is integrally closed by part a). So A = k[x].

(c) σ : A→ A defined by y 7→ −y is an automorphism due to the y2 term
and clearly leaves x fixed. Let a = f(x, y) = yf(x) + g(x) ∈ A. Then
N(f(x, y)) = f(x, y)f(x,−y) = (yf(x) + g(x))(−yf(x) + g(x)) =
−y2f2(x) + g2(x) = −(x3 − x)f2(x) + g2(x) ∈ k[x]. N(1) = 1 is
clear, and N(ab) = (ab)σ(ab) = aσ(a)bσ(b) = N(a)N(b).

(d) If a is a unit in A, then aa−1 = 1. Taking norms of both sides, we
get N(aa−1) = N(a)N(a−1) = N(a)N(a)−1 = N(1) = 1. So if a is
a unit, its norm must have an inverse in k, ie lie in k×. Assume x
is reducible, ie x = ab for both a, b irreducible. Then takin norms,
N(x) = x2 = N(a)N(b). Since there does not exist any a, b whose
norm is a degree 1 polynomial, x must be irreducible. Similar argu-
ment for y. A is not a UFD since y2 = x(x2 − 1), so x|y2. If A were
a UFD, then x = uy for some unit u. But by comparing norms as
before, this can not happen. So A is not a UFD.

(e) A is neither trivial nor a UFD, so by ex 1, Y is not rational.

3. (a) Let dim X ≥ 2. Let X = A2. Then the map ϕ : A2\(0, 0) → P1

defined by (x, y) 7→ (x : y). Then this map is not regular at the
origin.

(b) Let Y = A1. Then ϕ : P1\A1 defined by (x : y) 7→ x/y. If ϕ had an
extension, then the identity map and ϕ would agree on some dense
open set, and thus be equal, which is a contradiction.

4. Let Y be a nonsingular projective curve. Let f be a nonconstant rational
function on Y . Let ϕ : Y → P1 defined by x 7→ f(x) in the affine
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piece. Since Y is projective, the image must be closed in P1. Since f
is nonconstant and Y is irreducible, the image must be all of P1. Since ϕ
is dominant, it incudes an inclusion k(Y ) ↪→ k(P1). Since both fields are
finitely generated extension fields of transcendence degree 1 of k, k(P1)
must be a finite algebraic extension of k(Y ). To show that ϕ is quasi-
finite (ie ϕ−1(P ) is a finite set), look at any open affine set V in P1.
Its coordinate ring is k[V ], and by Finiteness of Integral Closure Thm
(I.3.9), k[V ] is a finite k[V ]-module. The corresponding affine set to k[V ]
is isomorphic to an open subset U of Y . Clearly U = ϕ−1(V ), and thus ϕ
is a quasi-finite morphism.

5. Let X be a nonsingular projective curve. Then embed X ↪→ Y by a
regular map. Since the image of a projective variety is closed under regular
mappings, X is closed in Y .

6. (a) If ϕ : P1 → P1 is defined by x 7→ (ax+ b)/(cx+ d), then the inverse
map is then given by 1

ad−bc (xd− b)/(a− xc).
(b) Any ϕ : P1 ∼= P1 ∈ Aut(P1), clearly induces an isomorphism ϕ∗ :

k(x) ∼= k(x) defined by f 7→ f◦ϕ. Conversely, given an automorphism
ϕ of k(x), this induces a birational map of P1 to itself. But any
birational map of non-singular projective curves is an isomorphism.

(c) If ϕ ∈Aut k(x), ϕ(x) = f(x)/g(x) for (f, g) = 1. If deg g, f > 1, the
map won’t be injective, so both f and g are linear, say f(x) = ax+ b
and g(x) = cx+ d and by (f, g) = 1, ad− bc 6= 0. Therefore PGL(1)
∼= Aut k(x) ∼=Aut P1.

7. If A1\P ∼= A1\Q, then there is an induced birational map between P1

and P1. But any birational map between nonsingular projective curves
is an isomorphism, so in particular, it is injective and surjective. Thus
|P | = |Q|. The converse is not true for r > 3 since any set of at most
3 points in P 1 can be mapped to any other set of the same size under
Aut P1. Any isomorphism between P1 and P1 fixes at most 2 points, so if
r > 3, the map must be the identity isomorphism. If P and Q only have 3
elements in common, with other elements different, then A1\P 6∼= A1\Q.

1.7 Intersections in Projective Space

1. (a) By ex 2.12, the homogeneous coordinate ring is isomorphic as a
graded algebra with the subalgebra of k[x0, . . . , xn] generated by
monomials of degree d. Thus ϕY (l) =

(
n+dl
n

)
, so PY (z) =

(
n+dz
n

)
.

So the degree is n! · d
n

n! = dn.

(b) By ex 2.14, the homogeneous coordinate ring is isomorphic as a
graded algebra to the subring of k[x0, . . . , xr, y0, . . . , ys] generated
by {xi, yk} with Mk being the set of polynomials of degree 2k. Each
monomial is made up of half x’s and half y’s, so ϕY (l) =

(
r+l
l

)(
s+l
l

)
=(

r+l
r

)(
s+l
s

)
. So the degree = (r + s)! · 1

r!s! =
(
r+s
r

)
.
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2. (a) pa(Pn) = (−1)r(
(
n
n

)
− 1) = 0

(b) Let Y be a plane curve of deg d. Then dim k[x, y]/(f)l =
{ (

l+2
2

)
l ≤ d(

l+2
2

)
−
(
l+d+2

2

)
l > d

Then PY (z) =
(
z+2

2

)
−
(
z−d+2

2

)
. So PY (0) =

(
2
2

)
−
(−d+2

2

)
= 1 −

(d−1)(d−2)
2 . Therefore pa(Y ) = (−1)(1− (d−1)(d−2)

2 −1) = (d−1)(d−2)
2 .

This result is sometimes called Plücker’s formula.

(c) pa(H) = (−1)n−1[
(
n
n

)
−
(
n−d
n

)
−1] = (−1)n

(
n−d
n

)
= (−1)n (n−d)(n−d−1)...(1−d)

n! =
(d−1)...(d−n)

n! =
(
d−1
n

)
.

(d) Let Y = X1 ∩ X2, with Xi = Z(fi). Then X1 ∪ X2 = Z(f1f2), so
deg X1 ∪X2 = a+ b. From the exact sequence

0→ S/(f1f2)→ S/(f1)⊕ S/(f2)→ S/(f1, f2)→ 0

we get PY = PX1 +PX2 −PX1∪X2 . So pa(Y ) = −1[
(

3−1−b
3

)
−
(

3−a
3

)
−(

3−b
3

)
] = 1

2a
2b+ 1

2ab
2 − 2ab+ 1 = 1

2ab(a+ b− 4) + 1.

(e) The graded ring here is isomorphic to
⊕

i=0Mi⊗Ni ⊆ k[x0, . . . , xn]⊗
k[y0, . . . ym].. Tensor products multiply dimensions, so ϕY×Z(l) =
ϕY (l)ϕZ(l) and so ϕY×Z = ϕY ϕZ . Thus pa(Y×Z) = (−1)r+s(PY (0)PZ(O)−
1) = (−1)r+s[(PY (0)− 1)(PZ(0)− 1) + (PY (0)− 1) + (PZ(0)− 1)] =
pa(Y )pa(Z) + (−1)spa(Y ) + (−1)rpa(Z).

3. If P = (a
′

0, a
′

1, a
′

2), then the tangent line Tp(Y ) is defined by ∂F
∂a0
|P (a0 −

a
′

0) + ∂F
∂a1
|P (a1− a

′

1) + ∂F
∂a2
|P (a2− a

′

2) = 0. This line is unique since P is a
nonsingular point. The intersection multiplicity is the highest power of t,
where L = t−→α and Y ∪L = F (tα1, tα2, tα3) after looking in A2 of the point
P = (0, 0). P is singular iff F = F2+. . .+Fd. Therefore multiplicity is ≥ 2.
The mapping P 2 → (P2)∗ is defined by (x0, x1, x2) 7→ ∇f |(x0,x1,x2) 6= 0,
ie P is non-singular.

4. By Bezout’s Theorem, any line not tangent to Y and not passing through
a singular point meets Y in exactly d distinct points. Since Sing Y is
closed and proper, the lines intersecting with Sing Y are closed in (P2)∗.
By ex 3, the tangent lines to Y are contained in proper closed subsets of
(P2)∗, so there exists U 6= ∅ open in (P2)∗ intersecting Y in d points.

5. (a) Assume there exists a point P with multiplicity ≥ d. Pick any line
through the singular point P of multiplicity ≥ d and any other point
Q. Then (C.L) = (C.L)P + (C.L)Q > d, which contradicts Bezout’s
Theorem.

(b) Let Y be an irreducible curve of deg d > 1, with P having multiplicity
d− 1. Assume that Y is defined by f = f(x, y) + g(x, y), where deg
f(x, y) = d−1, deg g(x, y) = d. Let t = y/x, y = −f(t, 1)/g(t, 1) and
x = yt. This is just the projection from a point and gives a birational
map to A1.
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6. Let dim Y = 1. By Prop 7.6(b), Y is irreducible. Pick any two points on
Y and pass a hyperplane through them. Then by Thm 7.7, we must have
Y ⊆ H. Since this is true for any hyperplane through these points, Y is
the line through these two points. Now suppose the assumption is true
for dimension r varieties and let dim Y = r + 1. Let P,Q ∈ Y and H a
hyperplane through P and Q not containing Y . Then by Thm 7.7 again,
Y ∩H is linear, so Y contains the line through P and Q. So Y is linear.

(a) Fix P and consider the projection map to P 1. X is parameterized by
the fibers of this map, of which are same dimension and irreducible,
so X is a variety of dim r + 1.

(b) For dim Y = 0, Y consists of d points, so X is d − 1 lines. So the
deg X = d − 1. Now suppose dim Y = r. Choose a hyperplane
H through P not containing Y so that the intersection multiplicity
alone any component of X ∩H is 1. Then by Them 7.7 and 7.6(b),
deg X ∩ H = deg X, and deg Y ∩ H ≤ deg Y = d. X ∩ H is the
cone over Y ∩H so by induction, def X ∩H ≤ deg Y ∩H = d. So
deg X < d.

7. Let Y r ⊆ Pn be a variety of deg 2. By ex 7, Y is contained in a degree 1
variety H of dimension r + 1 in Pn. By ex 6, this is a linear variety and
thus isomorphic to Pr+1.

1.8 What is Algebraic Geometry?

Answer: Understanding this guy:
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2 Chapter 2: Schemes

2.1 Sheaves

1. Given the constant presheaf F : U 7→ A, for A an abelian group with
restriction maps the identity, construct F+ as in 1.2. Since the constant
sheaf A is the sheaf of locally constant functions, A satisfies the conditions
of F+ and by uniqueness, A ∼= F+.

2. (a) Let ϕ : F → G be a morphism of sheaves. We have the commutative

diagram: F (U)
ϕ(U) //

��

G (U)

��
Fp

ϕp // Gp

Let s ∈ ker ϕ(U). Let s be its image

in Fp. Now since s 7→ 0 7→ 0 in Gp and since the diagram commutes,
s 7→ 0. Thus s ∈ ker ϕp and (ker ϕ)p ⊆ ker ϕp. To show the
reverse inclusion, let s ∈ ker ϕp. Pull back s to s ∈ F (U). Say
ϕ(U)(s) = t, where t = 0 ∈ Gp. Therefore in some neighborhood,
say V ⊆ U , t|V = 0. Therefore we have the commutative diagram

F (V )
ϕ(V ) //

��

G (V )

��
Fp

ϕp // Gp

where now ϕ(V )(s) = 0. Therefore s ∈ (ker ϕ)p

when restricted to a small enough open set. So ker ϕp ⊆ (ker ϕ)p
and equality follows.

(b) If ϕ is injective, then ker ϕ = 0. Therefore (ker ϕ)p = 0 and so by
part a), ker ϕp = 0 and ϕp is injective. Converse is obvious. Now if
ϕ is surjective, im ϕ = G . ie (im ϕ)p = Gp, so by part a), im ϕp = Gp
and ϕp is surjective. Converse is obvious.

(c) The sequence . . .→ F i−1 ϕi−1

→ F i ϕ
i

→ F i+1 → . . . of sheaves is exact
iff im ϕi−1 = ker ϕi iff (im ϕi−1)p = (ker ϕi)p iff im ϕi−1

p = ker ϕip

iff . . .→ F i−1
p

ϕi−1
p→ F i

p

ϕip→ F i+1
p → . . . is exact.

3. (a) Let ϕ : F → G be a morphism of sheaves on X. Suppose for every
open U ⊆ X, s ∈ G (U),∃ a covering {Ui} of U with ti ∈ F (Ui)
such that ϕ(ti) = s|Ui . To show ϕ is surjective, we just have to
show (by 1.2(b)) ϕp is surjective. Consider the commutative diagram:

F (U)
ϕ(U) //

��

G (U)

��
Fp

ϕp // Gp

. Pick sp ∈ Gp and pull it back to some s ∈ G (U).

By assumption, ti ∈ F (Ui) exist such that ϕ(t)i = s|Ui ∀ i. Mapping
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these ti to Fp, we see that ∃ti ∈ Fp such that ϕp(ti) = sp. ie ϕp is
surjective. Conversely, if ϕ is surjective, then ϕp is surjective ∀p ∈ X.
Let s ∈ G (U). Then there exists tp ∈ Fp such that ϕp(tp) = sp. ie
there exists a neighborhood Up of p such that ϕ(t|Up) = s|Up , so Up
is a covering of U and the condition holds.

(b) The standard example here is ϕ : OC → O∗C defined by f 7→ e2πif .
The stalks are surjective because since by choosing a small enough
neighborhood, every nonzero-holomorphic function has a logarithm.
So by 1.2b, ϕ is surjective. But for U = C∗, ϕ(C∗) is not surjective
since z is a non-zero holomorphic function on C∗ but does not have
a global logarithm.

4. (a) By construction, Fp = F+
p and Gp = G +

p . If ϕ in injective, then
ϕp = ϕ+

p is injective for all p. By 1.2(b), ϕ+ is injective.

(b) Let ϕ : F → G be a morphism of sheaves. Then there is an injective
morphism ϕ(F ) ↪→ G where ϕ(F ) is the image presheaf. By part
a), im ϕ→ G is injective, so im ϕ is a subsheaf of G .

5. This follows immediately from Prop 1.1 and ex 1.2b

6. (a) Let F ′ be a subsheaf of F . Since the map on stalks Fp � (F/F ′)p
is clearly surjective, so is the natural map F → F/F ′ with obvious
kernel F ′. Thus the sequence 0→ F ′ → F → F/F ′ → 0 is exact.

(b) If the sequence 0 → F ′
ϕ→ F

ψ→ F ′′ → 0 is exact, then the im ϕ =
ker ψ. By 1.4.(b), im ϕ is a subsheaf of F and F ′ ∼= im ϕ. By 1.7a),
im ψ ∼= F/ker ψ, and therefore F ′′ ∼= F/F ′.

7. (a) Apply the first isomorphism theorem to the stalks and then use Prop
1.1.

(b) The stalks are isomorphic, so done.

8. Let 0 → F ′
ϕ→ F

ψ→ F ′′ be exact. Then for any open U ⊆ X, since ϕ
is injective, ker ϕ = 0, so in particular ker ϕ(U) = 0 and the sequence

0→ Γ(U,F ′)
ϕ(U)→ Γ(U,F )→ Γ(U,F ′′) is exact. Thus the functor Γ(U, ·)

is left exact.

9. Let F and G be sheaves on X and let U 7→ F (U)⊕ G (U) be a presheaf.
Let {Ui} be an open cover for U ⊆ X. If s = (t, u) ∈ F (U) ⊕ G (U)
restricted to Ui equals 0 for every Ui, then (t|Ui , u|Ui) = 0∀i. Since F
and G are sheaves, (t, u) = (0, 0) = s = 0 on all of U . If si = (ti, ui) ∈
F (Ui) ⊕ G (Ui), sj = (tj , uj) ∈ F (Uj) ⊕ G (Uj) agree on Ui ∩ Uj , by a
similar argument as before, since both F and G are sheaves, there exists
s = (t, u) ∈ F (U) ⊕ G (U) whose restriction on Ui and Uj agree with si
and sj respectively.
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10. Let Fi be a direct system of sheaves and morphisms on X. Define the
direct limit of the system lim−→Fi to be the sheaf associated to the presheaf
U 7→ lim−→Fi(U). This has the universal property from the corresponding
statement for abelian groups at the level of stalks. (See Dummit and
Foote, 7.6.8(c))

11. Since each Fn is a sheaf, given any open U ⊆ X, we can choose a finite
open cover {Ui}n of U and write Fn(U) as lim−→Fn(Uij). Here the limit
is indexed by double intersections with inclusions as morphisms. Since X
is noetherian, this limit is finite, so we have

lim←−ij(lim−→nFn)(Uij) = lim←−ij(lim−→nFn(Uij)) = lim−→n(lim←−ijFn(Uij)) = lim−→nFn(U) = (lim−→nFn)(U)

12. This is the same argument as in the previous exercise, but since arbitrary
limits commute, we don’t need to assume the cover to be finite.

13. [BLOG] Let U be an open subset of X and consider s ∈ F+(U). We must
show that s : U → Spé(F ) is continuous. Let V ⊆ Spé(F ) be an open
subset and consider the preimage s−1V. Suppose P ∈ X is in the preimage
of V . Since s(Q) ∈ FQ for each point Q ∈ X, we see that P ∈ U . This
means that there is an open neighborhood U ′ of P contained in U and
a section t ∈ F (U ′) such that for all Q ∈ U ′, the germ tU ′ of t at U ′

is equal to s|U ′ , ie s|U ′ = t. So we have s|−1
U ′ = t−1(V ), which is open

since by definition of the topology on Spé(F ), t is continuous. So there is
an open neighborhood t−1(V ) of P that is contained in the preimage. P
was arbitrary so every in the preimage s−1V has an open neighborhood
contained within the preimage s−1V . Hence it is the union of these open
neighborhoods and therefore open itself. So s is continuous.

Now suppose that s : U → Spé(F ) is a continuous section. We want to
show that s is a section of F+(U). First we show that for any open V
and any t ∈ F (U), the set t(V ) ⊂ Spé(F ) is open. To see this, recall
that the topology on Spé(F ) is defined as the strongest such that every
morphism of this kind is continuous. If we have the topology U , where
U is the collection of open sets on Spé(F ) such that each t ∈ F (U) is
continuous and W ∈ Spé(F ) has the property that t−1W is open in X for
any t ∈ F (V ) and any open V , then the topology generated by U ∪ {W}
also has the property that each t ∈ F (U) is continuous. So since we are
taking the strongest topology such that each t ∈ F (U) is continuous, if
a subset W ⊂ Spé(F ) has the property that t−1W is open in U for each
t ∈ F (U), then W is open in Spé(F ). Now fix one s ∈ F (U) and consider
t ∈ F (V ). For a point x ∈ t−1s(U), s(x) = t(x). That is, the germs of t
and s are the same at x. This means that there is some open neighborhood
W of x contained in both U and V such that s|W = t|W and hence s = t
for every y ∈ W , so S ⊂ t−1s(U). Since every point in t−1s(U) has an
open neighborhood in t−1s(U), we see that t−1s(U) is open and therefore
by above we get that s(U) is open in Spé(F ).
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Now let s : U → Spé(F ) be a continuous section. We want to show that
s is a section of F+(U). For every point x ∈ U , the image of x under s is
some germ (t,W ) in Fx. That is, an open neighborhood W of x which we
can choose small enough to be contained in U and t ∈ F (W ). Since s is
continuous and we have seen that t(W ) is open, it follows that s−1(t(W ))
is open in X. This means that there is an open neighborhood W ′ of x on
which t|W ′ = s|W ′′ . Since s is locally representable by sections of F , it is
a well-defined section of F+.

14. Let F be a sheaf on X, s ∈ F (U). Then the compliment of Supp s is the
set {P ∈ U | sP = 0}. For P ∈ U , pick an open neighborhood V such that
s|V = 0. For any other P ′ ∈ V, sP ′ = 0. Therefore (Supp s)c is open and
Supp s is closed.

Define Supp F = {p ∈ X |Fp 6= 0}. An example where it need not be
closed can be given by example 19b.

15. Let F ,G be sheaves of abelian groups on X. For open U ⊂ X,ϕ, ψ ∈
Hom(F |U ,G |U ), let (ϕ+ψ)(s) = ϕ(s)+ψ(s), which is abelian since G (U)
is abelian. So Hom(F |U ,G |U ) is an abelian group. To show the presheaf
U 7→ Hom(F |U ,G |U ) is a sheaf, let {Ui} be an open cover of U . Let
s ∈ Hom(F |U ,G |U ) such that s|Ui = 0 for all i. That is, s(f) = 0 on all
Ui, or equivalently, s(f |Ui) = 0. Since F is a sheaf, ∃f ′ ∈ F (U) such that
s(f ′) = 0 on U . Therefore s|U = 0. Now suppose ψi ∈ Hom(Ui) such that
for all i, j, ψi|Ui∩Uj = ψj |Ui∩Uj . For an open W ⊆ U , the compatibility of
ψi give rise to some ψ ∈ Hom(U) which coincides on the restrictions to
Ui for all i. Therefore Hom is a sheaf.

16. A sheaf F on a topological space X is flasque if for every inclusion V ⊆ U
of open set, the restriction map F (U)→ F (V ) is surjective.

(a) If X is irreducible, then the restriction maps ρUV : F (U) → F (V )
are just the identity maps id : A→ A, which are clearly surjective.

(b) Let 0→ F ′ → F → F ′′ → 0 be an exact sequence of sheaves, with
F ′ flasque. By ex. 1.8, Γ(U, ·) is a left exact functor, so we just need
to show that F (U) → F ′′(U) is surjective. Consider open subsets
V, V ′ ⊂ U and a section t ∈ F ′′(U). Assume that t can be lifted to
section s ∈ F (V ) and s′ ∈ F (V ′). Then, on V ∩ V ′, those lifting
differ by an element r ∈ F ′(V ∩ V ′). Since F ′ is flasque, we can
extend r to a section r̃, and take s′ + r̃ in place of s′, which is also
a lifting of t|V ′ . Then s and s′ coincide on V ∩ V ′, thus defining a
lifting of t over V ∪ V ′. Conclude the proof by transfinite induction
over a cover of U .
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(c) Let V ⊆ U . By (a), the diagram

0 // F ′(U) //

ρ′

��

F (U)

ρ

��

// F ′′(U)

ρ′′

��

// 0

0 // F ′(V ) // F (V ) // F ′′(V ) // 0

has exact rows. Since ρ and ρ′ are surjective, so is ρ′′.
(d) For any open V ⊆ U of Y , (f∗F (V ) → f∗F (U)) = (F (f−1V ) →

F (g−1(U)), which is surjective since F is flasque.

(e) For any s ∈ G (V ), define s′ ∈ G (U) by s′ =
{
s onV
0 else Then clearly

G (U) � G (V ), so G is flasque. For any open U ⊆ X, define F (U)→
G (U) by x 7→ (P 7→ xP ). Suppose that the map P 7→ xP is the zero
map for x ∈ F (U). Then for all P ∈ U,∃ open neighborhood UP
such that x|UP = 0. Since {UP } cover U and F is a sheaf, x = 0.
Therefore F (U) ↪→ G (U) is injective for all U , so F ↪→ G .

17. The stalk of iP (A) at Q ∈ {P}− is just lim−→ iP (A)(U) = A for Q ∈ {P}−

and 0 if Q 6∈ {P}−. Now let i : {P}− ↪→ X be the inclusion. Then the
stalk of i∗(A) is A on {P}−. So for every stalk, iP (A)P ∼= i∗(A)P . So
iP (A) ∼= i∗(A).

18. (f−1f∗F )(U) = lim−→V⊇f(U)
F (f−1(V )). Define a map h1 : f−1f∗F → F

by h1U (σf−1(V )) = ρ
f−1(V )
U (σf−1(V )). (f∗f−1G )(V ) = lim−→U⊇f(f−1(V ))

G (U).

Since V ⊇ f(f−1(V )), define h2 : G → f∗f
−1G by h2V (σV ) = σV . Any

h : f−1G → F induces f∗h : f∗f−1G → f∗F . Pre-composing with h2 we
get f∗h ◦ h2 : G → f∗F . Any h : G → f∗F induces f−1h : f−1G →
f−1f∗F and composing with h1, we get h1 ◦ f−1h : f−1G → F . So the
Hom groups are isomorphic.

19. (a) Obvious since i∗F (U) = F (U ∩ Z)
(b) If P ∈ U then for every open V containing P , there exists an open

set V ′ ⊆ U containing P and so every element (V, s) of the stalk is
equivalent to an element (V ′, s|V ′) of the stalk FP .

(c) By the previous two exercises, the sequence of stalks is exact regard-
less if P is in U or Z.

20. (a) Let {Vi} be an open cover of V ⊆ X. Let s ∈ ΓZ∩V (V,F |V ) such that
s|Vi = 0 ∀ i. Therefore supp s|Vi in Vi = ∅. So supp s in V is empty
since sp = (s|Vi)p ∀ i and thus sp = 0 ∀ p ∈ V . Therefore s = 0 since
F is a sheaf. Let si ∈ ΓZ∩Vi(Vi,F |Vi) such that ∀ i, j, si|Vi∩Vj =
sj |Vi∩Vj . Since F is a sheaf, ∃ a unique s ∈ F (V ) such that s|Vi =
si. For p ∈ V − Z, p ∈ Vi, therefore sp = (s|Vi)p = (si)p. Since
supp si in Vi ⊆ Vi ∩ Z, (si)p = 0. Therefore supp s ⊆ Z ∩ V , so
s ∈ ΓZ∩V (V,F |V ) and H0

Z(F ) is a sheaf.
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(b) Let U = X − Z, j:U ↪→ X be the inclusion, and let V ⊆ X be open.
Since H0

Z(F )(V ) ⊆ F (V ), define H0
Z(F )

ϕ
↪→ F . Since F (U ∩ V ) =

(F |U )(U ∩ V ) = (F |U )(j−1(V )) = (j∗(F |U ))(V ), we can define

the map F
ψ→ j∗(F |U ) to be given by the restriction maps of F .

Therefore 0→ H0
Z(F )→ F → j∗(F |U ) is exact.

If F is flasque, ψ is surjective. Since ϕ is injective, V 7→ im ϕ(V ) is
a sheaf so by 1.4(b), it is enough to show that im ϕ(V ) = ker(ψ(V ))
for all V . If x ∈ ker ψ(V ) for some V , then x|U∩V = 0. Therefore
supp V ⊆ Z ∩ V and thus x ∈ im ϕ(V ). If x ∈ im ϕ(V ), then for
all Q ∈ V \Z, xQ = 0. So there exists a neighborhood VQ ⊆ U ∩ V
such that x|VQ = 0. Since {VQ} is a cover of U ∩ V and j∗(F |U ) is
a sheaf, ψ(V )(x) = x|U∩V = 0. Therefore x ∈ ker(ψ(V )).

21. (a) IY is just the kernel of the sheaf morphism i# : OX → i∗OY , which
is a sheaf.

(b) Let i : Y ↪→ X be the inclusion map. Define ϕ : Ox → i∗(OY )
by restricting f ∈ OX to Y . This map is surjective with kernel
consisting of functions that vanish on Y , ie IY . Therefore by the
first isomorphism theorem, OX/IY ∼= i∗(OY ).

(c) The initial sequence is clearly exact, with the first map being the in-
clusion and the second map is just the restriction f 7→ (f, f), where
if f 6∈ OP (U), set f = 0. Same for Q. The induced map on global
sections is in fact not surjective since k ∼= Γ(X,OX) which has di-
mension 1 and Γ(Y,F ) ∼= k ⊕ k has dimension 2.

(d) A regular function on U is a function f : U → k, such that is an
open cover {Ui} of U on which f |Ui is a rational function with no
poles in Ui. Since the fi are restrictions of f as functions, they
agree on intersections Uij and therefore define a section of K(U).
The morphism K →

∑
P∈X iP (IP ) is clear. To show exactness it is

enough to show exactness on the stalks, which takes the form

0→ OP → KP → (
∑
Q∈X

iQ(IQ))P → 0

Since K is a constant sheaf, it takes the value K at every stalk. On
the right, we have a sum of skyscraper sheaves, all which vanish
except at Q = P , which by definition is K/OP . Hence the sequence
is

0→ OP → K → K/OP → 0

which is exact.

(e) We know Γ(X, ·) is left exact so we just need to show the map
Γ(X,K) → Γ(X,K/O) is surjective. Using the description of K/O
from the previous part as

∑
iP (IP ), we have to show that given a

rational function f ∈ K and a point P , there exists another rational
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function f ′ ∈ K such that f ′ ∈ OQ for every Q 6= P and f ′−f ∈ OP .
Since K ∼= k(x), we can write f = α(x)

β(x) =
∏n
i=1(x−ai)
(x−bi) and then the

points in A1 ⊂ P1 for which f 6∈ OQ are just bi, and f 6∈ O∞ if
m < n. In fact, we can write f as f = x−ν αβ′ with x - α, β. By
a linear transformation, we can pick P to be 0 ∈ A1. If ν ≤ 0,
then choosing f ′ = 1 satisfies the required conditions. If ν > 0,
then choose f ′ =

∑ν
i=0 ci
xν with ci defined iteratively via c0 = α0

β0
and

ci = β−1
0 (ai −

∑i−1
j=0 cjβi−j), where αi and βi are the coefficients for

α =
∑
αix

i and β′ =
∑
βix

i respectively. Our chosen f ′ satisfies
the requirement that f ′ ∈ OQ for all Q 6= P and so consider f − f ′.
We have f − f ′ = α

xνβ′ −
∑ν
i=1 ci
xν = α−β′

∑ν
i=0 ci

xνβ′ . The ith coefficient

of the numerator for i ≤ ν is αi −
∑i
j=0 cjβi−j , which is zero due to

our careful choice of the ci. So the xν in the denominator vanishes
and we see that f − f ′ ∈ Op since x - β′.

22. See Shaf II page 31-32 for everything you ever wanted to know about
gluing sheaves together.

2.2 Schemes

1. D(f) ⊂ X = {p ⊆ A | p 63 f} and Spec Af = {p ∈ A | (p) ∩ (f) = ∅},
ie such that f 6∈ (p). Therefore, as topological spaces, D(f)

homeo
≈ Spec

Af . By Prop 2.2b, OX(D(f)) = Af , so OX |D(f)
∼= OAf . Thus as locally

ringed spaces, (D(f),OX |D(f)) ∼= Spec Af .

2. Pick x ∈ U and let V = Spec A be an affine neighborhood of x. Pick
f ∈ A such that D(f) ⊆ V ∩ U , which you can do since the principal
open sets form a basis for the topology. Since by the previous exercise
D(f) ∼= Spec Af , D(f) is an affine neighborhood of x in U and (U,OU ) is
a scheme.

3. (a) Let (X,OX) be reduced. Then by definition, the nilradical η(OX(U)) =
0 for any open U ⊆ X. Let P ∈ X and let U ′ ⊆ X be an open affine
neighborhood of P . Then η(OX,P ) = η(OX(U)P ) = η(OX(U))P =
0P = 0, so OX,P has no nilpotents. (Note: fact that localization
commutes with radicals is from AM p 42)
Conversely, let η(OX,p) = 0 for all p ∈ X. For any open U ⊆ X, pick
a section s ∈ OX(U) and assume that sn−0 for some n. Then looking
at the stalk, we see that sp = 0 for all p ∈ U . By the sheaf property,
since s is zero on a cover of X,s is 0 everywhere and (X,OX) is
reduced.

(b) Since η(Af ) = (η(A))f , any open affine U = Spec A becomes U =
Spec A/η(A) in Xred. Thus it is a scheme. Define the natural mor-
phism (f, f#) : Xred → X by letting f be the identity on sp(Xred)
and f# be the quotient map by the nilradical.
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(c) Let X be reduced and let f : X → Y be a morphism. Then define
g : X → Yred by letting g be the same as fon the points of X and
by defining the sheaf map OYred(U) → g∗OX as in part b. This is
well-defined since X is reduced and the map OU (U)→ OX(U) takes
η(OY (U)) to 0, so it factors through η(OY (U)).

4. Picking any U in an affine cover Ui of X, we get a ring map A
φ→

Γ(X,OX)
ρ→ Γ(U,OU ). The associated map is then φ∗U : Spec (Γ(U,OU ))→

Spec A. Since U is affine, U ∼= Spec Γ(U,OU ). Glue all the φ∗U to get a
map φ∗X : X → Spec A. Then α is a bijection since φ∗X is its inverse.

5. Spec Z = {0} ∪ {(p) | p is prime in Z}. {0} is open and (p) are closed
since Z is a PID and non-zero prime ideals are maximal. Now let X be a
scheme. Any ring has a unique homomorphism from Z so by ex 4, there
is a unique morphism X → Spec Z for any scheme X.

6. Spec 0 = ∅ since there are no prime ideals. The unique map ∅ → X is
the trivial map on points and sheaves, so Spec 0 is an initial object in the
category of schemes.

7. Let X be a scheme and let K be any field and let (f, f#) : Spec K → X
be a morphism of schemes. Since Spec K consists of just one point
O, f maps O to some x ∈ X. The map on stalks is f#

x : OX,x →
OSpecK,x ∼= K. The map on the corresponding residue fields is then
f̃#
x : k(x) = OX,x/mX,x → OSpecK,x/mSpecK,x

∼= K/0 ∼= K. The isomor-
phism OSpecK,x/mSpecK,x

∼= K/0 follows since f#
x is a local morphism.

Now f#
x is an inclusion since we have a non-zero homomorphism of fields.

Conversely, let x ∈ X and k(x) ↪→ K be given. Define the continuous
map on topological spaces by f : Spec K → X by setting f(O) = x.
To construct f# : Ox → f∗OSpecK , define it locally. If x ∈ U ⊆ X,
define f#(U) : OX(U) → OSpecK(f−1(U)) ∼= K by OX(U) → OX,x →
OX,x/mX,x = k(x) ↪→ K. If x 6∈ U, f∗OSpecK(U) = OSpecK(f−1(U)) =
OSpecK(∅) = 0, therefore we only need to define the map for open U ⊆ X
containing x. f#

p is a local homomorphism since for all p ∈ X,Op = Ox if
some open neighborhood of p contains x and thus (f, f#) is a morphism
of schemes.

8. See Shaf II, example 2 on page 36

9. Let X be a scheme, Z ⊆ X closed and irreducible. If U ⊆ Z is open and
ζ ∈ U such that ζ = U , then ζ = Z in X since Z is irreducible. So we
can assume that X = Spec A is affine and Z = Spec A/a for some ideal
a ⊆ A. Now we can further assume that Z = X = Spec A is irreducible.
It follows that there can only be one minimal prime ideal belonging to the
nilradical η(A), whose closure is then all of X. Uniqueness is clear from
the uniqueness of the nilradical.
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10. R[x] is a PID, so all irreducible elements correspond to prime ideals. Thus
Spec R[x] has a point for every irreducible polynomial and the generic
point corresponds to (0). Closed points correspond to maximal ideals,
which are of the form (x− α), where α ∈ R as well as (x+ β)(x+ β) for
β ∈ C. The residue field at the real numbers is R and at the complex
numbers is C. The only non-trivial proper closed sets are finite sets.

11. Spec k[x] = {0} ∪ {(f)}, where f is an irreducible monic polynomial and
(0) is the generic point. The residue field of a point corresponding to a
polynomial of degree d is Fpd . Given a residue field, the number of points
can be determined by using the Möbius Inversion formula, which is done
in Dummit and Foote page 588

12. Yes, you can glue. See Shaf II page 31-32 for everything you ever wanted
to know about gluing sheaves together.

13. (a) Assume X is a noetherian topological space. By ex I.1.7c, any U ⊆ X
is noetherian, and by ex I.7b, U is quasi-compact. Conversely, let
U1 ⊂ U2 ⊂ . . . be a chain of quasi-compact subsets. Define U =

⋃
Ui.

By assumption, U is quasi-compact, so U =
⋃
n Ui so the chain must

stabilize and X is noetherian.

(b) We can refine any given cover into a cover of principal open sets
D(fα). If Spec A =

⋃
D(fα), then ∅ =

⋂
V(fα) = V(fα), so 1 ∈

(fα). Write 1 = a1f1 + . . . + anfn. Then 1 ∈ (f1, . . . fn), so Spec
A = ∪ni=1D(fi). Thus Spec A is quasi-compact.
An example of a non-noetherian affine scheme is Spec k[x1, x2, . . .]
which has a decreasing chain of closed subsets V(x1) ⊃ V (x1, x2) ⊃
V (x1, x2, x3) ⊃ . . ..

(c) If V(a1) ⊇ V(a2) ⊇ . . . is a decreasing sequence of closed subsets, then
it terminates since the corresponding increasing sequence of ideals
a1 ⊆ a2 ⊆ . . . terminates since A is noetherian.

(d) Let A = k[x1, x2, . . .]/(x2
1, x

2
2, . . .). Then each xi ∈ η(A) and thus

every p ∈ Spec A contains xi and since (x1, x2, . . .) is maximal, there
is only one prime ideal. So Spec A is trivially noetherian, but A is
not noetherian since there is an increasing chain (x1) ⊂ (x1, x2) ⊂ . . .
which does not stabilize.

14. (a) If S+ is nilpotent, then every prime ideal contains S+ so Proj S = ∅.
Now suppose that Proj S = ∅ and let f ∈ S+ be a homogeneous
polynomial. Then D(f) = ∅ so Spec S(f)

∼= D(f) = ∅. Thus S(f) = 0,
which implies that 1

fn = 0 and hence fn(1) = 0 for some n. Thus f is
nilpotent. S+ is generated by homogeneous elements so S+ ⊆ η(S).

(b) Let p ∈ U be some prime ideal. Then ϕ(S+) 6⊆ p and so unless
S+ = 0, there is some f ∈ S+ such that ϕ(f) 6∈ p. If for every
homogeneous component fi of f , ϕ(fi) ∈ p. Then ϕ(f) ∈ p, so
there must be some homogeneous component fi such that ϕ(fi) 6∈ p.
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So there is a principal open set D+(ϕ(fi)) containing p which is
contained in U since every prime ideal in D+(ϕ(fi)) does not contain
ϕ(fi) and thus does not contain ϕ(S+). These principal open sets
cover U and since U is a union of open sets, U is open in Proj T .
For p ∈ U define f(p) = ϕ−1(p). Since p 6⊇ ϕ(S+), ϕ−1(p) 6⊇ S+

so the morphism is well-defined. This morphism takes closed sets to
closed sets so it is continuous and the induced morphism on sheaves
is induced by S(ϕ(−1)(p)) → T(p).

(c) First lets show that the open set U is in fact Proj T . Let ϕd : Sd →
Td be an isomorphism for all d ≥ d0. Pet p be any homogeneous
prime ideal of T and suppose that p ⊆ ϕ(S+). Let x ∈ T+ be
a homogeneous element of deg α > 0. For some n, nα ≥ d0, so
xn ∈ Tnα = ϕ(Snα) ⊆ p. So x ∈ p and thus T+ ⊆ p. So U = Proj T .
The continuous map on the topological spaces f : Proj T → Proj S
is given by p 7→ ϕ−1(p).
Show surjectivity: Let p ∈ Proj S and define q to be the radical
of the homogeneous ideal generated by ϕ(p). (Note that the radi-
cal of homogeneous ideals are again homogeneous). First show that
ϕ−1(q) = p. The inclusion p ⊆ ϕ−1(q) is clear, so suppose we have
a ∈ ϕ−1(q). Then ϕ(an) ∈ (ϕ(p)) for some n. This means that
ϕ(an) =

∑
biϕ(si) for some bi ∈ T and si ∈ p. For m >> 0, every

monomial in the bi will be in T≥d0 , and since we have Td ∼= Sd for
d ≥ d0, this means that these monomials correspond to some cj ∈ S.
The element (

∑
biϕ(si))m is a polynomial in the ϕ(si) whose coeffi-

cients are monomials of degree m in the bi and this corresponds in S
to a polynomial in the si with coefficients in the cj , which is in p, as all
the si are. Hence, ϕ(anm) ∈ ϕ(p) and so anm ∈ p and therefore a ∈ p.
Thus ϕ−1(q) ⊆ p and combining this with the other inclusion leads
to the equality p = ϕ−1(q). To show that q is prime, suppose that
ab ∈ q for some a, b ∈ T . Then using the same reasoning as before,
we see that (ab)nm ∈ ϕ(p) for some n,m such that (ab)nm ∈ T≥d0 .
If necessary, take a higher power so that anmk, bnmk ∈ T≥d0 as well.
Using the isomorphism T≥d0

∼= S≥d0 , this means that anmk, bnmk

correspond to elements of S and we see that their product is in p.
Hence one of anmk or bnmk are in p, say anmk. Then anmk ∈ ϕ(p)
and so a ∈ q and q is prime.
Show injectivity: Suppose that p, q ∈ Proj T have the same image
under f : Proj T → Proj S. Then ϕ−1(p) = ϕ−1(q). Consider t ∈ p.
Since t ∈ p, we have td0 ∈ p and since ϕd is an isomorphism for
d ≥ d0, it follows that there is a unique s ∈ S with ϕ(s) = td0 . The
element s is in ϕ−1(p) and so since ϕ−1(p) = ϕ−1(q), s ∈ ϕ−1(q). So
ϕ(s) = td0 ∈ q. Since q is prime, t ∈ q and p ⊆ q. Similarly, q ⊆ p
and equality follows.
Show Isomorphism of structure sheaves: Since Proj S is covered by
open affine of the form D+(s) for some homogeneous s ∈ S, it is
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enough to check the isomorphism on these principal open sets. Note
that D+(s) = D+(si) so we can assume that the degree of s is ≥ d0.
With this assumption, f−1D+(s) = D+(t) ⊆ Proj T , where t is the
element of T corresponding to s under the isomorphism Sdeg s →
Tdeg s since a homogeneous prime ideal q ⊂ T gets sent to D+(s)
iff s is not in the preimage iff t 6∈ q. So we have to show that the
morphism S(s) → T(t) is an isomorphism. If f

sn gets sent to zero then
0 = tmϕ(f) = ϕ(sm)ϕ(f) for some m. Choose m > 0 so we do not
have to handle the case deg f = 0 separately, and so smf ∈ kerϕ.
Taking a high enough power of smf puts it in one of the Sd for which
Sd → Td is an isomorphism and so smf = 0 and therefore f

sn = 0
and our morphism is injective. Now suppose that f

tn ∈ T(t). This is

equal in T(t) to td0f
tn+d0

and now td0f has degree high enough to have
a preimage in S. So our morphism is surjective.

(d) This follows from prop II.4.10

15. (a) Let V be a variety over an algebraically closed field k. Let P ∈ t(V ).
Assume the residue field if k. Then {x} is closed iff {x}∩Ui is closed
in each Ui for some open cover {Ui} of X. We can assume this cover
to be an affine open cover, so each Ui = Spec Ai. Since the residue
field of P is k, P corresponds to a maximal ideal mi in each Spec Ai
and is therefore a closed point.
Conversely, if P is a closed point of X, then it is closed in some open
affine neighborhood Spec A. Then P corresponds to a maximal ideal
in Spec A, and so its residue field k(P ) = OP,X/mP = k.

(b) Let f : X → Y be a morphism of schemes over k and let P ∈ X
is a point with residue field k. Then f# : OY → f∗OX induces a
morphism of residue fields k(f(P )) → k(P ). Since X and Y are
schemes over k, these residue fields are both extensions of k and
since k(P ) = k, we have the field extensions k ↪→ k(f(P )) ↪→ k. So
k(f(P )) ∼= k.

(c) Homvar(V,W )→HomSch/k(t(V ), t(W )) is defined by ϕ 7→ ϕ∗, where
by part b, closed points map to closed points. Thus ϕ∗(P ) = ϕ(P ).
For an irreducible subvariety Y , ϕ∗(Y ) = ϕ(Y ). The maps on
schemes over k are extensions of ϕ : V →W , so injectivity is clear. To
show surjectivity, given any ϕ∗ : t(v) → t(W ), we know that closed
points map to closed points, so we can define ϕ to be ϕ∗|V . Now, we
need to show that ϕ is regular. Let p ∈ V , ϕ(P ) = Q. Choose an
open affine neighborhood U = Spec A of P . Then P ∈ U ′ ⊆ f−1(U)
for some affine neighborhood U ⊆ t(V ). So f |U ′ is a map f : Spec
A′ → Spec A which is induced by a the map A→ A′ on rings. This
in turn induces a map of varieties ϕ and thus ϕ is regular.

[BLOG]
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16. Let X be a scheme. f ∈ Γ(X,Ox) and define Xf = {x ∈ X | fx 6∈ mx ⊆
Ox}.

(a) x ∈ U ∩Xf iff x ∈ U and fx 6∈ mx. Since U is affine, we can take x
to be a prime p ∈ Spec B and so the maximal ideal of the local ring
is m = pBp. f ∈ m iff f ∈ p and so U ∩Xf = D(f). Since a subset of
a topological space is open iff it is open in every element of an open
cover, Xf is open in X.

(b) Now assume that X is quasi-compact. Let Ui = Spec Ai be a affine
cover of X, which can be taken to be finite since X is quasi-compact.
The restriction of a to Ui ∩Xf = Spec (Ai)f is zero for each i and
so fnia = 0 in Ai for some ni. Choose an n > ni for all i. Then
fna = 0 in each Spec Ai. Since X =

⋃
Spec Ai and since OX is a

sheaf, fna = 0.
(c) Let Ui = Spec Ai. Then b|Xf∩Ui = bi

fni for each i. Since there
are finitely many affines, we can choose the expression so that all
the ni’s are the same, say n. In other words, ∃bi ∈ Ai such that
fnb|Ui∩Xf = bi. Now consider bi − bj on Ui ∩ Uj := Uij . Since
Uij is quasi-compact and the restriction of bi − bj to Uij ∩ Xf =
(Uij)f vanishes, we can apply the previous part to find mij such that
fmij (bi− bj) = 0 on Uij . Again, we choose m bigger than all the mij

so that they are all the same. So the now we have sections fmbi on
each Ui that agree on intersections. Hence they lift to some global
section c ∈ Γ(X,OX). Consider c− fn+mb on Xf . Its restriction to
each Ui ∩ Xf is fmbi − fmbi = 0 and so c = fn+mb on Xf . Hence
fn+mb is the restriction of the global section c.

(d) Consider the morphism Af → Γ(Xf ,OXf ). If an element a
fn is in

the kernel then a|Xf = 0 and so by part b), we have fma = 0 as
global sections for some m. Hence a

fn is zero and the morphism is
injective. Now suppose we have a section b on Xf . By part c) there
is an m such that fmb is the restriction of some global section, say c.
Hence we have found c

fm ∈ Af that gets sent to b so the morphism
is surjective.

17. A criterion for Affineness [BLOG]

(a) Let f : X → Y be a morphism of schemes and let Ui be an open
cover of Y . Let f−1(Ui) ∼= Ui for all i. Then f is a homeomorphism
since for any open V ⊂ X, V =

⋃
(V ∩ f−1(Ui)) which is open.

Since f−1(Ui) ∼= Ui, f(V ) =
⋃
f(V ∩ f−1(Ui)) is open in Y . So

f is a homeomorphism. Now for any p ∈ X, p ∈ Ui for some i.
Again, since f−1(Ui) ∼= Ui, the map on stalks f−1

p → (Ui)p is an
isomorphism. Gluing gives an isomorphism on stalks fp : Xp → Yp,
so f : X → Y is an isomorphism.

(b) If A is affine we can take f1 = 1. Conversely, let f1, . . . , fr ∈ A =
Γ(X,OX) such that each open subset Xf is affine and (f1, . . . , fr)
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generate the unit ideal in A. Consider the morphism f : X → Spec
A. Since the fi generate A, the principal open sets D(fi) = Spec
Afi cover Spec A. Their pre-images are Xfi , which by assumption
are affine, isomorphic to Spec Ai. So the morphism restricts to the
morphism ϕi : Spec Ai → Spec Afi . Now we just need to show
that ϕi is an isomorphism so that the result follows from part a).
Equivalently, we need to show that ϕi : Γ(X,OX)fi → Γ(Xfi ,OX)
is an isomorphism for each i. Show injectivity: Let a

fni
∈ Afi and

suppose that ϕi( a
fni

) = 0, for a
fni
∈ Afi). This means that it also

vanishes in each of the intersection Xfi ∩Xfj =Spec (Aj)fi . So for
each j there is some nj such that fnja = 0 in Aj . Choosing m big
enough, the restriction of fmi a to each open set in a cover vanishes.
So fmi a = 0 and in particular, a

fni
= 0 in Afi .

Show surjectivity: Let a ∈ Ai. For each j 6= i, we have OX(Xfifj ) ∼=
(Aj)fi so a|Xfifj can be written as bj

f
nj
i

for some bj ∈ Aj . That is,

we have elements bj ∈ Aj whose restrictions to Xfifj is fnji a. Since
there are finitely many, we can choose them so that all the ni are the
same, say n. Now on the triple intersections Xfifjfk = Spec (Aj)fifk
= Spec (Ak)fifj we have bj − bk = fni a− fni a = 0 and so we can find
some integer mjk such that fmjki (bj − bk) = 0 on Xfjfk . Replacing
each mjk by a large enough m, we have a section fmi bj for each Xfj

for j 6= i together with a section fn+m
i a on Xfi and these sections

all agree on intersections. This gives us a global section d whose
restriction to Xfi is fn+m

i a and so d
fn+m
i

gets mapped to a by ϕi.

18. (a) The nilradical η(A) of A is the intersection of all prime ideals of A,
so this result clearly follows.

(b) If the map of sheaves is injective, then in particular, A ∼= Γ(X,OX)→
Γ(X, f∗OY ) ∼= B is injective. Conversely, let A ↪→ B be injective. Let
p ∈ Spec A and consider f#

p : Ap → (f∗OSpecB)p. Then (f∗OSpecB)p

is S−1B = B ⊗A Ap where S = A/p. This follows since we can
shrink every open subset U containing p to one of the form D(a) for
some a ∈ A. Then we can compute the stalk by taking the direct
limit over these. Since the preimage of D(a) is D(ϕ(a)) ⊂ Spec B,
(f∗OSpecB)p is then the colimit of OSpecB evaluated at open sets
D(a) with a 6∈ p. That is, the colimit Bϕ(a) for a 6∈ p, which is
exactly S−1B. Equality with the tensor product follows from the
universal product of the tensor product. So now the injectivity of
the map on stalks f#

p : Ap → S−1B follows from the injectivity of
A→ B.

(c) We immediately have a bijection between primes of A containing I
and primes of A/I ∼= B where I is the kernel of ϕ. We already
know that Spec B → Spec A is continuous so we just need to see
that is is open to show that it is a homeomorphism. Note that for
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f + I ∈ A/I, the preimage of D(f) ⊂ Spec A is D(f + I) ⊂ Spec
(A/I). So principal open sets of Spec (A/I) are open in the image
with the induced topology. Since arbitrary unions of open sets are
open, and principal open sets for a base for the topology, the image
of every open set is open. The stalk Ap → B ⊗A Ap of the sheaf
morphism at p ∈ Spec A is clearly surjective.

(d) If f# is surjective, then it is surjective on each stalk. So for an
element b ∈ B, for each point pi ∈ Spec A, there is an open neigh-
borhood which we can take to be a principal open set D(fi) of Spec
A such that the germ of b is the image of some ai

f
ni
i

∈ Afi . That
is, fmii (ai − fnii b) = 0 in B. Since all affine schemes are quasi-
compact, we can find a finite set of the D(fi) that cover Spec A, so
we can assume all the ni and m are the same, say n and m. Since
D(fi) is a cover, the fi generate A and therefore so do the fn+m

i ,
so we can write 1 =

∑
gif

n+m
i for some gi ∈ A. We now have

b =
∑
gif

n+m
i b =

∑
gif

m
i ai ∈ image ϕ. So ϕ is surjective.

19. (1 ⇒ 3) If Spec A is disconnected, then it is the disjoint union of 2 closed
sets, say U and V . U and V both correspond to ideals, say I and J , so
U = Spec A/I and V = Spec A/J . It follows that Spec A = Spec(A/I)

∐
Spec A/J and therefore A = A/I × A/J . (In general, Spec (A × B) ∼=
Spec A

∐
Spec B).

(3 ⇒ 2) Choose e1 = (1, 0) and e2 = (0, 1).

(2 ⇒ 1) Since e1e2 = 0, for every prime, either e1 ∈ p or e2 ∈ p. The
closed sets V ((e1)) and V ((e2)) cover Spec A. If a prime p is in both these
closed sets, then e1, e2 ∈ p and therefore 1 = e1 + e2 ∈ p and so p = A. So
the closed sets V ((e1)) and V ((e2)) are disjoint. Since we have a cover of
Spec A by disjoint closed sets, Spec A is disconnected.

2.3 First Properties of Schemes

1. (⇒) Let F : X → Y denote the morphism of schemes. Let Y =
⋃
Vi =

⋃
Spec Bi such that F−1Vi is covered by open affines Spec Aij , where each
Aij is a finitely generated Bi-algebra. Each Vi ∩ V is open in Vi and so
is a union of principal open sets Spec (Bi)fik of Vi since they form a base
of the topology of Spec Bi. Considering fik as an element of Aij under
the morphism Bi → Aij , the preimage of Spec (Bi)fik is Spec (Aij)fik ,
and the induced ring morphisms make each (Aij)fik a finitely generated
(Bi)fik -algebra.

So we can cover Spec B with open affines Spec Ci whose preimages are
covered with open affines Spec Dij such that each Dij is a finitely gener-
ated Ci-algebra. Now given a point p ∈ Spec B, p is contained in some
Spec Ci. Since these are open, there is a principal open affine Spec Bgp ⊆
Spec Ci that contains p. Associating gp with its image under the in-
duced ring homomorphisms B → Ci and then Ci → Dij , it can be seen
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that Spec (Ci)gp
∼= Spec Bgp . The preimage of these sets is Spec (Dij)gp ,

and (Dij)gp is a finitely generated Bgp -algebra. Spec (Dij)gp cover the
preimage of Spec B, and since (Dij)gp is a finitely generated Bgp -algebra,
(Dij)gp is a finitely generated B-algebra (adding gp to the generating set).
Hence the preimage of Spec B can be covered by open affine Spec Ai such
that each Ai is a finitely generated B-algebra.

(⇐) Follows from by definition.

2. (⇒) Let f : X → Y be a quasi-compact morphism. Let Vi be an open
affine covering of Y such that f−1(Vi) is quasi-compact. Given any open
affine U ⊆ Y , cover U ∩ Vi by open sets in both U and Vi. Since U
is affine, and hence quasi-compact, we can pick a finite number of open
sets. Therefore f−1(U) is a finite union of the preimages of these open
sets. So it is enough to show each distinguished open set has a quasi-
compact preimage. Thus we are reduced to the case f : X → Y where X
is quasi-compact and Y = Spec B is affine. Cover X with finitely many
Spec Ai. Let fi : Spec Ai → Y be the restriction of f . Choose D(g) ⊆
Y . Then f−1

i (D(g)) = D(f#
i g). Finally, f−1(D(g)) =

⋃
f−1
i (D(g)) and

each D(f#
i g) is quasi-compact since it is isomorphic to Spec (Ai)f#

i g
, so

f−1(D(g)) is a finite union of quasi-compact spaces and is thus quasi-
compact.

(⇐) Follows from by definition.

3. (a) We only need to show that if f is of finite type then it is quasi-
compact. The others follow immediately from the definitions. Since
f is of finite type, there is a cover of Y by open affines Spec Bi whose
preimages are covered by finitely many open affines Spec Aij . By ex
2.2.13(b) that each Spec Aij is quasi-compact. In general, if a space
can be covered by finitely many quasi-compact opens, then it itself
is quasi-compact, so we have found an open affine cover of Y whose
preimages are quasi-compact. Hence f is quasi-compact.

(b) Follows directly from Ex 2.3.1, 2.3.2, and 2.3.3(a)

(c) Cover f−1(V ) by affines Ui = Spec Ai such that each Ai is a finitely
generated B-algebra. We can cover each of the intersections Ui ∩ U
with distinguished open sets in both U and Ui. Let Spec Afi =
Spec (Ai)gi be a cover of U by these principal open sets, which we
can choose to be finite since this morphism is quasi-compact. Since
each Ai is a finitely generated B-algebra, (Ai)gi = Afi is a finitely
generated B algebra, and therefore, since the Spec Afi form a finite
cover of U , the ring A is a finitely generated B-algebra.

4. Let Vi = Spec Bi be an affine cover of Y such that each preimage f−1Vi =
Ui = Spec Ai is affine, with each Ai a finitely generated Bi-module. Cover
each intersection U ∩ Ui with distinguished opens D(fij) = (Bi)fij of Ui.
Note that the preimage of D(fij) = Spec (Ai)fij , where fij is associated
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with its image in Ai. Since Ai is a finitely generated Bi-module, it follows
that (Ai)fij is a finitely generated (Bi)fij -module.

Now we have a cover of V = Spec B by opens Spec Bgi that are principal in
V and each of the preimages is Spec Ci, with each Ci a finitely generated
Bgi -module. Use the affine criterion from ex 2.2.17. Since Spec B is
affine, by ex 2.2.13(b), it is quasi-compact. So there is a finite subcover
{ Spec Bgi}n. Since this is a cover, the gi, . . . , gn generate the unit ideal.
This mean their image in Γ(U,OU ), where U = f−1Spec B also generate
the unit ideal. Furthermore, the preimage of each Spec Bgi is in fact
Ugi , where we associated gi with its image in Γ(U,OU ). So by the affine
criterion, U is affine.

Now let U = Spec A. We need to show that A is a finitely generated B-
module. But this follows from the fact that if f1, . . . fn ∈ B are elements
which generate the unit ideal, and Afi is a finitely generated Bfi-module
for every i, then A is a finitely generated B-module.

5. (a) Let p ∈ Y be a point. Since the morphism is by assumption finite,
there is an open affine Spec B containing p such that the pre-image
f−1Spec B is affine, say Spec A, where A is a finite B-module. So
we can immediately reduce to the case where X = Spec A and Y =
Spec B. To show that the preimage of p is finite, it is enough to
show that the fiber Spec A⊗ k(p) has finitely many primes. Since A
is a finite B-module, A ⊗B k(p) is a finite k(p)-module. That is, a
vector space of finite dimension. Hence there are a finite number of
prime ideals since A ⊗B k(p) is Artinian and thus the morphism is
quasi-finite.

(b) We can assume that Y is affine and it suffices to show that f(X)
is closed in Y . To say a finite morphism is closed is equivalent to
showing that if y 6∈ f(X), then there is a function g ∈ k[Y ] such
that g(y) = 1 and f(X) ⊆ Z(g). That is, k[X] is annihilated by
f∗(g). Let A = k[Y ], B = k[X], and let m be the maximal ideal of
A corresponding to the point y. By the Nullstellensatz, y 6∈ f(X)
iff f∗(m)B = B. Now, since B is a finite A-module, the required
assertion follows from Nakayama’s Lemma.

(c) Let X be the bug-eyed line (two copies of A1
k glued at the compliment

of a point P ) and let Y = A1
k = Spec k[x]. Let f : X → Y be the

morphism defined by gluing A1
k 7→ A1 outside of some fixed point P .

Then f is surjective and quasi-finite since it is the identity outside of
P and f−1(P ) consists of 2 points. f is of finite type since Y is affine
and f−1(Y ) has a covering of open affines Spec k[x], where k[x] is a
finite k[x]-algebra. Since f−1(Y ) is not affine, f is not finite by ex
2.3.4.

6. Let U = Spec A be an open affine subset of X. By definition, A is an
integral domain so (0) is a prime ideal. A closed subset V (I) contains (0)

44



iff (0) contains I, thus the closure of (0) is V ((0)), ie Spec A. Hence, by
uniqueness, (0) is the generic point η of X. OX(U)(0) = Oη is the fraction
field of OX(U).

7. [BLOG] Let f : X → Y be a dominant, generically finite morphism of
finite type of integral schemes, with X and Y both irreducible.

Step 1: Show k(X) is a finite field extension of k(Y): Choose an open affine
Spec B = V ⊂ Y and an open affine in its preimage Spec A = U ⊂ f−1V
such that A is a finitely generated B-algebra (by the finite type hypothe-
sis). Since X is irreducible, so is U , so A is integral.

Now A is finitely generated over B and therefore so is k(B) ⊗B A ∼=
B−1A. By Noether Normalization, there is an integer n and a morphism
k(B)[t1, . . . , tn]→ B−1A for which B−1A is integral over k(B)[t1, . . . , tn].
Since B−1A is integral over k(B)[t1, . . . , tn], the induced morphism of
affine schemes is surjective. But Spec B−1A has the same underlying
topological space as f−1(ηY ) ∩ U , which is finite by assumption. By
the Going-Up Theorem, Spec B−1A→ Spec k(B)[t1, . . . , tn] is surjective
(B−1A is integral and integral over k(B)[t1, . . . , tn]) we see that n = 0
and moreover, B−1A is integral over k(B). Since it is also of finite type,
this implies that it is finite over k(B). By clearing the denominators from
elements of A we get that k(B−1A) = k(A) is finite over k(B).

Step 2: Show for X and Y both affine: Let X = Spec A, and Y = Spec B
and consider a set of generators {ai} for A over B. Considered as an ele-
ment of k(A), each generator satisfies some polynomial in k(B) since it is
a finite field extension. Clearing denominators, we get a set of polynomials
with coefficients in B. Let b be the product of the leading coefficients in
these polynomials. Replacing B and A with Bb and Ab, all these lead-
ing coefficients become units, and so after multiplying by their inverses,
we can assume that the polynomials are monic. That is, Ab is finitely
generated over Bb and there is a set of generators that satisfy monic poly-
nomials with coefficients in Bb. Hence, Ab is integral over Bb and therefore
a finitely generated Bb-module.

Step 3: The general case: If X and Y are not necessarily affine, then take
an affine subset V = Spec B of X and cover f−1V with finitely many
affine subsets Ui = Spec Ai. By Step 2, for each i there is a dense open
subset of V for which the restriction of f is finite. Taking the intersection
of all these gives a dense open subset V ′ of V such that f−1V ′ ∩Ui → V ′

is finite for all i. Furthermore, by the previous step, we see that V ′ is in
fact a distinguished open of set of V . Shrink V ′ if necessary so that f−1V ′

is affine and replace V with V ′ and similarly replace Ui with Ui ∩ f−1V ′.
Since V ′ is a distinguished open in V , we still have an open affine subset
of Y and the Ui∩f−1V ′, now written as Ui, form an affine cover of f−1V ′.

Let U ′ ⊆
⋂
Ui be an open subset that is open in each of the Ui. Then

there are elements ai ∈ Ai such that U ′ = Spec (Ai)ai for each i. Since
each Ai is finite over B, there are monic polynomials gi with coefficients
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in B that the ai satisfy. Take gi of smallest possible degree so that the
constant terms bi are nonzero and define b =

∏
bi. Now the preimage of

Spec Bb is Spec ((Ai)ai)b (any i gives the same open) and ((Ai)ai)b is a
finitely generated Bb module. So we are done.

8. We have to check the patching condition. Let U and V be two open affine
subschemes of X. Let Ũ = Spec Ã and Ṽ = Spec B̃. We have to show
a canonical isomorphism ϕ : U ′ → V ′ where U ′ is the inverse image of
U ∩ V in Ũ and V ′ is the inverse image of U ∩ V in Ṽ .

Since it suffices to construct a conical morphism on an open cover, we can
assume that U and V are open affines of some common affine scheme W =
Spec C and that A = Cf and B = Cg, where f, b ∈ C. It suffices to check
that if Ã is the integral closure of A, then Ãf is the integral closure of Af .
It is clear that any element of Ãf is integral over Af . Indeed, if a/fk ∈ Ãf ,
where a ∈ Ã satisfies the monic polynomial xn + an−1x

n−1 + . . . + a0,
then a/fk satisfies the monic polynomial xn + bn−1x

n−1 + . . .+ b0, where
bi = ai/f

n(k−i). On the other hand, if u belongs to the integral closure of
Af , then u is a root of a monic polynomial xn+bn−1x

n−1 + . . .+b0, where
each bi ∈ Af . Clearing denominators, it follows that a = f lu ∈ Ã for some
power of f . Thus one can glue the schemes Ũ together to get a scheme X̃.
The inclusion A ↪→ Ã induces a morphism of schemes Ũ → U , and thus a
morphism of schemes Ũ → X. Arguing as before, these morphisms agree
on overlaps. It follows that there is an induced morphism X̃ → X.

Now suppose that there is a dominant morphism of schemes Z → X,
where Z is normal. This induces a dominant morphism ZU → U , where
U is an open affine subscheme and ZU is the inverse image of U . Thus
it suffices to prove the universal property of X in the case when X is
affine. Covering Z by open affines, it suffices to prove this result when Z
is affine. Using the equivalence of categories, we are reduced to proving
that if A ↪→ Ã is the inclusion of A inside its integral closure, and A→ B is
a ring homomorphism, with B integrally closed, then there is a morphism
Ã → B. Clearly there is such a morphism into the field of fractions L
of B. On the other hand, any element of the image is obviously integral
over the image of A, and so integral over B. But then the image of Ã lies
in B, as B is integrally closed. Suppose that X is of finite type. Clearly
we may assume that X = Spec A is affine. We are reduced to showing
that the integral closure Ã of a finitely generated k-algebra A is a finitely
generated A-module. Since this is a well known result in algebra, we are
done.

9. (a) A2
k = Spec k[x, y] = Spec (k[x]⊗ k[y]) = A1

k × A1
k. The points of A1

k

consist of the maximal ideals ma and the generic point η. The points
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of the product of sets are then ordered pairs

Points Closure
(ma,mb) {(ma,mb)}
(ma, η) {(ma,mb) | b ∈ k} ∪ {(ma, η)}
(η,mb) {(ma,mb) | a ∈ k} ∪ {(η,mb)}
(η, η) The whole space

Look at the prime ideal (xy − 1). Its closure is the set {(ma,mb) |
ab = 1}∪ {η}. Thus (xy− 1) is not a point of the product of the two
sets.

(b) As a topological space, X = Spec (k(s)×k(t)) contains many points.
k(s) × k(t) is the localization of k[s, t] by the multiplicative set S
generated by irreducible polynomials in s and t. But this leaves
many irreducible polynomials in both s and t which are not inverted,
and each of these will generate a prime ideal.

10. Let f : X → Y be a morphism, y ∈ Y a point, and k(y) be the residue
field of y. Let Spec k(y)→ Y be the natural morphism.

(a) Then Xy = X ×Y Spec k(y) ∼= f−1(V )×Spec A Spec k(Y ), where
y ∈ V = Spec A ⊆ Y some open affine. Then if f−1(V ) =

⋃
Spec

Bi,

f−1(V )×Spec A Spec k(y) = (
⋃

Spec Bi)×Spec A Spec k(y)
=
⋃

(Spec Bi ×Spec A Spec k(y))
=
⋃

Spec (Bi ⊗A k(y))
=
⋃
f−1|Spec Bi(y) (by claim below)

= f−1(y)

Claim: Spec (Bi ⊗A k(y)) = f−1|Spec Bi(y).
Proof: Let Bi = B, p = y ∈ Spec A. Then Spec (B⊗A(A/p)p) = Spec
(Bp⊗AA/p) = Spec (Bp/pBp). Now, Bp = { bd | d 6∈ f(p), d ∈ f(A)},
so Spec Bp = {q ∈ Spec B | q ∩ f(A) ⊆ f(p)} = {q ∈ Spec B |
f−1(q) ⊆ p}.
Therefore

Spec (Bp/pBp) = {q ∈ Spec B | f−1(y) ⊆ p, q ⊇ f(p)}
= {q ∈ Spec B | f−1(q) ⊆ p, f−1(q) ⊇ p}
= {q ∈ Spec B | f−1(y) = p}
= f−1(p)

Therefore Spec (Bi ⊗A k(y)) = f−1|Spec Bi(y)

(b) Let X = Spec k[s, t]/(s− t2). Let Y = Spec k[s]. Let f : X → Y be
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defined by s 7→ s. Let y ∈ Y be the point a ∈ k×. Then

Xy = Xa

= Spec k[s, t]/(s− t2)×Spec k[x] Spec k(y)
= Spec (k[s, t]/(s− t2)⊗k[s] k(a))
= Spec (k[s, t]/(s− t2)⊗k[s] k[s](s−a)/(s− a)k[s](s−a))
= Spec (k[s, t]/(s− t2)⊗k[s] k[s]/(s− a))
= Spec (k[s, t]/(s− t2, s− a)) (sinceM ⊗A/I ∼= M/IM)
= Spec (k[t]/(a− t2))

Now, if a = 0, Spec (k[t]/t2). The only prime ideal containing t2

is (t), which is nilpotent, and thus we get a non-reduced one point
scheme.
If a 6= 0, Spec (k[t]/(a− t2)) = Spec (k[t]/(

√
a− t)(

√
a+ t)) = Spec

(k[t]/(
√
a− t))× k[t]/(

√
a+ t) = Spec k× Spec k. Thus Xy consists

of two points, (0, 1) and (1, 0). The residue field k(a) = k(s − a) =
k[s](s−a)/(s− a)k[s](s−a) = (k[s]/(s− a))(s−a) = k(s−a) = k.
Let η be the generic point of Y , corresponding to the (0) ideal in
Spec Y . Then

Xη = Spec (k[s, t]/(s− t2)⊗k[s] k(s))
= Spec (k[s, t]/(s− t2)⊗k[s] k[s]0)
= Spec (k[s]\0)−1k[s, t]/(s− t2) (sinceB ⊗A S−1A ∼= S−1B)
= Spec (k(s)[t]/(s− t2))
= Spec of field

and thus we have a point point scheme, with residue field itself, so
the degree is 2 since s− t2 has degree 2 in t.

11. (a) Let Y ′ = Y ×X X ′, g : X ′ → X any morphism. To show that the
base change f : Y ′ → X ′ is a closed immersion, we can replace X ′ by
an affine open neighborhood U ′ of a point of f ′(Y ′). Furthermore,
we may assume that U ′ ⊆ g−1(U) for an affine open set U of Y . Set
U ′ = Spec A′ and U = Spec A. Since f is a closed immersion, we can
write f−1(U) = Spec B, where B ∼= A/I for some ideal I in A. Then
f ′−1(U ′) = Spec (A′ ⊗A B) ∼= Spec (A′/IA′). Hence f ′ : Y ′ → X ′ is
a closed immersion.

(b) See Shaf Bk 2, page 33

(c) Let Y be a closed subset of a scheme X, and give Y the reduced
induced subscheme structure. Let Y ′ be any other subscheme of X
with the same underlying topological space. Let f : Y ′ → X be
the closed immersion. Then clearly, as a map on topological spaces,

f : Y ′ → Y → X gives sp(Y )′
homeo
≈ sp(Y )

homeo
≈ sp(V (a)) ⊂ sp(X).

For any open set U in V (a) ⊂ X, since Y = V (a), U open in Y ,
the surjective map OX � f∗OY ′ extends to a surjective map OX �
f∗OY ′ � f∗OY . For the case when X is not affine, glue.
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(d) Let f : Z → X be a morphism. If Z is reduced, then the unique
closed subscheme Y of X such that f factors is clearly the reduced
induced structure on the closure of f(Z) by part c). If Z is not
reduced, factor f as f ′ : Z → Zred → X and then use the reduced
induced structure of f ′(Zred)−.

12. (a) Let ϕ : S → T be a surjective homomorphism of graded rings, pre-
serving degrees. Then ϕ(S+) = T+. By definition, U = {p ∈
Proj T | p 6⊇ ϕ(S+)}, and thus U = Proj T . The map f : Proj T →

Proj S is defined by p 7→ ϕ−1(p).
Show f is injective: Let ϕ−1(p) = ϕ−1(q) for p, q ∈ Proj T . If p 6=
q, choose x ∈ q\p. Since ϕ is surjective, ϕ−1(x) 6= ∅. If ϕ−1 ⊆
p, ϕ(ϕ−1(p)) is strictly bigger then p, which is a contradiction, so f
is injective.
Claim: f(Proj ) = V (a), where a =

⋂
p∈Proj T ϕ

−1(p). Let q ⊇ a and
let q′ be the inverse image of ϕ(q). Note that ϕ(q) is a homogeneous
prime ideal of B since ϕ is surjective. That is, if ab ∈ ϕ(q), with
both a and b homogeneous ideals, then a and b have homogeneous
pre-images whose product is contained in q, so at least one of a or b
is contained in ϕ(q). By definition, q′ ⊇ q. If the inclusion is proper,
pick x ∈ q′\q. Then there exists y ∈ q such that ϕ(s) = ϕ(y). But
then x−y ∈ q′\q and ϕ(x−y) = 0. But 0 ⊆ p for all prime ideals p in
B. Thus x−y ⊆ a which is a contradiction and thus q′ = q. Therefore
the claim that f(Proj T ) = V (a), where a =

⋂
p∈Proj T ϕ

−1(p) is
proven and f(Proj T ) is closed.
Thus f is a bijection, ϕ preserves inclusions of ideals, and thus f
is a homeomorphism. Finally the map on stalks is the same as the
localization map ϕ(p): S(p) → T ⊗S S(p), which is surjective since ϕ
is surjective. Thus f is a closed immersion.

(b) Let I ⊆ S be a homogeneous ideal and let T = S/I. Let Y be the
closed subscheme of X = Proj S defined as the image of the closed
immersion Proj S/I → X. There is a commutative diagram of graded
rings where the maps are projections:

S //

��

S/I ′

||zz
zz

zz
zz

S/I

This corresponds to a commutative diagrams of schemes:

Proj S Proj S/I ′oo

Proj S/I

OO 88qqqqqqqqqq
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The map S/I ′ → S/I is an isomorphism for degree d ≥ d0, so by
ex 2.14(c), the map Proj S/I → Proj S/I ′ is an isomorphism. The
commutative diagram shows that I and I ′ determine the same closed
subscheme.

13. Properties of Morphisms of finite type

(a) Let f : X → Y be a closed immersion and identify X with a closed
subset V ⊆ Y . Cover Y by open affines Ui = Spec Ai. Locally on
each Ui we have a closed immersion f−1(V ∩ Ui) → Ui which looks
like Ai → Ai/ai for some ideal ai ⊆ Ai. Then Ai/ai is a finitely
generated Ai-algebra, so f is a morphism of finite type.

(b) Let f : X → Y be a quasi-compact open immersion. Identify X with
an open affine U ⊆ Y . For any open affine V ⊆ Y , f−1(V ) = U ∩ V .
Cover this intersection with open sets distinguished in both U and
V . Since f is quasi-compact, we can choose a finite number of these
distinguished opens. If V = Spec A, then each distinguished open
in U ∩ V is Spec Af for some f ∈ A and Af is a finitely generated
A-algebra with generating set { 1

f }, so f is of finite type.

(c) Let f : X → Y and g : Y → Z be two morphisms of finite type.
Let h = g ◦ f and let U = Spec C be an open affine of Z. By
ex 3.3(b), g−1(U) can be covered by finitely many Spec Bi such
that Bi is a finitely generated C-algebra. Then f−1(Spec Bi) can
be covered by finitely many Spec Aij such that Aij is a finitely
generated Bi-algebra. Then we have C → Bi → Aij , so Aij is a
finitely generated C−algebra. To see this, it is enough to note for
some n,m, there exists a surjective homomorphism Bi[x1, . . . , xn] �
Aij and C[yi, . . . , yn] � B. This gives a surjective homomorphism
C[x1, . . . , xn, yi, . . . , ym] � Aij . Since h−1(U) =

⋃
Spec Aij , h is a

morphism of finite type.

(d) Let f : X → S and g : S′ → S be morphisms such that f is of finite
type. Let f ′ : X ′ → S′, where X ′ = X ×S S′. Pick an open affine
U = Spec A ⊆ S, with g−1(U) 6= ∅, and U ′ = Spec A′ ⊆ g−1(U)
such that f ′−1(U ′) 6= ∅. Cover f−1(U) be finitely many open affines
Vi = Spec Bi such that Bi is a finitely generated A-algebra. Now,
f ′−1(U ′) is covered by Vi ×U U ′ = Spec (Bi ⊗A A′). If {b1, . . . , br}
is a finite generating set for Bi as an A-algebra, then {bi ⊗A 1} is
a finite generating set for Bi ⊗A A′ as an A′-algebra. Cover S with
open affines Ui and let g−1(Ui) be a cover for S′. Then we can cover
each g−1(Ui) with open affines Vij = Spec A′ij whose preimage under
f ′ can be covered by finitely many Wijk = Spec B′ijk such that each
B′ijk is a finitely generated A′ij-algebra. So f ′ is a morphism of finite
type.

(e) The morphism X ×S Y → S can be factored X ×s Y
p2→ Y → S. The

first map is of finite type since X → S is of finite type and by part
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d). The second map is of finite type by assumption, so part c) then
gives that their composition X ×S Y → S is a morphism of finite
type.

(f) Let f : X → Y be a quasi-compact morphism. Let g : Y → Z
be a morphism such that h = g ◦ f is of finite type. Pick Spec
C ⊆ Z, Spec B ⊆ g−1(Spec C), Spec A ⊆ f−1(Spec B), each non-
empty. Then Spec A ⊆ h−1(Spec C), so by ex 3.3c), A is a finitely
generated C-algebra and we get homomorphisms C → B → A. If
{a1, . . . , an} are the generators for A as a C-algebra, there is a sur-
jective morphism C[x1, . . . , xn] → A defined by mapping xi 7→ ai.
Then this factors through a map B[x1, . . . , xn]→ A, where xi 7→ ai.
Since the C[x1, . . . , xn] → B[x1, . . . , xn] → A is a surjective map
from C[x1, . . . , xn] → A, B[x1, . . . , xn] → A is surjective, so A is a
finitely generated B-algebra. Finally, if Spec Ci is a cover of Z, then
there exists a cover Spec Bj of Y such that Spec Bj ⊆ g−1(Spec Ci)
for some i. So by the above argument, f−1(Spec Bj) can be cov-
ered by finitely many Spec Ajk such that Ajk is a finitely generated
Bj-algebra, so f is locally of finite type. By assumption, f is also
quasi-compact, so f is of finite type.

(g) Since Y is noetherian, it is quasi-compact, so we can cover it with
finitely many open affines Spec Bi. Then each f−1(Spec Bi) can be
covered by finitely many open affines Spec Aij each of which is quasi-
compact and such that f−1(Spec Bi) cover X. So X is a finite union
of quasi-compact sets, so X is quasi-compact. Also, each Aij is a
finitely generated Bi-algebra. Then Aij ∼= B[x1, . . . , xn]/a for some
n and some ideal a. Since Y is noetherian, Bi is a noetherian ring,
and so by the Hilbert Basis Theorem, B[x1, . . . , xn] is noetherian.
Since homomorphic images of noetherian rings are again noetherian,
we have covered X by noetherian rings and have shown it to be
quasi-compact. Thus X is a noetherian scheme.

14. We need to show that every open subset in a basis of the topology contains
a closed point and we can assume that X is affine. Clearly every affine
open set contains a closed point in its own topology. Such a closed point
is closed in the whole subscheme since closed points are precisely those
whose residue fields are finite extensions of k.

This is not true for an arbitrary scheme. Consider Spec k[X](x) = {0, (x)}.
Then (x) is a closed point and 0 is not, so the set of closed points is not
dense.

15. See ”Algebraic Geometry and Arithmetic Curves” by Qing Liu section
3.2.2 pg 89.

16. Let X be a noetherian topological space. Let P be a property of closed
subsets of X. Define S = {V ⊆ X | V 6= ∅, V is closed and does not
have property P}. If S 6= ∅, then S has a minimal element with respect
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to inclusion since X is noetherian. If every proper closed subset of Z
satisfies P , then so does Z be assumption. However, if there is a proper
closed subset of Z that does not satisfy P , then Z is not minimal, which
contradicts the choice of Z. So S = ∅ and X has property P .

17. (a) We have already seen in Caution 3.1.1 that sp(X) is a noetherian
topological space, so we just need to show that each closed irreducible
subset has a unique generic point. Note that for a closed irreducible
subset Z of any topological space and an open subset U , either U
contains the generic points of Z, or U ∩ Z = ∅ (since if η 6∈ U , then
U c is a closed subset containing η and so {η} ⊆ U c and therefore
U ∩ Z = ∅). So we can reduce to the affine case.
Let X be affine. Then the irreducible closed subsets correspond to
ideals I with the property that

√
I =

√
JK ⇒

√
I =

√
J or

√
K.

We claim that the ideals with this property are prime. To see this
suppose that fg ∈

√
I. Then

√
I = ((f)+

√
I)((g)+

√
I) and so either√

I = (f)+
√
I or
√
I = (g)+

√
I. Hence, either f ∈

√
I or g ∈

√
I. It

is straightforward that p is a generic point for V (p) so we just need to
show uniqueness. Suppose that p, q are two generic points for a closed
subset determined by an ideal I. Then p =

√
p =
√
I =
√

q. = q

(b) Let Z be a minimal nonempty closed subset. Since Z is minimal it is
irreducible and therefore, by the previous part has a unique generic
point η. For any point x ∈ Z, again since Z is minimal, we have
Z = {x} and so x = η by uniqueness of the generic point.

(c) Let x, y be the two distinct points and let U = {x}
c
. If y ∈ U , we

are done, so assume not. Then y ∈ {x}. If x ∈ {y}, then x and y
are both generic points for the same closed irreducible subset, which
contradicts the assumption they were distinct. Hence x ∈ {y}

c
.

(d) If η 6∈ U , then η ∈ U c, a closed subset, and so X = {η} ⊆ U c.
Therefore U = ∅.

(e) Let X =
⋃
Zi be the expression of X as a union of its irreducible

closed subsets. In particular, the Zi are the maximal irreducible
closed subsets. Let η be the generic point of Zi and x a point such
that η ∈ {x}. This implies that Zi ⊆ {x} and so since the Zi are
maximal, Zi = {x}. Since the generic points of irreducible closed
subsets are unique, this implies that η = x. So η is maximal. Con-
versely, suppose that η is maximal. η is in Zi for some i. If η′ is the
unique generic point of Zi, then η ∈ {η′} and so since η is maximal,
η = η′.
Let Z be a closed subset and z ∈ Z. Since {z} is the smallest closed
subset containing z, we have {z} ⊆ Z.

(f) Since the lattice of closed subsets of t(X) is the same as the lattice
of closed subsets of X, we immediately have the t(X) is noetherian.
Now consider η, a closed irreducible subset of X, and its closure {η}
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in t(X). This is the smallest closed subset of X containing η. Since η
is itself a closed subset of X, we see that this is η. So if η′ is a generic
point for {η} ⊆ t(X), then {η} = {η′}, and so η = η′. Hence each
closed irreducible subset has a unique generic point. If X is itself
a Zariski space, then there is a one-to-one correspondence between
points and irreducible closed subsets. Hence α is a bijection on the
underlying sets. It is straightforward to see that its inverse is also
continuous.

18. [BLOG] Let X be a Zariski topological space. A constructible subset of X
is a subset which belongs to the smallest family F of subsets such that (1)
every open subset is in F, (2) a finite intersection of elements of F is in F,
and (3) the complement of an element of F is in F

(a) Consider
∐n
i=1 Zi ∩ Ui ⊆ X, where Zi are closed subsets of X and

Ui are open subsets of X. Note that (1)+(3) implies that all closed
subsets of X are in F and (2)+(3) implies that finite unions of el-
ements of F are in F. Hence, as long as the Zi ∩ Ui are disjoint,∐n
i=1 Zi ∩ Ui =

⋃n
i=1 Zi ∩ Ui ∈ F.

Let F′ be the collection of subsets of X that can be written as a
finite disjoint union of locally closed subsets. We have just shown
that F′ ⊂ F, so by definition, if F′ satisfies (1), (2), and (3), then
F′ = F. We immediately have that (1) is satisfied since U ∩X = U
and X is closed. If

∐n
i=1 Zi ∩ Ui and

∐n
i=1 Z

′
i ∩ U ′i are two elements

of F′, then their intersection is(
n∐
i=1

Zi ∩ Ui

)
∩

(
n∐
i=1

Z ′i ∩ U ′i

)
=

n∐
i,j=1

(Zi ∩ Z ′j) ∩ (Ui ∩ U ′j)

which is in F′ so (2) is satisfied. Show (3) by induction on n. Let
F′n ⊂ F be the collection of subsets of X that can be written as a
finite disjoint union of n locally closed subsets. Note that

⋃
n F′n = F′

and that we have already shown that the intersection of an element
of F′n and an element of F′m is in F′. Let S ∈ F′1. So S = U ∩ Z.
Then its complement is

Sc = (U ∩ Z)c = U c ∪ Zc = U c
∐

(Zc ∩ U)

which is in F′. Now let S ∈ F′n and suppose that for all i < n,
complements of members of F′i are in F′. We can write S as S =
Sn−1

∐
S1 for some Sn−1 ∈ F′n−1 and S1 ∈ F′1. The complement of

S is then Scn−1 ∩ Sc1. We know that Scn−1 and Sc1 are in F′ by the
inductive hypothesis and we know that their intersection is in F′ by
(2) which we proved above. Hence Sc is in F′ and we are done.

(b) Let S ∈ F. if the generic point η is in S, then S ⊇ {η} = X, so S is
dense.
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For the converse, use the fact that for an irreducible Zariski space,
every non-empty open subset contains the generic point (Ex 3.17(d)).
Suppose S =

∐n
i=1 Zi ∩ Ui is dense. The closure S is the smallest

closed subset that contains S. So any closed subset, in particular⋃
Zi ⊇ S, contains its closure. Hence

⋃
Zi ⊇ S = X. But since

X is irreducible, Zi = X for some i. So up to re-indexing, S =
Un
∐

(
∐n−1
i=1 Zi∩Ui). Since every non-empty set contains the generic

point, S contains the generic point.

(c) It is immediate that the closed (resp. open) subsets are constructible
and stable under specialization (resp. generalization). Suppose that
S =

∐n
i=1 Zi ∩ Ui is a constructible set stable under specialization

and let x be the generic point of an irreducible component of Zi that
intersects Ui non-trivially. Since S is closed under specialization, S
contains every point in the closure of {x}. So S contains every point
of every irreducible component of each Zi. That is S ⊇

⋃
Zi. Now

consider a point x ∈ S. It is contained in some Zi, and so S ⊆
⋃
Zi.

Hence S =
⋃
Zi is closed.

Now let S be a constructible set, stable under generization. Then Sc

is a closed set, stable under specialization and therefore closed. So S
is open.

(d)

f−1

(
n∐
i=1

Zi ∩ Ui

)
=

n∐
i=1

f−1(Zi ∩ Ui) =
n∐
i=1

f−1(Zi) ∩ f−1(Ui)

Since f is continuous, f−1Zi is closed and f−1Ui is open. Hence the
preimage of a constructible set is constructible.

19. [BLOG]

(a) If S ⊆ X is a constructible set then we can restrict the morphism to
f |S : S → Y . So it is enough to show that f(X) itself is constructible.
If {Vi} is an affine cover of Y and {Uij} is an affine cover for each
f−1(Vi), then if f(Uij) is constructible for each i, j, then f(X) =⋃
f(Uij) is constructible, so we can can assume that X and Y are

affine. Similarly, if {Vi} are the irreducible components of Y and
{Uij} are the irreducible components of f−1(Vi), then if f(Uij) is
constructible for each i, j, then f(X) =

⋃
f(Uij) is constructible, so

we can assume that X and Y are irreducible. Reducing a scheme
doesn’t change the topology, so we can assume that X and Y are
reduced. Putting these last two together, we can assume that X and
Y are integral.
Now show that we can assume f to be dominant. Suppose that f(X)
is constructible for every dominant morphism. We have an induced
morphism f ′ : X → f(X) = C from X into the closure of its image C.
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Then f ′ is certainly dominant, so f ′(X) is constructible in C. This
means that it can be written as

∐
Ui ∩Zi, a disjoint union of locally

closed subsets. Since C is closed in Y , each Zi is still closed in Y .
The subsets Ui on the other hand, can be obtained as U = Vi∩C for
some open subsets Vi of Y by the definition of the induced topology
on C. We now have f(X) =

∐
Ui ∪ Zi =

∐
Vi ∩ (C ∩ Zi), which is

constructible.

(b) Let n be the number of generators of B as an A-algebra. We split
the proof of the algebraic result into the cases n = 1 and n > 1. If
n = 1, write B = A[t], where t ∈ B generates B as a A-algebra.
Pick a non-zero b ∈ B and write it as b = cdt

d + cd−1t
d−1 + . . .+ c0,

where cd 6= 0, ci ∈ B. If t has no relations, ie B is the polynomial
ring in one variable over A, let a = ad. Let K be an algebraically
closed field, and let ϕ : A→ K such that ϕ(a) 6= 0. The polynomial∑d
i=0 ϕ(ai)xi has d roots, and K is infinite, so there exists r ∈ K

such that
∑d
i=0 ϕ(ai)ri 6= 0. Extend ϕ to ϕ′ : A[t]→ K by mapping

t to r.
Now suppose that t ∈ K(B) is algebraic over K(A), where K(A) is
the quotient field of A. Then there exists equations

∑d
i=0 ait

i = 0
and

∑e
i=1 a

′
i(b
−1)i = 0, where ai, a′i ∈ K(A) and ad 6= 0, a′e 6= 0. Let

a = ada
′
e. Let K be algebraically closed and let ϕ : A→ K such that

ϕ(a) 6= 0. First extend ϕ to Aa → K in the obvious way by sending
1
a to 1

ϕ(a) . Next extend ϕ to some valuation ring R ⊇ Aa. From the
equations, t, b−1 are both integral over Aa. Since the integral closure
of Aa =

⋂
{valuation rings of K(Aa)}, t, b−1 ∈ R. Since t ∈ R, so is

b, so b ∈ R×. Therefore the extension R→ K maps b to x 6= 0. Since
t ∈ R, A ⊆ R, restrict to B to get a map ϕ′ : B → K that maps b to
a non-zero element.
For n > 1, proceed by induction.

(c) By part b), there exists some a ∈ A such that D(a) ⊆ f(X). We will
show that f(X) ∩ V (a) is constructible in Y . If this intersection is
empty, we are done, so assume not. Note that V (a) = Spec (A/(a)),
so consider the map f ′ : Spec B/aB → Spec A/(a) induced by f ,
whose image is f(X) ∩ V (a). Since A → B is injective, A/(a) →
B/aB is injective, so f ′ is dominant. Also, both rings are Noethe-
rian, so the ideal (a) has a primary decomposition

⋂
pi, where pi

are primary ideals. Furthermore,
√

pi are prime, so relabel these as
p1, . . . , pn. Then

√
(a) =

⋂
pi so V (a) =

⋃
V (p1) as topological

spaces since V (a) = V (
√
a) as topological spaces. For each piB,

we can do the same since B is noetherian, so we have maps Spec
B/qj → Spec A/pi for primes aj ∈ Spec B, and the union of their
images is f(X) ∩ V (a). While the scheme structure may be differ-
ent, constructibility is a topological property and we are preserving
the underlying topological space. These maps now involve integral
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domains, so each image contains a nonempty subset by part b), and
hence is constructible in V (pi) by Noetherian induction. A locally
closed subset of V (pi) is also a locally closed subset of Spec B, so
in fact images of Spec B/qj → Spec A/pi are constructible in Spec
B. Since constructibility is closed under finite unions, f(X) ∩ V (a)
is constructible. Thus f(X) is constructible.

(d) Let f : A1
k → P2

k be a morphism given by x 7→ (x, 1, 0). Then f(A1
k)

is neither open nor closed since (x, 1, 0) is not the zero set of any
ideal of homogeneous polynomials, and neither is its complement.

20. Let X be an integral scheme of finite type over a field k.

(a) For any closed point P ∈ X, let Spec A be the affine scheme con-
taining it. Let m be the corresponding maximal ideal of P in Spec
A. Then

dim X = dim A (by 1.1)
= ht m + dim A/m (since A/m is a field, has dim = 0)
= ht mAm

= dim OP

(b) Let K(X) be the function field of X. By Them 1.8A, since X is an
integral domain of finite type, by part a) of the theorem, dim X =
tr.d K(X)/k.

(c) Let Y be a closed subset of X. Then codim (Y,X) = codim (Spec
B/b, Spec B) = infp⊇b codim (Spec B/b, Spec B) = infp⊇b ht (p) =
infp∈Y dim Op,X

(d) If Y is irreducible, this is 1.8.A(b). If Y is reducible, let Z ⊆ Y
be an irreducible closet subset of largest dimension. Then dim Y+
codim(Y,X) = dim Z+ codim(Z,X) = dim X.

(e) This is prop 1.10

(f) if k ⊆ k′ is a field extension, dim X ′ = dim (X ×k k′) = dim X+
dim k = dim X.

21. For (e), consider Spec R[t]u ⊆ Spec R[t], where mR = (u). Then with
K = Q(R), dim R[t]u = dim K[t] = 1 6= 2 = dim R[t] For (a) and (d)
it suffices to find a maximal ideal of height 1. Consider (ut − 1). In
R[t]/(ut− 1), t becomes an inverse for u and thus this ring is Q(R). R[t]
is a UFD so every principal prime ideal has height one. P = (ut− 1) for
(a) and Y = V (P ) for (d).

22. Ingredients:

4 tablespoons mayonnaise, 2 tablespoons Creole mustard, 1/2 teaspoon
Creole seasoning, 1/8 teaspoon freshly ground black pepper, 1 tablespoon
finely chopped fresh parsley, 1 tablespoon finely chopped green onion, 2
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teaspoons finely minced red bell pepper, optional, 1 pound jumbo lump
crabmeat, 1 1/4 cup fresh fine bread crumbs, divided,

Preparation: Combine mayonnaise, mustard, parsley, and seasonings; set
aside. Drain crabmeat; gently squeeze to get as much of the liquid out
as possible. Put crabmeat in a bowl. With a spatula or wooden spoon,
fold in mayonnaise mixture and 1 cup of the bread crumbs, just until
blended. Shape into 8 crab cakes, about 2 1/2 inches in diameter. I use a
biscuit or cookie cutter with an open top to shape the cakes and press the
ingredients down to make them hold together. Press gently into reserved
crumbs. Cover and chill for 1 to 2 hours. Heat clarified butter or oil over
medium heat. Fry crab cakes for about 5 minutes on each side, carefully
turning only once. Serve with lemon wedges and Remoulade or other
sauce.

23. Let V,W be two varieties over an algebraically closed field and let V ×W
be their product. First show that t(V )×k t(W ) is an abstract variety (ie an
integral separated scheme of finite type over an algebraically closed field
k). By Corr 4.6(d), t(V )×k t(W ) is separated, and since k is algebraically
closed, it is integral by prop 4.10 and of finite type. So t(V )×kt(W ) = t(Y )
for some variety Y . But then Y clearly satisfies the universal property, so
Y = V ×W by uniqueness.

2.4 Separated and Proper Morphisms

1. Let f : X → Y be a finite morphism. Since properness is local and f is
finite, we can take both X and Y to be affine, say Spec B and Spec A
respectively. Let R be a valuation ring and K its quotient field. Consider
the following commutative diagram:

Spec K v //

i

��

X

f

��
Spec R u //

;;w
w

w
w

w
Y

Since everything is affine, we can turn this diagram into a commutative
diagram of rings:

K Bv
oo

~~~
~

~
~

R

i

OO

Au
oo

f

OO

Now, since A→ B is finite, B is integral over A (AM Remark p 60). Then
u(A) ↪→ v(B) is integral. But since R is a valuation ring, R is integrally
closed. Since u(A) ⊆ R and R is integrally closed, v(B) ⊆ R. Thus by
the Valuative Criterion of Properness, f : X → Y is proper.
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2. Let U be the dense open subset of X on which f and g agree. Let Z =
X ×S Y . Consider f × g : X → Y ×S Y. Then (f × g)(U) is contained
in ∆(Y ) by assumption. Since Y is separated, ∆(Y ) is closed. Thus
(f × g)−1(∆(Y )) is a closed set containing the dense set U , ie all of X. So
(f × g)(X) ⊆ ∆(Y ). Thus f = g as maps of topological spaces. To prove
equality of the sheaf maps, it suffices to show equality locally. So we can
let X = Spec B and Y = Spec A and let U = D(h). Then the associated
map on rings f : A → Bh and g : A → Bh are the same by assumption.
Thus for all a ∈ A, f(a)

1 = g(a)
1 , so there exists an integer na such that

hna(f(a) − g(a)) = 0. Thus Im(f − g) ⊆
⋃

Ann(hn). A simple check
shows that D(h) ⊆ V (Ann (h)). Because X is reduced, and U = D(h) is
dense by assumption, this forces Ann(h) = 0. Similarly, Ann(hn) = 0 for
all n. Thus f : A → B and g : A → B are equal, so the morphisms f, g :
Spec B → Spec A are equal.

a) Consider the case when X = Y = Spec k[x, y]/(x2, xy), the affine
line with nilpotents at the origin, and consider the two morphisms f, g :
X → Y , one the identity and the other defined by x 7→ 0, ie killing the
nilpotents at the origin. These agree on the complement of the origin,
which is a dense open subset, but the sheaf morphism disagrees at the
origin.

b) Consider the affine line with two origins. Let f and g be the two open
inclusions of the regular affine line. They agree on the complement of the
origin, but send the origin two different places.

3. Consider the commutative diagram

U ∩ V //

��

U ×S V

��
X

∆ // // X ×S X

Since X is separated over S, ∆ is a closed immersions. Closed immersions
are stable under base extensions (ex II.3.11(a)) and so U ∩ V → U ×S V
is a closed immersion. But U ×S V is affine since all of U, V, S are. So
U ∩V → U ×S V is a closed immersion into an affine scheme and so U ∩V
is affine (ex II.3.11(b)).

For an example when X is not separated, consider the affine plane with
two origins and the two copies U, V of the usual affine plane inside it as
open affines. Then U ∩ V is A2 − {0} which is not affine (ex I.3.6).

4. [BLOG] Since Z → S is proper and Y → S is separated, by Cor. II.4.8e,
Z → Y is proper. Proper morphisms are closed by definition and so f(Z)
is closed in Y .

Now show that f(Z) is proper over S:
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Finite type : This follows from it being a closed subscheme of a scheme Y
of finite type over S. (ex II.3.13(a)

Separated : This follows from the change of base square and the fact that
closed immersions are preserved under base extensions

f(Z) //

∆

��

Y

∆

��
f(Z)×S f(Z) // Y ×S Y

Universally closed: Let T → S be some other morphism and consider the
following diagram:

T ×S Z //

f ′

��

Z

f

��
T ×S f(Z)

s′

��

// f(Z)

s

��
T // S

Show that T ×S Z → T ×S f(Z) is surjective: Suppose x ∈ T ×S f(Z)
is a point with residue field k(x). Following it horizontally we obtain a
point x′ ∈ f(Z) with residue field k(x′) ⊂ k(x) and this lifts to a point
x′′ ∈ Z with residue field k(x′′) ⊃ k(x′). Let k be a field containing
both k(x) and k(x′′). The inclusions k(x′′), k(x) ⊂ k give morphisms Spec
k → T ×S f(Z) and Spec k → Z which agree on f(Z) and therefore lift
to a morphism Spec k → T ×S Z, giving a point in the preimage of x. So
T ×S Z → T ×S f(Z) is surjective.

Now suppose that W ⊆ T ×S f(Z) is a closed subset of T ×S f(Z). Its
vertical preimage (f ′)−1W is a closed subset of T ×S Z and since Z → S
is universally closed, the image s′ ◦ f ′((f ′)−1(W )) in T is closed. As f ′ is
surjective, f ′((f ′)−1(W )) = W and so s′ ◦f ′((f ′)−1(W )) = s′(W ). Hence,
s′(W ) is closed in T .

5. [BLOG] Let X be an integral scheme of finite type over a field k, having
a function field K.

(a) Let R be the valuation ring of a valuation on K. Having center on
some point x ∈ X is equivalent to an inclusion Ox,X ⊆ R ⊆ K (such
that mR ∩ Ox,X = mx) which is equivalent to a diagonal morphism
in the diagram

59



Spec K //

��

X

��
Spec R

99ssssssssss
// Spec k

But by the valuative criterion for separability, this diagonal morphism
(if it exists) is unique. Therefore, the center, it is exists, is unique.

(b) Same argument as in a), except the valuative criterion now tells us
that exactly one such diagonal morphism exists, so every valuation
of K/k has a unique center.

(c) Ingredients: 2 eggs,1/2 cup milk,3 slices bread, crumbled, 2 pounds
lean ground beef,1/2 cup finely chopped onion,2 tablespoons chopped
parsley,1 clove garlic, smashed, minced,1 teaspoon salt,1/2 teaspoon
pepper Preparation: In a medium bowl, beat eggs lightly; add milk
and bread and let stand for about 5 minutes. Add ground beef, onion,
parsley, garlic, salt, and pepper; mix gently until well blended. Shape
into about 24 meatballs, about 1 1/2 inches in diameter. Place meat-
balls in a generously greased large shallow baking pan. Bake meat-
balls at 450 for 25 minutes. In a Dutch oven, in hot oil over medium
heat, saut onion until tender and just begins to turn golden. Add
remaining sauce ingredients; bring to a boil. Reduce heat, cover, and
simmer for 30 minutes. Taste and adjust seasoning, adding more
salt, if necessary. Add meatballs; cover and simmer 50 to 60 min-
utes longer, stirring from time to time. Cook spaghetti according to
package directions; drain. Serve spaghetti topped with meatballs in
sauce; sprinkle with grated Parmesan cheese.

(d) Suppose that there is some a ∈ Γ(X,OX) such that a 6∈ k. Consider
the image a ∈ K. Since k is algebraically closed, a is transcendental
over k and so k[a−1] is a polynomial ring. Consider the localization
k[a−1](a−1). This is a local ring contained in K and therefore there is a
valuation ring for R ⊂ K that dominates it. Since mR∩k[a−1](a−1) =
(a−1) we see that a−1 ∈ mR.

Now since X is proper, there exists a unique dashed morphism in the
diagram on the left:

Spec K //

��

X

��
Spec R

99s
s

s
s

s
// Spec k

K Γ(X,OX)oo

zzu
u

u
u

u

R

OO

koo

OO

Taking global sections gives the diagram on the right which implies
that a ∈ R and so vR(a) ≥ 0. But a−1 ∈ mR and so vR(a−1) >
0. This gives a contradiction since 0 = vR(1) = vR(aa ) = vR(a) +
vR( 1

a ) > 0.
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6. Since X and Y are affine varieties, say Spec A and Spec B respectively,
by definition they are integral and so f : X → Y comes from the ring
homomorphism B → A, where A and B are integral domains. Let K =
k(A). Then for the valuation ring R of K that contains ϕ(B) we have a
commutative diagram

Spec K //

��

X

��
Spec R

;;w
w

w
w

w
// Y

Since f is proper, the dashed arrow exists. From Thm II.4.11A, the in-
tegral closure of ϕ(B) in K is the intersection of all valuation rings of K
which contain ϕ(B). As the dashed morphism exists for any valuation ring
K containing ϕ(B), it follows that A is contained in the integral closure of
ϕ(B) in K. Hence every element of A is integral over B, and this together
with the hypothesis that f is of finite type implies that f is finite.

7. [BLOG] Schemes over R.

(a)

(b) Since X0 ×R C ∼= X if X0 is affine then certainly X is. Conversely, if
X = Spec A is affine, then X0 = Spec Aσ

(c) Given f0, we get that f commutes with the involution. Conversely,
suppose that we are given f that commutes with σ. In the case where
Y = Spec B and X = Spec A, we get an induced morphism on σ
invariants Aσ → Bσ and this gives us the morphism X0 → Y0. If
X and Y are not affine then take a cover of X by σ preserved open
affines {Ui} and for each i take a cover {Vij} of f−1Ui with each Vij
a σ-preserved open affine of Y . Let π : Y → Y0 be the projection
and recall that it is affine by part b). In the affine case we get
π(Vij) → π(Ui) and we can glue these together to give a morphism
Y0 → X0.

(d) See Case II of part (e)

(e) Case I: σ has no fixed points: Let x ∈ X ∼= P1
C be a closed point and

consider the space U = X\{x, σx}. Since σ has no fixed points, and
PGLC(1) is transitive on pairs of distinct points, we can find a C-
automorphism f that sends (x, σx) to (0,∞). Therefore assume that
x and σx are 0 and ∞ and so U ∼= Spec C[t, t−1]. Note that the
lift of σ is still C semi-linear by the commutativity of the following
diagram:

X
f //

��

X

��

σ // X

��

f−1
// X

��
C id // C α // C id // C
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Now σ induces an invertible semi-linear C-algebra homomorphism
on C[t, t−1]. We will show that σ acts via t 7→ −t−1. The element
t must get sent to something invertible and therefore gets sent to
something of the form atk for some k ∈ Z. Since σ2 = id, it follows
that k = ±1. Furthermore, by considering σ on the function field
C(t), it can be seen that k = −1 since otherwise the valuation ring
C[t](t) ⊂ C(t) would be fixed, implying that σ has a fixed point. Now
tσt = a is fixed by σ and σ acts by conjugation on constants, thus
a ∈ R. If a is positive, the ideal (t −

√
a) is preserved contradicting

the assumption of no fixed points, so a ∈ R≤0. Now replacing t with
1√
−a

by a change of coordinates. With this new t, our involution is

t 7→ −t−1.

Now rewrite C[t, t−1] as
C[XZ ,

Y
Z ]

(1 + XY
Z2 )

via
X

Z
7→ t−1 and

Y

Z
7→ −t, so the

involution acts by switching X
Z and Y

Z (and conjugation on scalars).
Now consider the two subrings C[−t] and C[t−1] of the function field
C(t). We have isomorphisms

C[ YX ,
Z
X ]

( YX+( ZX )2)
∼= C[−t] t = Z

X

C[XY ,
Z
Y ]

(XY +( ZY )2)
∼= C[t−1] −t−1 = Z

Y

and σ acts by switching these two rings and conjugation on scalars.
These open affines patch together in a way compatible with σ to form
an isomorphism

Proj
C[X,Y, Z]
(XY + Z2)

∼= P1
C

where σ acts on the quadric by switching X and Y , and conjugation
on scalars. Making a last change of coordinates U = 1

2 (X + Y ) and
V = i

2 (Y −X), we finally get the isomorphism

Q := Proj
C[X,Y, Z]

(U2 + V 2 + Z2)
∼= Proj

C[X,Y, Z]
(XY + z2)

∼= P1
C = X

where σ acts on Q by conjugation of scalars alone. Hence

X0
∼= Q0 = Proj

R[X,Y, Z]
(U2 + V 2 + Z2)

Case II: σ has at least one fixed point: Now suppose that σ fixes a
closed point of x. This means that σ restricts to a semi-linear au-
tomorphism of the complement of the fixed point Spec C[t] ⊂ P1

C.
Since σ is invertible, t gets sent to something of the form at + b.
There exists a change of coordinates s = ct + d such that σs = s
and so in these new coordinates we get a σ invariant isomorphism
X ∼= P1

R ⊗R C.
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8. [BLOG] Let P be a property of a morphism of schemes such that:

(a) a closed immersion has P;

(b) a composition of two morphism having P has P;

(c) P is stable under base extension.

(d) Let X
f→ Y and X ′

f ′→ Y ′ be the morphisms. The morphism f × f ′
is a composition of base changes of f and f ′ as follows:

X

��

X ×X ′

::vvvvvvvvv

��

Y

Y ×X ′

::vvvvvvvvv

##H
HH

HH
HH

HH

��

X ′

��

Y × Y ′

##H
HHHHHHHH

Y ′

Therefore f × f ′ has property P.

(e) Same argument as above but note that since g is separated, the di-
agonal morphism Y → Y ×Z Y is a closed embedding and therefore
satisfies P
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Y

��

X

f

88qqqqqqqqqqqq

��

Y ×Z Y

X ×Z Y

88rrrrrrrrrr

&&MMMMMMMMMMM

��

X

��

Y
g

&&MMMMMMMMMMMM

Z

(f) Consider the factorization:

Xred

fred

##

id

((

Γfred

&&MMMMMMMMMM

Yred ×Y Xred

��

// Xred

��
Yred // Y

The morphism Xred → X → Y is a composition of a closed im-
mersion and a morphism with the property P and therefore it has
property P. Therefore the vertical morphism from the fiber prod-
uct is a base change of a morphism with property P and therefore
by assumption has property P. To see that fred has property P, it
remains only to see that the graph Γfred has property P. For then
fred will be a composition of morphisms with property P. To see this
recall that the graph is the following base change:

Xred
//

Γ

��

Yred

∆

��
Xred ×Y Yred // Yred ×Y Yred

But Yred×Y Yred = Yred and ∆ = idYred . So ∆ is a closed immersion
and Γ is a base change of a morphism with property P.
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9. Let X
f→ Y

g→ Z be two projective morphisms. This gives rise to a
commutative diagram:

X
f ′ //

f
##G

GGGGGGGG Pr × Y

��

id×g′// Pr × Ps × Z

��
Y

g′ //

g

''NNNNNNNNNNNNNN Ps × Z

��
Z

where f ′ and g′, and therefore id × g′ are closed immersions. Now using
the Segre embedding, the projection Pr × Ps × Z → Z factors as

Pr × Ps × Z → Prs+r+s × Z → Z

So since the Segre embedding is a closed immersion, we are done since we
have a closed immersion X → Prs+r+s which factors g ◦ f .

10. See Shaf, Bk 2, pg 69 for the statement about complete varieties.

11. (a)
(b) The only reason we needed to consider arbitrary valuation rings was

because Thm 6.1A only gives us that some valuation ring dominates
the local ring of η0 on {ηi} (see pg 99). But now by part a), we are
allowed to consider only discrete valuation rings.

12. (a) Let R ⊂ K be a valuation ring of K. We will show that mR is princi-
pal, which will imply that R is discrete. Let t ∈ mR. If (t) = mR, then
we are done. If not, choose some s ∈ mR\(t). Note that t is transcen-
dental over k. To see this, suppose that it satisfies some polynomial∑n
i=0 ait

i = 0 with a0 6= 0. Then a0 = t
∑
ait

i−1 and so a0 ∈ (t).
But a0 is a unit so we get a contradiction, hence there is no such poly-
nomial. Now since K has dimension 1 and t is transcendental, K is
a finite algebraic extension of k(t). The element s 6∈ (t) and so it is
algebraic over k. Hence it satisfies some polynomial with coefficients
in k(t). Let

∑n
i=0 ais

i = 0, with a0 6= 0 be this polynomial. Then
a0 = s

∑
ais

i−1. Write a0 = f(t)
g(t) . Then we have f(t)

g(t) = s
∑
ais

i−1

and so f(t) = g(t)s
∑
ais

i−1 implying that f(t) ∈ (s) ⊆ mR. Since
t ∈ mR, the polynomial f(t) can not have any constant term, else
this term would be in mR contradicting the fact that it is a proper
ideal) and so t ∈ (s) and hence (s) ⊃ (t). If (s) = mR we are done,
so assume not. Repeat the above process to obtain an increasing
chain of ideals (t) ⊂ (s) ⊂ (s1) ⊂ . . . all contained in mR. Since R
is noetherian, this chain must stabilize and so there is some si such
that (si) = mR. Hence mR is principal and therefore by Thm 1.6.2A,
the valuation ring R is discrete.
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(b) i. Consider an affine neighborhood Spec A of X. Let x1 correspond
to the prime ideal p ⊆ A of height 1. Then OX,x1

∼= Ap, which
is a Noetherian local domain of dimension 1. X is nonsingular
so A is integrally closed and thus so is Ap. By Thm 1.6.2A, Ap

is a DVR. R = OX,x1 clearly has center x1.
ii. Assume X ′ is nonsingular. Then by the previous part, R is a

DVR. f induces an inclusion OX,x ↪→ R, so R dominates OX,x0

iii. R is clearly a valuation ring which dominates OX,x1 .

2.5 Sheaves of Modules

1. Let (X,OX) be a ringed space and let E be a locally free OX -module of
finite rank. Define E ∗ to be the sheaf HomOX (E ,OX)

(a) We can cover X with open sets Uα with E |Uα free of rank nα. First
consider X = Uα. An element of HomOX (OnX ,OnX)(X) is determined
by where it takes the standard basis elements in OnX(X), and simi-
larly for any subset U of X. So HomOX (OnX ,OnX)(X) ∼= OnX . Taking
the dual is equivalent to applying Hom again, which is again isomor-
phic to OnX . But the isomorphism with the double dual is canonical,
so we can patch these isomorphisms on each Uα together to get an
isomorphism E ∗∗ ∼= E

(b) Define a map on any open set U where E is free: HomOX (E |U ,OX |U )⊗OX(U)

F (U)→HomOX (E |U ,F |U ) by taking
∑
ěi⊗ai to the map sending ěi

to ai from E |U (U) to F |U (U). This determines the whole morphism.
It is injective and surjective, so thus an isomorphism. Now glue all
the maps and take the sheafification to get the desired isomorphism.

(c) This follows immediately from the sheafification of the module iso-
morphism (AM p 28): Hom(M ⊗ N,P ) ∼= Hom (M,H om(N,P )),
making the obvious module substitutions.

(d) If E is free of finite rank, write E ∼= OnY . Then

f∗(F ⊗OX f∗E ) ∼= f∗(F ⊗OX f∗(OnY ))
∼= f∗(F ⊗OX OnX)
∼= f∗(F ⊗OX OX)n
∼= f∗(F )n
∼= f∗(F )⊗OnY∼= f∗(F )⊗OY E

If E is locally free, then do the same argument as above on an open
cover {Ui} and glue on intersections.

2. Let (R,m) be a DVR and K = R0 its field of fractions. Let X = Spec R.

(a) X = {0,m} and the nontrivial open sets of X are X, and {0}. Now
OX(X) ∼= R and OX({0}) ∼= K, so to give an OX module F , it is
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equivalent to give anR-moduleM and aK-module L. The restriction
map f : OX(X) → OX({0}), (equivalently f : M → L) is an R-
module homomorphism. We can then define an R-linear map ρ :
M ⊗R K → L such that ρ(m ⊗ k) = kf(m). Conversely, given ρ,
define f : M → L by f(m) = ρ(m⊗ 1). Them f(rm) = ρ(rm⊗ 1) =
rρ(m⊗ 1) = rf(m).

(b) Let F be the OX module. Since K ∼= R0,M⊗RK ∼= M⊗RR0
∼= M0.

F is quasicoherent iff F = M̃ iff L ∼= M0 iff L ∼= M ⊗RK iff ρ is an
isomorphism.

3. Let X = Spec A be an affine scheme. If f : M̃ → F is a homomorphism,
then we get a “global section” homomorphism f(X) : M̃(X) → F (X),
which is equivalent to f(X) : M → Γ(X,F ). Conversely, if we are given a
map f : M → Γ(X,F ), define a map f# locally on D(f), f#|D(f)(mg ) 7→
f(m)
g . Then globally, f#

X = f , so the map f 7→ f# is injective. However,
if f# induces f it is also clear that f induces f#, so f 7→ f# is surjective.
Thus HomA(M,Γ(X,F )) ∼= HomOX (M̃,F ).

4. Let X be a scheme and F an OX -module. Assume that F is quasi-
coherent. Then for every open neighborhood U , F |U ∼= M̃ . If {mi}i∈I
is a set of generators of M , then the A-homomorphism AI

φ→ M defined
by (ai)i∈I 7→

∑
i∈I aiMi is surjective. Constructing a free A-module AJ

similarly with kerφ, we have an exact sequence

AJ → AI � M → 0

Since ˜ is an exact functor, we have

ÃJ → ÃI � M̃ → 0

and thus M̃ ∼= F |U is the cokernel of free sheaves on U .

Conversely, let F be a sheaf such that for every neighborhood U F is
the cokernel of a morphism of free sheaves on U . Then we have the exact
sequence

F ′ → F ′′ � F |U → 0

Then since F and F ′′ are free and thus quasicoherent, by Prop 5.7, F |U
is quasicoherent as well.

The proof for X noetherian is similar and uses the fact that a submodule
of a finite module over a Noetherian ring is finite.

5. Let f : X → Y be a morphism of schemes.

(a) Let f : A2
k → A1

k be the projection to the x-axis. Then Γ(A2
k, f∗OA2) =

k[x, y], which is not a finite k[x]-module, so f∗OA2 is not coherent.
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(b) Let f : X → Y be a closed immersion. Let X =
⋃
Ui be an

affine open cover of X, where Ui = Spec Ai. Then f : f−1(Ui) →
Ui is a closed immersion. By Ex II.3.11(b) these are of the form
Spec(Ai/Ii) → Spec Ai for some ideal Ii. Since Ai/Ii is a finite
Ai-module, f is finite.

(c) Let f : X → Y be a finite morphism of noetherian schemes and let
F be coherent on X. Pick an affine open cover for X =

⋃
Spec

Ai. It is enough to show this locally by restricting f to one of these
covers. We get a map f : Spec B → Spec A, where B is a finite A-
module and F |Spec B = M̃ for some A-module M . Then f∗F (Spec
A) ∼= B ⊗AM is just the extension of scalars. Since both B and M
are finite A-modules, so is their tensor product. Thus f∗(F )|Spec B

is coherent.

6. (a) Let A be a ring, M an A-module. Let X = Spec A, and F = M̃ .
Let p ∈ V (Ann m). Then p ⊇ Ann m, so localizing at p means
everything in Ann m is localized as well. So mp 6= 0 and thus p ∈
Supp m. Conversely, let p ∈ Supp m. Then mp 6= 0 is equivalent
to am 6= 0 for a 6∈ p. Thus a 6∈ Ann m, so Ann m must have been
localized as well. So Ann m ⊆ p, which is equivalent to p ∈ V (Ann
m). Thus V (Ann m) = Supp m.

(b) Let A be noetherian and M finitely generated, say M = Am1 + . . .+
Amn. Then Ann M =

⋂
Ann mi. Also, Supp F = Supp M̃ =

{p ∈ Spec A |Mp 6= 0}. Since Mp is generated by the images of the
generators mi, Mp 6= 0 iff some mi 6= 0 in Mp iff some Ann(mi) ⊆ p
iff Ann M =

⋂
Ann mi ⊆ p iff p ∈ V (Ann M).

(c) The support of a coherent sheaf is locally closed by part b), so is
closed on all of X. (Closed is a local property)

(d) Let U = X − Z and j : U ↪→ X be the inclusion. Let U = V (a)c.
From I.1.20(b), we get an exact sequence

0→H 0
Z (F )→ F → j∗F

By prop I.5.8(c), j∗F is quasi-coherent, and since the sheaf H 0
Z (F ) is

the kernel of quasi-coherent sheaves, H 0
Z (F ) is quasi-coherent. Then

Γa(M)∼ ∼= H 0
Z (F ) iff Γa(M) ∼= ΓZ(F ). m ∈ ΓZ(F ) iff Supp m ⊂

V (a) iff V (Ann m) ⊆ V (a) iff
√

a ⊆
√

Ann m iff an ⊆ Ann m (by
Noetherian assumption) iff m ∈ Γa(m). Thus Γa(M)∼ ∼= H 0

Z (F ) as
desired.

(e) Let X be noetherian and Z be closed. The question is local so we may
assume X = Spec A and Z = V (a) and F = M̃ . By the argument
of (d), H 0

Z (F ) is quasi-coherent, and if M is finite, so is Γa(M). So
H 0
Z (F ) is coherent if F is.

7. Let X be a noetherian scheme and let F be a coherent sheaf.
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(a) Let X = Spec A and let F = M̃ . Then M is a finite A-module,
generated by m1, . . . ,mn. The stalk for x ∈ X is Fx

∼= Mp for some
p ∈ Spec A. Then Mp

∼= Apx1+. . .+Apxn, where the xi can be taken
to be sections on some principal open set D(f). In Mp, let the images
of each generator mi be ai,1

gi,1
x1 + . . .+ ai,n

gi,n
xn. Set g =

∏
i,j gi,j . Then

the mi are in the span of the xi in the open set D(fg). Set h = fg.
Then Mh = Ahx1 + . . . + Ahxn. The xi are linearly independent in
Mh since they are linearly independent in Mp, so the sum is in fact
a direct sum. Thus F |D(h)

∼= M̃h is free.

(b) Let F be locally free. Then by definition, the stalks Fx are free
Ox-modules for all x ∈ X. The converse follows immediately by part
a).

(c) If F is invertible, then by part 1.b, F ⊗OX F ∗ ∼= H omOX (F ,F ) ∼=
OX .
Conversely, suppose there exists a coherent sheaf G such that F ⊗
G ∼= OX . It is enough to show this statement locally. Pick a point
x ∈ X in an open affine neighborhood U = Spec A such that F |U ∼=
M̃ and G |U ∼= Ñ for finite A-modules M and N . By assumption,
Fx ⊗Ox,X Gx ∼= Ox,X . Let x correspond to the prime ideal p in
A. Then the assumption is equivalent to Mp ⊗Ap Np

∼= Ap. By
assumptions, the following isomorphisms hold:

k(x) ∼= k(x)⊗Ox,X Ox,X∼= k(x)⊗Ox,X Fx ⊗Ox,X Gx
∼= k(x)⊗Ox,X Fx ⊗Ox,X Gx ⊗k(x) k(x)
∼= (Fx ⊗Ox,X k(x))⊗k(x) (Gx ⊗Ox,X k(x))

These are equivalent to:

Ap/pAp
∼= Ap/pAp ⊗Ap Ap
∼= Ap/pAp ⊗Ap (Mp ⊗Ap Np)
∼= Ap/pAp ⊗Ap (Mp ⊗Ap Np)⊗Ap/pAp

Ap/pAp
∼= (Mp ⊗Ap Ap/pAp)⊗Ap/pAp

(Np ⊗Ap Ap/pAp)

.

In particular, (Fx⊗Ox,X k(x)) and (Gx⊗Ox,X k(x)) are 1 dimensional
k(x)-vector spaces. Equivalently, (Mp ⊗Ap Ap/pAp) and (Np ⊗Ap

Ap/pAp) are 1-dimension free Ap/pAp-modules. Since M and N are
finite, by Nakayama’s lemma, the generator of (Mp ⊗Ap Ap/pAp)
lifts to a generator m of Mp. Similarly, let n be the generator of Np.
Then n⊗m generates Mp ⊗Np, which by assumption is isomorphic
to Ap. Then the map ϕ : Ap → Mp defined by a

b 7→
a
bm, and the

map ϕ−1 : Mp → Mp ⊗Np
∼= Ap defined by am′

b 7→
m′

s ⊗ n 7→
a
b are

easily checked to be inverses. Thus Mp
∼= Ap and thus Fx

∼= Ox,X .
So F is invertible as desired.
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8. Let X be a noetherian scheme and let F be a coherent sheaf on X. Let
ϕ(x) = dimk(x)Fx ⊗Ox k(x), where k(x) = Ox/mx is the residue field at
the point x.

(a) To show that the set S := {x ∈ X |ϕ(x) ≥ n} is closed, we will show
that its compliment Sc = {x ∈ X |ϕ(x) < n} is open. Since these
are all local properties, we can assume that X = Spec A is affine,
F ∼= Ñ for some finite A-module N , generated by n1, . . . , nr. Let
p be the prime ideal corresponding to x ∈ X. Let n ∈ Z. Then
ϕ(p) =dimk(p)Np ⊗Ap Ap/mp = dimk(p)Np/mpNp. By Nakayama’s
Lemma, this number is equal to the minimal number of generators of
Np as an Ap module. Let Np be minimally generated by m1, . . . ,mr,
with r < n. We argue the same way as in 7(a). In Np, write ni =∑ aij

sij
mj . Define s :=

∏
sij . Then snj =

∑
bijmj , where bij 6∈ p.

Therefore s 6∈ p and p ∈ D(s). For an arbitrary prime ideal q ∈ D(s),
it is easy to see that Nq is generated by n1, . . . , nr, so q ∈ Sc. Thus
D(s) ⊆ Sc. So every point in Sc has an open neighborhood contained
in Sc. Since Sc is a union of open sets, it is open and thus S is closed.

(b) Since X is connected, the rank of F is the same everywhere, say n.
Then for all x ∈ X,Fx

∼= O⊕nx . Thus ϕ(x) = dimk(x)O⊕nx ⊗Ox k(x) =
dimk(x)k(x)⊕n = n. So ϕ is constant.

(c) Since the criterion is local, we can let X = Spec A and F ∼= M̃ with
M a finite A-module, with A reduced. Since the nilradical commutes
with localization, η(Ap) = η(Af ) = η(A) = 0 for all f ∈ A and p ∈
Spec A. Choose p ∈ X. As in the previous parts, use Nakayama’s
lemma to lift a basis for the k(p)−vector space Mp/mpMp to a set of
generators m1, . . . ,mn ∈ Mp. By 5.7(b), it is enough to show that
Fx
∼= Mp is a free Ox ∼= Ap-module. To show this, it is enough to

show that the mi are linearly independent. Suppose
∑ ai

bi
mi = 0

with ai ∈ A, bi 6∈ p Set b =
∏
bi and clear denominators so that∑

a′imi = 0. Since the images of the mi are a basis for Mp/mpMp

over Ap/pAp, each a′i ∈ p for all i. Choose e ∈ A such that if
q ∈ D(e), then Mq/mqMq is generated by the images of the mi. Now
let f = aeb. From our choice of e, if q ∈ D(f), then the images of
the mi in Mq/mqMq are generators. Since ϕ is locally constant, their
images are in fact basis. In particular, they are linearly independent.
Then

∑ ai
bi
mi = 0 holds in Mq, and thus ai is in the intersection of

all prime ideals not containing f . This is just the nilradical of Af ,
which is 0 by assumption. Thus ai = 0 and Fx is a free Ox-module
for all x ∈ X and by 5.7(b), F is locally free.

9. Let S be a graded ring, generated by S1 as an S0-algebra. Let M be a
graded S-module. Let X = Proj S.

(a) Γ∗(M̃) =
⊕

d∈Z Γ(X, M̃(d)) =
⊕

d∈Z Γ(X, M̃(d)). Any m ∈ Md can
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be thought of as a section of M̃(d). Viewing md as a section, we can

define α =
⊕

d∈Z αd : Md → Γ(X, M̃(d)) which is a homomorphism
on abelian groups. If s ∈ Sd,m ∈ Md′ , then sα(m) is defined as

the image of m⊗ s in Γ(X, M̃(d′)⊗OX(d)) under the isomorphism

M̃(d′)⊗OX(d) ∼= ˜M(d+ d′). So sα(m) = α(sm) and thus α : M →
Γ∗(M̃) is a graded-module homomorphism.

(b) Now let S0 = A be a finitely generated k-algebra for some field k,
where S1 is a finitely generated A-module, and let M be a finitely
generated S-module. Let’s show α : M → Γ∗(M̃) is an isomorphism
for d � 0 in the case M = S. By (5.19), S′ := Γ∗(S̃) = Sy1 + . . . +
Sym and then there exists some n > 0 such that xni yj ∈ S for all i, j.
So everything in S′ of high enough degree will be in S and α is an
isomorphism for d� 0. For the general case...

(c) [BLOG] By part (b), M ≈ Γ∗(M̃) if M is finitely generated. By Prop

II.5.15, Γ̃∗(F ) ∼= F if F is quasi-coherent. So we have to show that
for a quasi-finitely generated graded S-module M , M̃ is coherent and
for a coherent sheaf F that Γ∗(F ) is quasi-finitely generated.
Let M be a quasi-finitely generated graded S-module. Then there is
a finitely generated graded S-module M ′ such that M≥d ∼= M ′≥d for
d� 0. This implies that for every element f ∈ S1, M(f)

∼= M ′(f) since
m
fn = mfd

fn+d . Since M ′ is finitely generated, M ′(f) is finitely generated.
S is generated by S1 as an S0-algebra so open subsets of the form
M(f) cover X = Proj S and so there is a cover of X on which M̃ is
locally equivalent to a coherent sheaf. Hence M̃ is coherent.
Now consider a coherent OX -module F . Then by Theorem II.5.17,
F (n) is generated by a finite number of global sections for n � 0.
Let M ′ be the submodule of Γ∗(F ) generated by these sections.
The inclusion M ′ ↪→ Γ∗(F ) induces an inclusion of sheaves M̃” ↪→
Γ̃∗(F ) ∼= F , where the last isomorphism comes from Prop II.5.15.

Tensoring with O(n) we have an inclusion M̃(n)′ ↪→ F (n) that is
actually an isomorphism since F (n) is generated by global sections
in M ′. Tensoring again with O(−n) we then find that M̃ ′ ∼= F . Now
M ′ is finitely-generated and so by part (b), Md

∼= Γ(X, M̃ ′(d)) ∼=
Γ(X,F (d)) = Γ∗(F )d for d � 0. Hence, Md

∼= Γ∗(F ) for d � 0
and Γ∗(F ) is quasi-finitely generated.

10. Let A be a ring, let S = A[x0, . . . , xr] and let X = Proj S.
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(a) First show that I is in fact an ideal. For any s, t ∈ I, by definition
there exists an n,m > 0 for each i such that xni s ∈ I and xmi t ∈ I.
Then I is closed under multiplication since xn+m

i st ∈ I. I is closed
with respect to addition since xn+m

i (s + t) ∈ I. Lastly, I is closed
under multiplication by S since for any a ∈ S, axns ∈ I. So I is
an ideal. To show it is homogeneous, we will show that is s ∈ I,
then each homogeneous component of s is in I. Write s ∈ I as
s = s0 + s1 + . . .+ sr, a sum of its homogeneous components. Then
there exists some n for each i such that xni s = xni (s0+s1+. . .+sr) ∈ I.
Since I is a homogeneous ideal, xni si ∈ I for all j. Thus sj ∈ I and
I is a homogeneous ideal.

(b) First show that the closed subschemes determined by I and I are
the same, ie Proj (S/I) ∼= Proj (S/I). As I ⊂ I, we know that
V (I) ⊂ V (I). Conversely, if P = (x0, . . . , xn) ∈ V (I), then some
xi 6= 0, say x0. For f ∈ V (I), there exists some n such that xn0f ∈ I,
and thus xn0f(P ) = 0. So f(P ) = 0 and P ∈ V (I). Thus V (I) =
V (I). To prove equality of sheaves, consider the canonical surjection
S/I → S/I given by a 7→ â. This induces a surjection of local rings
(S/I)(f) → (S/I)(f) which associates â/fr to a/fr for homogeneous
a, f with def f > 0 and deg a = rdeg f . it will be enough to show
that this map is also injective. If â/fr = 0, then fma ∈ I. There is
therefore an n such that xni f

ma ∈ I for all i. For k � 0, fka ∈ I,so
a/fr = 0 is in (S/I)(f). Thus Proj (S/I) ∼= Proj (S/I). So if I1 = I2,

Proj (S/I1) ∼= Proj (S/I2) implies that Proj S/I1 ∼= Proj S/I2. Thus
if I1 and I2 have the same saturation iff they define the same closed
subscheme of I.

(c) Let s ∈ Γ(X,OX(n)) such that xkii s ∈ Γ(X,IY (n+ki)). Restricting,
we get xkii s ∈ Γ(D+(xi),IY (n + ki)). Tensoring by x−kii , we get
s ∈ Γ(D+(xi),IY (n)). The D+(xi) cover X and IY (n) is a sheaf,
so s ∈ Γ(X,IY (n)). Thus Γ∗(JY ) is saturated.

(d) Clear from Prop II.5.9, Cor 5.16 and c).

11. Let S and T be two graded rings with S0 = T0 = A. Define the Cartesian
product S ×A T to be the graded ring

⊗
d≥0 Sd ⊗A Td. Let X = Proj S

and Y = Proj T .
First show that Proj(S ×A T ) ∼= X ×A Y . Let α0, . . . , αr and β0, . . . , βs
be the generators of the A-modules S and T , respectively. Then αi ⊗ βj
become the generators of S1 ⊗A T1 and S ×A T = A[αi ⊗ βj ]. It is easily
checked that S ×A T(αi⊗βj)

∼= S(αi) ⊗A T(βj) for all 0 ≤ i ≤ r, 0 ≤ j ≤ s.
Thus D+(αi ⊗ βj) ∼= Spec S(αi)×A Spec T(βj)

∼= D+(αi)×D+(βj). Thus
Proj S ×A T ∼= X ×A Y .
The sheaf O(1) on Proj (S ×A T ) is isomorphic to the sheaf p∗1(OX(1))⊗
p∗2(OY (1)) on X × Y follows immediately from previous result that Proj
S×A T ∼= X ×A Y , Prop 5.12(c), and the universal property of the Carte-
sian product.
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12. (a) Let X be a scheme over a scheme Y , and let L ,M be two very ample
invertible sheaves on X. Letting i1 be the closed immersion induced
by L , and i2 be the closed immersion induced by M . We have the
following diagram:

Pr

X

��

i1

>>}}}}}}}}

i2   A
AA

AA
AA

A
i1,2 //_______ Pr × Ps

p1

ccHHHHHHHHH

p2
{{vvvvvvvvv

// Prs+r+s

Y Ps

Then O(1) on Prs+r+s from the Segre embedding of Pr × Ps is iso-
morphic to O(1) of Pr × Ps. By the previous example, this is iso-
morphic to p∗1(OPr (1)) ⊗ p∗2(OPs(1)). Then since L ∼= i∗1(OPr (1))
and M ∼= i∗2(OPs(1)),L ⊗M ∼= i∗1,2(p∗1(OPr (1)) ⊗ p∗2(OPs(1))) ∼=
i∗1,2(OPr×Ps(1)). Thus L ⊗M is very ample.

(b) To show that L and f∗M are very ample relative to Z, we need to
exhibit a morphism from X → PNZ . We have the following diagram:

X //

f

��

PrY = PrZ × Y
p1 // PrZ

Y //

g

��

PsZ = PsZ × Z PsZ × PrZ × Z

OO

oo // Prs+s+rZ × Z = PNZ

Z

Thus we get a map into PNZ × Z and by tensoring the pullbacks of
O(1) with respect to the correct maps as above, we see that L ⊗f∗M
is very ample relative to Z.

13. Let S be a graded ring, generated by S1 as an S0-algebra. Let d > 0
and let S(d) :=

⊕
n≥0 S

(d)
n , where S(d)

n = Snd. Let X = Proj S. Since S

is generated by S1 over S0, S(d) is generated by S
(d)
1 = Sd over S0. So

the sets D+(f), with f ∈ Sd cover both Proj S and Proj S(d). Via the
identity map s

fn 7→
s
fn , we get S(f)

∼= S
(d)
(f). Thus Spec S(f)

∼= Spec S(d)
(f).

Glue these isomorphisms together to get that Proj S ∼= Proj S(d). Use
these same maps to find that S(d)(f)

∼= S(d)(1)(f) for f ∈ Sn. So O(1)
and OX(d) correspond under these isomorphisms.

14. Let k be algebraically closed. Let X be a connected normal closed sub-
scheme of Prk.
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(a) Let S be the homogeneous coordinate ring ofX and let S′ =
⊕

n≥0 Γ(X,OX(n)).
To show S is a domain, it suffices to show that IX is prime, which is
equivalent to showing that X is irreducible. Note that X is reduced.
Else then some local ring Ox,X contains nilpotents and then Ox,X
is not integrally closed since it is not an integral domain. If X were
reducible, then some point x would be contained in two irreducible
components, so the local ring at the point would have zero divisors.
So since X is normal, X is irreducible and S is a domain.
Consider the sheaf L =

⊕
n≥0OX(n). Then Lp =

⊕
n≥0 S(n)(p) =

{ sf ∈ Sp | deg s ≥ deg f}. Any element integral over Lp is of course
integral over Sp, and thus is in Sp since X is normal. However,
nothing with total negative degree can be integral over Lp, so Lp

is integrally closed. Thus Γ(X,L ) =
⊕

n≥0 Γ(X,OX(n)) = S′ is
integrally closed. S′ is contained in the integral closure of S by pg
122-123, so S′ is the integral closure of S.

(b) This follows exactly from ex 5.9(b) since S̃ ∼= OX .

(c) Choose d � 0 such that by part c), Snd = S′nd for all n > 0. Then
if s ∈ K(S(d)) is integral over S(d), it lies in S

′(d) = S(d). Thus the
d-uple embedding of X is projectively normal.

(d) If X is projectively normal, then S is integrally closed so S = S′.
Thus Sn = Γ(X,OX(n)) for all n. Let T = A[x0, . . . , xr]. Then
T → S is surjective and Tn = Γ(PrA,OPrA(n)) by part (a) or 5.13. So
Γ(PrA,OPrA(n)) � Γ(X,OX(n)) is surjective. Conversely, the map is
surjective implies S = S′ when S is normal by part (a).

15. Let X be a noetherian scheme, U an open subset, and F be a coherent
sheaf on U .

(a) Let X = Spec A be a noetherian affine scheme. Let F be a quasi-
coherent sheaf on X. Then F = M̃ for some A-module M . Then
M =

⋃
Mα, where each Mα is a finite submodule of M . Then

applying ∼ to both sides, we see that F is the union of its coherent
subsheaves.

(b) Let X = Spec A be a noetherian affine scheme, U an open subset, and
F coherent on U . Let F ∼= M̃ . Let i: U ↪→ X be the inclusion. U
is noetherian so i∗F is quasi-coherent on X by Prop 5.8(c). By part
(a), we can write i∗F =

⋃
Gα, where each Gα is a coherent subsheaf,

say isomorphic to Ñα. Since X is noetherian, every directed set of
submodules has a maximal element, which is the union of all the
Nα. Thus the maximal sheaf is

⋃
Ñα := F ′, which is coherent by

construction. Then F”|U ∼= i∗F ′ ∼= i∗i∗F ∼= F . There exists a
coherent sheaf F ′ on X such that F ′|U ∼= F .

(c) Let G be a quasi-coherent sheaf on X such that F ⊆ G |U . Con-
sider ρ−1(i∗F ) ⊆ G . ρ−1(i∗F ) is the pullback of a quasi-coherent
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sheaf under a map of quasi-coherent sheaves so is thus quasi-coherent.
Since ρ−1(i∗F )|U = F , we can apply the same argument as in part
(b).

(d) Cover X with finitely many open affine sets U1, . . . , Un. Extend
F |U1∩U to a coherent sheaf F ′ ⊆ G |U1 and glue F and F ′ to-
gether via U1 ∩ U to get a coherent sheaf F on U ∩ U1. Now repeat
with U2, . . . , Un to get the desired result.

(e) Let s ∈ F (U) and G be the sheaf on U generated by s. G is coherent
since on any affine open set in U,G |U = M̃ with M generated by the
image of s. So G extends to a coherent sheaf G′ on X and s ∈ G ′(U).

16. Let (X,OX) be a ringed space and let F be a sheaf of OX -modules.

(a) Let F locally free of rank n. Then it is clear from the construction
of T r(F ), Sr(F ), and

∧r(F ) they each is again locally free. The
rank of T r(F ) = OnX ⊗ . . .⊗OnX ∼= O

⊕nr
X is nr. The rank of Sr(F )

is equal to the number of homogeneous polynomial of degree r in n
variables, which is

(
n+r−1
n−1

)
. Lastly, the rank of

∧r(F ) is equal to
the number of tuples (i1, . . . , ir), with 1 ≤ i1 < . . . < ir ≤ n =

(
n
r

)
.

(b) Let F be locally free of rank n. Let the basis elements be x1, . . . , xn.
Then

∧n F ∼= OX . The multiplication map
∧n F ⊗

∧n−r F →∧n F is given by fxn∧. . . xn−r⊗gx1∧. . .∧xr 7→ fgx1∧. . .∧xn. Every
global section f of

∧n−r F defines a morphism
∧r F →

∧n F ∼= OX
defined by g 7→ f∧g. Conversely, given a morphism

∧r F →
∧n F ∼=

OX , it induces a morphism of global sections ϕ : Γ(X,
∧r F ) →

Γ(X,
∧n F ) ∼= Γ(X,OX). Thus we can define a global section of∧n−r F by

∑
(−1)kiϕ(xi1 ∧ . . . ∧ xir )xj1 ∧ . . . ∧ ejn−r , where the jk

are the elements that do not appear as il for some l. These operations
are inverses and we get the isomorphism

∧r F ∼= (
∧n−r F )∗⊗

∧n F .

(c) [SAM] Let U ⊆ X be an open set on which F |U ,F ′|U ,F ′′|U are free.
It is enough to find a basis independent filtration on U and then glue
them together. First, we can pick any splitting F |U ∼= F ′|U ⊕F ′′|U .
Then from this we see that

Sr(F |U ) ∼=
r⊕
i=0

(Si(F ′|U )⊗ Sr−i(F ′′|U )).

Set F r+1 = 0 and assume by induction that we have chosen F j , F j+1, . . . , F r+1

such that F i/F i+1 ∼= Si(F ′|U )⊗Sr−i(F ′′|U ). Consider the image of

Sj−1(F ′|U )⊗ Sr−j+1(F ′′|U )→ Sr(F |U )/F j

Its preimage under the projection Sr(F |U ) → Sr(F |U )/F j is inde-
pendent of the chosen splitting. To see this, suppose that x1, . . . , xp is
a basis of F ′|U and that y1, . . . , yq is a basis for F ′′|U . Then picking
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another basis y1 + c1, . . . , yq + cq, where c1, . . . , cq ∈ F ′|U , we have
xi ⊗ (yj + cj) 7→ xiyj + xicj , which is equal to xiyj in Sr(F |U )/F j

because xicj ∈ Sr(F ′|U ) = F r ⊆ F j . So choose F j−1 to be this
preimage. When we are done, the filtration is independent of the
chosen splitting.

(d) [SAM] The filtration is obtained in exactly the same way as in part
(c). The isomorphism is obtained by setting r = n and noting that

F p/F p+1 ∼=
p∧

(F ′)⊗
n−p∧

(F ′′)

is zero unless p = n′ and n−p = n′′, and hence Fn
′

= Fn =
∧n(F ).

(e) [SAM] We proceed by induction on n, the case n = 0 being clear.
For n > 0,

Tn(f∗(F )) = f∗(F )⊗OX Tn−1(f∗(F ))
= (f−1(F )⊗f−1OY OX)⊗OX f∗(Tn−1(F ))
∼= f−1(F )⊗f−1OY f

∗(Tn−1(F ))
= f−1(F )⊗f−1OY (f−1(F⊗n−1)⊗f−1OY OX)
= f∗(Tn(F )),

where the last isomorphism follows because f−1 is defined as a col-
imit, which commutes with left adjoints (in this case ⊗).
Let I be the degree n part of the sheaf ideal such that T (F )/I =
S(F ). Since f∗ is a left adjoint, it is right exact, so

f∗I → f∗(Tn(F ))→ f∗(Sn(F ))→ 0

is exact. In fact, for sections x, y of I , one has f∗(x⊗y) = f∗x⊗f∗y
since tensor commutes with f∗, so we can write an exact sequence

0→ f∗I → Tn(f∗(F ))→ Sn(f∗(F ))→ 0

We have already shown that Tn(f∗(F )) = f∗(Tn(F )), so we deduce
that Sn(f∗(F )) = f∗(Sn(F )). Showing that

∧
commutes with f∗

proceeds in the same way.

17. A morphism f : X → Y of schemes is affine if there is an open affine cover
{Vi} such that f−1(Vi) is affine for each i.

(a) By definition, there exists an affine open cover {Vλ |λ ∈ Λ} such
that all f−1(Vλ) are affine. The intersection V ∩ Vλ has an open
cover of principal open sets D(fij). Then the restriction f |f−1(Vi) :
f−1Vi → Vi is induced by ϕi : Ai → Bi, where Ai = Γ(Vi,OY ) and
Bi = Γ(f−1(Vi),OX). Therefore f−1(D(fij)) = D(ϕ(fij)) and we
have an affine open cover of f−1(Vi). Thus f |f−1(Vi) : f−1(Vi) → V
is an affine morphism.
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What remains to be shown is that f−1(Vi) is actually affine. This
follows from the next lemma:
Lemma: If f : X → Y is an affine morphism, and Y is affine, then
so is X. For any α ∈ Γ(Y,OY ), with D(α) ⊆ Vi, f−1(D(α)) =
f−1(Vi)×ViD(α) is also affine. Hence, let Φ := {α ∈ Γ(Y,OY ) |D(α) ⊆
Vi for some i}. Since Y is quasi-compact, there exists αi, . . . , αr ∈ Φ
such that Y =

⋃r
i=1D(αi) and the f−1(D(αi)) are affine. We set

Yi = D(αi) and Xi = f−1(D(αi)). We have the commutative dia-
gram:

Xi

fi

��

⊆ X
Ψ //

f

��

Spec Γ(X,OX)
g

xxrrrrrrrrrrr

Yi ⊆ Y

Thus Xi = Ψ−1(g−1(Yi)) and so Ψ|Xi : Xi → g−1(Yi). Then
by 5.8(c), f∗(OX) = Γ(X,OX)∼ as a Γ(X,OX)∼-module. Hence
Γ(Xi,OXi) = Γ(Yi, f∗(OX)) = Γ(Yi,Γ(X,OX)∼) = Γ(X,OX)αi .
Letting Z = Spec Γ(X,OX), we have that Γ(g−1(Yi),Og−1(Yi)) =
Γ(Yi, g∗(OZ)) ∼= Γ(X,OX)αi . Hence Ψ|Xi is an isomorphism for each
i and this Ψ is an isomorphism. So X is affine.

(b) If f : X → Y is an affine morphism, take an open cover Vi of Y .
By part a), each f−1 is affine and thus quasi-compact. So there is a
cover of Y with quasi-compact images and thus f is quasi-compact.
To show f is separated, it is enough to show that each restriction
f−1(Vi)→ Vi is separated. But since this is an affine morphism, this
result follows by Prop 4.1.
Any finite morphism is affine by definition. (finite iff proper and
affine)

(c) [SAM] We wish to glue together the schemes Spec A (U) as U ranges
over all open affines of Y . Let U = Spec A and V = Spec B be
two open affines. If U ∩ V = ∅, there is nothing to do. Otherwise,
cover U ∩ V with open sets that are distinguished in both U and
V . Let W = Spec C be a distinguished open in U ∩ V . Also, let
A′ = A (U), B′ = A (V ) and C ′ = A (W ). Since A is anOY -module,

A (U)
ρUW // A (W )

OY (U)

OO

// OY (W )

OO

is an OY (U)-module homomorphism where ρUW is the restriction
map given by A . As C is a localization of both A and B, we also
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have that C ′ is a localization of both A′ and B′ since A is quasi-
coherent, and hence we can identify A′ and B′ along C ′. There are
maps A → A′ and B → B′ given by the OY -algebra structure of
A , and they induce morphisms g : Spec A (U) → U and h : Spec
A (V )→ V .
In fact, the isomorphisms given by the distinguished covering of U∩V
patch together to give an isomorphism g−1(U ∩ V ) → h−1(U ∩ V ).
Since these isomorphisms come from restriction maps of a sheaf, it
is clear that they agree on triple overlaps, so this gives a gluing.
Call this scheme X. The maps A (U) → U for all open affines are
compatible on overlaps, so glue these together to give a morphism
f : X → Y . For an inclusion U ⊆ V of open affine of Y , the mor-
phism f−1(U) → f−1(V ) is given by the restriction homomorphism
A (V )→ A (U) by construction above.
If there is an X ′ and f ′ : X ′ → Y with the same properties of X, then
we can define a morphism X → X ′ by gluing together morphisms on
open affine Spec A (U), where U is an open affine of Y . Then this
morphism will be an isomorphism, so we see that X is unique.

(d) [SAM] By construction, for every open affine U ⊂ Y , f−1(U) ∼=
Spec A (U), so f is affine. Also, for every open set U ⊆ Y , we have
f∗OX(U) = OX(f−1(U)) ∼= A (U). The isomorphism is clear is U
is affine, or if U is contained in some open affine. In the general
case, cover Y with open affines Ui, and for each U ∩ Ui, we have
OX(f−1(U ∩Ui)) ∼= A (U ∩Ui), which follows from the construction.
Since these isomorphisms are canonical, they patch together to give
the isomorphism for U .
Conversely, suppose that f : X → Y is an affine morphism and set
A = f∗(OX). For every open set U ⊆ Y , A (U) = OX(f−1(U)),
so there is a morphism OY (U) → OX(f−1(U)), which gives A (U)
the structure of an OY (U)-module. For an inclusion V ⊆ U , it is
clear that the restriction map OX(f−1(U)) → OX(f−1(V )) is an
OX(U)-module homomorphism. So A is an OY -module.
In particular, for every open affine U = Spec A ⊆ Y, f−1(U) = Spec
B is affine by (a). Considering B as an A-module, A |U ∼= B̃, so A
is a quasi-coherent sheaf of OY -algebras. Now if V ⊆ U is an open
affine, the morphism on spectra f−1(V )→ f−1(U) is induced by the
map of rings A (U) = OX(f−1(U)) → OX(f−1(V )) = A (V ). From
the uniqueness of Spec A in (c), we conclude X ∼= Spec A .

(e) [SAM] Let M be a quasi-coherent A -module. We glue together the
OX(f−1(U))-modules (M (U))∼ as U ranges over all open affines of
Y . Given two open affines U and V of Y , we can cover their inter-
section with open sets that are distinguished in both. The sections
of these distinguished open sets are given by localizing modules, and
since they are the same in both M (U) and M (V ), there is an iso-
morphism on their intersection. These isomorphisms are compatible
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with triple overlaps because they are given by localization. So we
can glue these sheaves (Ex. 1.22) to get an OX -module which we call
M∼.
We claim that ∼ and f∗ give an equivalence of categories between
the category of quasi-coherentOX -modules and the category of quasi-
coherent A -modules. Let F be a quasi-coherent OX -module. Then
(f∗F )∼ is naturally isomorphism to F because they are isomorphic
on open affines and using Corollary 5.5. Similarly, if M is a quasi-
coherent A -module, then f∗M̃ is naturally isomorphic to M .

18. Vector Bundles. The fact that there is a one-to-one correspondence be-
tween linear classes of divisors, isomorphism classes of locally free sheaves
of rank n, and isomorphism classes of rank n vector bundles is well docu-
mented. See Shaf II p 64 for the correspondence, among others. So when
your analyst friends start asking you questions about vector bundles, you
stop them immediately and say, “Hey man, I study algebra. Can you call
them locally free sheaves?” Really stress this point. It tends to get the
analysts really frustrated.
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2.6 Divisors

1. Let X be a SINR scheme. (Thats my notation for a scheme satisfying (*),
where SINR is separated, integral, noetherian, regular in codimension 1).
Then X×Pn is integral, noetherian and regular in codimension 1 by Prop
II.6.6 and its proof, since these properties correspond to the properties of
the dense open sets isomorphic to X × An. To show separatedness, We
have the following diagram

X × Pn
p1

{{vv
vv

vv
vv

v
p2

$$H
HH

HH
HH

HH

X

##G
GG

GG
GG

GG Pn

{{vvv
vv

vv
vv

Spec Z

Then p2 is a base extension of X → Spec Z, which is separated, and Pn →
Spec Z is projective, therefore separated. Then the composition X × Pn
is separated as well by Cor II.4.6

[BLOG] After Proposition II.6.5 we have an exact sequence

Z i
↪→ Cl (X × P1)

j→ Cl X → 0

The first map sends n 7→ nZ, where Z is the closed subscheme p−1
2 ∞ ⊂

X×P1, and the second is the composition of Cl (X×P1)→ Cl (X×A1) ∼=
Cl X. Consider the map Cl X → Cl (X × P1) that sends

∑
niZi to∑

nip
−1
1 Zi. The composition Cl (X) → Cl (X × P1) → Cl (X × A1) ∼=

Cl (X) sends a prime divisor Z to p−1
1 Z, then (X × A1) ∩ p1Z, and then

back to Z since (X×A1)∩p−1
1 Z is the preimage of Z under the projection

X × A1 → X. Hence the morphism in the exact sequence above is split.

We now show that the morphism Z → Cl (X × P1) is split as well, by
defining a morphism Cl (X × P1) → Z, which splits i. Let k : Cl (X) →
Cl (X × P1) denote the morphism we used to split j. Then we send a
divisor ξ to ξ−kjξ. This is in the kernel of j (since jk = id) and therefore
in the image of i. So it remains only to see that i is injective.

Suppose nZ ∼ 0 for some integer n. Taking the “other” X × A1 we have
Z as p−1

2 (0). In the open subset X×A1 we have Z as X embedding at the
origin. So the local ring of Z in the function field K(t), where K is the
function field of X) is K[t](t). Since nZ ∼ 0 there is a function f ∈ K(t)
such that νZ(f) = n and νY (f) = 0 for every other prime divisor Y . So
f is of the form tn g(t)h(t) , where g ∈ K[t] and t - g(t), h(t). If the degree
of g and h is 0, then changing coordinates back t 7→ t−1, we see that
νY (f) = −n, where Y is another copy of X embedded at the origin or
infinity, depending on which coordinates we are using; the one opposite to
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Z at any rate. If one of g or h has degree higher than zero then, it will
have an irreducible factor in K[t], which will correspond to a prime divisor
of the form p−1

2 x for some x ∈ P1, and the value of f will not be zero at
this prime divisor. Hence there is no rational function with (f) = nZ and
so i is injective. Hence Cl (X × P1) ∼= Cl (X)× Z.

2.

3.

4. Let k be a field of characteristic 6= 2. Let f ∈ k[x1, . . . , xn] be a square-
free nonconstant polynomial. Let A = k[x1, . . . , xn, z]/(z2−f). Following
the hint, in the quotient field K of A, 1

g+zh
g−zh
g−zh = g−zh

g2−fh2 since z2 = f

in A, so every element can be written in the form g′ + zh′, where g′ and
h′ are in the k(x1, . . . , xn). Hence K = k(x1, . . . , xn)[z]/(z2 − f). This is
a degree 2 extension, and thus Galois with automorphism z 7→ −z. Let
α = g + hz ∈ K, where g, h ∈ k(x1, . . . , xn). The minimal polynomial
of α is X2 − 2gX + (g2 − h2f). Then α is integral over k[x1, . . . , xn] iff
2g, g2 − h2f ∈ k[x1, . . . , xn] iff 2g, h2f ∈ k[x1, . . . , xn].

Assume α is integral over k[x1, . . . , xn] Then g ∈ k[x1, . . . , xn] and thus
h2f ∈ k[x1, . . . , xn]. If h had a nontrivial denominator, then h2f 6∈
k[x1, . . . , xn] since f is square-free. Thus h ∈ k[x1, . . . , xn] so α ∈ A.

Conversely, if α ∈ A, then 2g, h2f ∈ k[x1, . . . , xn] so α is integral over
k[x1, . . . , xn]. Thus A is the integral closure of k[x1, . . . , xn] and is thus
integrally closed.

5. Let char k 6= 2 and letX be the affine quadric hypersurface Spec k[x0, . . . , xn]/(x2
0+

x2
1 + . . .+ x2

r)

(a) Let r ≥ 2. This follows from the previous example with f = −(x2
0 +

. . .+ x2
r), which is square-free. Since the localization of an integrally

closed ring is again integrally closed, X is normal.

(b) [BLOG] Assume that −1 has a root i in k. Consider the change of
coordinates

x0 7→
y0 + y1

2
x1 7→

y0 − y1

2i

Then x2
0 + x2

1 = y0y1.
Let A = Spec k[x0, . . . , xn]/(x0x1 + x2

2 + . . . + x2
r). Now we imitate

Example II.6.5.2. We take the closed subscheme An+1 with ideal
(x1, x

2
2 + . . . + x2

r). This is a subscheme of X and is fact V (x1)
considering x1 ∈ A. We have an exact sequence

Z→ Cl (X)→ Cl (X − Z)→ 0

Now since V (x1) ∩X = X − Z, the coordinate ring of X − Z is

k[x0, x1, x
−1
1 , x2, . . . , xn]/(x0x1 + x2

2 + . . . x2
r)
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As in Example II.6.5.2, since x0 = −x−1
1 (x2

2 + . . . + x2
r) in this ring

we can eliminate x0 and since every element of the ideal (x0x1 +
x2

2 + . . .+ x2
r) has an x0 term, we have an isomorphism between the

coordinate ring of X −Z and k[x1, x
−1
1 , x2, . . . , xn]. This is a unique

factorization domain so by Proposition II.6.2 Cl (X −Z) = 0. So we
have a surjection Z→ Cl (X) which sends n to n · Z.

r = 2 :
In this case the same reasoning as in Ex II.6.5.2 works. Let p ⊂ A be
the prime associated to the generic point of Z. Then mp is generated
by x2 and x1 = x−1

0 x2
2 so vZ(x1) = 2. Since Z is cut out by x1, there

can be no other prime divisors Y with vY (x1) 6= 0. It remains to see
that Z is not a principal divisor. If it were then Cl (X) would be
zero and by Prop II.6.2, this would imply that A is a UFD (since A
is normal by part a), which would imply that every height one prime
ideal is principle. Consider the prime idea (x1, x2) of A which defines
Z. Let m = (x0, x1, . . . , xn). We have m/m2 is a vector space of
dimension n over k with a basis {xi}. The ideal m contains p and its
image in m/m2 is a subspace of dimension at least 2. Hence p cannot
be principle.

r = 3
We use Example II.6.6.1 and Exercise II.6.3(b). Using a similar
change of coordinates as the beginning of this exercise, we see that X
is the affine cone of the projective quadric of Example II.6.6.1. Thus,
by Exercise II.6.3(b), we have an exact sequence 0→ Z→ Z⊕ Z→
Cl (X)→ 0. We already know that Cl (X) is Z, Z/nZ, or 0. Tensor-
ing with Q gives an exact sequence Q→ Q2 → Cl (X)⊗Q→ 0 of Q
vector spaces. Hence Cl (X) = Z as the other two cases contradict
the exactness of the sequence of Q-vector spaces.

r ≥ 4
In this case we claim that Z is principle. Consider the ideal (x1) in A.
Its corresponding closed subset is Z and so if we can show that (x1) is
prime, then Z will be the principle divisor associated to the rational
function x1. Showing that (x1) is prime is the same as showing that
A/(x1) is integral, which is the same as showing that k[x0,...,xn]

(x1,x2
2+...,x2

r)

is integral since (x1, x0x1 + x2
2 + . . . + x2

r) = (x1, x
2
2 + . . . + x2

r).
This is the same as showing that k[x0,x2,...,xn]

(x2
2+...+x2

r)
is integral, (where the

variable x1 is missing from the top) which is the same as showing that
f = x2

2+. . . x2
r is irreducible. Suppose f is a product of more than one

nonconstant polynomial. Since it has degree two, it is the product
of at most two linear polynomials, say a0x0 + a2x2 + . . .+ anxn and
b0x0 + b2x2 + . . . bnxn. Expanding the product of these two linear
polynomials and comparing the coefficients with f we find that (I)
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aibi = 1 for 2 ≤ i ≤ r, and (II) aibj + ajbi = 0 for 2 ≤ i, j ≤ r
and i 6= j. WOLOG we can assume that a2 = 1. The relation (I)
implies that b2 = 1, and in general, ai = b−1

i for 2 ≤ i ≤ r. Putting
this in the second relation gives (III) a2

i + a2
j = 0 for 2 ≤ i 6= j ≤ r

and this together with the assumption that a2 = 1 implies that (IV)
a2
j = −1 for each 2 < j ≤ r. But if r ≥ 4 then we have from (III) that
a2

3 +a2
4 = 0 which contradicts (IV). Hence x2

2 + . . .+x2
r is irreducible,

so k[x0,x2,...,xn]
(x2

2+...x2
r)

is integral, so A/(x1) is integral, so (x1) is prime and
hence Z is the principle divisor corresponding to x1. So Cl (X) = 0

(c) For each of these we use the exact sequence of Ex II.6.3(b)
r = 2
We have the exact sequence 0 → Z → Cl (Q) → Z/2 → 0 where
the first morphism sends 1 to the class of H ·Q a hyperplane section.
Tensoring with Q we get an exact sequence Q 2→ Cl (Q)⊗Q→ 0→ 0
and so since Cl (Q) is an abelian group we see that it is Z ⊗ T
where T is some torsion group. Tensoring with Z/p for a prime
p we get either Z/2 0→ Cl (Q) ⊗ (Z/2) → Z/2 → 0 if p = 2 or
Z/p 2→ Cl (Q) ⊗ (Z/p) → 0 → 0 if p 6= 2. Hence T = 0, and
so Cl (Q) ∼= Z and the class of a hyperplane section is twice the
generator.
r = 3
This is example II.6.6.1
r ≥ 4
We have an exact sequence 0 → Z → Cl (Q) → 0 → 0, hence
Cl (Q) = Z and it is generated by Q ·H.

(d)

6. Let X be the nonsingular plane cubic curve y2z = x3 − xz2.

(a) Let P,Q,R be collinear points on X. Let the line they lie on be l.
By Bezout’s Theorem, P,Q and R are the only points on l∩X. Then
P+Q+R ∼ 3P0 as divisors and thus (P−P0)+(Q−P0)+(R−P0) ∼ 0.
Thus P +Q+R = 0 in the group law.
Conversely, let P + Q + R = 0 in the group law on X. Let l be a
line through P and Q. Again, by Bezout’s Theorem, this line must
intersect X in another point T . This is equivalent to P+Q+T ∼ 3P0.
Then by the uniqueness of inverses in the group law, R = T and P,Q,
and R are collinear.

(b) Let P ∈ X have order 2 in the group law. Then P +P +P0 = 0. By
part a), 2P and P0 are collinear counting multiplicity. So this line
passes through P with multiplicity 2, which is in fact the tangent
line. Thus TP (X) passes through P0.
Conversely, let the tangent line P pass through P0. By exercise
1.7.3, the intersection multiplicity with X is ≥ 2. Then by Bezout’s
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Theorem, TP (X) intersects X in 3 points counting multiplicity, of
which at least 2 are P . Since P0 6= P , the three points are P, P and
P0. Then P + P + P0 = 0 and since P0 = 0, we get that 2P = 0 and
P has order 2.

(c) If P is an inflection point, the line TP (X) passes through X at P with
multiplicity ≥ 3. By Bezout’s Theorem, this multiplicity is exactly
3. So in the group law, P + P + P = 0. So we see that P has order
3.
Conversely, let P have order 3. Then P +P +P = 0 and by part a),
the three points are collinear. So there is an line l such that l ∩ X
in the point P with intersection multiplicity 3. This l is then TP (X)
and P is therefore an infection point.

(d) The rational points on any elliptic curve form a finitely-generated
abelian subgroup by the famous Mordell-Weil Theorem. The 4 obvi-
ous rational points on X are (0, 1, 0), (1, 0, 1), (−1, 0, 1), and (0, 0, 1).
Each non-identity point has order 2 and this group is Z2 × Z2. By
some simple, but tedious calculations on A2, (see [SAM]) we can show
that these are the only rational points.

7. See Joseph H. Silverman, “The Arithmetic of Elliptic Curves” Prop 2.5
on page 61.

8. (a) Let f : X → Y be a morphism of schemes. Lets show that L 7→ f∗L
induces a homomorphism of Picard groups f∗ : Pic Y → Pic X. By
Prop II.5.2(e), we see that f∗ takes locally free sheaves of rank n to
locally free sheaves of rank n. Restricting locally to X = Spec A and
Y = Spec B, we consider L and M in Pic Y , where L ∼= M̃ and
M ∼= Ñ . Then we have

f∗(L ⊗M) ∼= f∗(M̃ ⊗OY Ñ)
∼= f∗(M̃ ⊗B N)
∼= (M ⊗B N ⊗B A)∼
∼= ((M ⊗B A)⊗A (N ⊗B A))∼

∼= M̃ ⊗B A⊗OX Ñ ⊗B A
∼= f∗(M̃)⊗OX f∗(Ñ)
∼= f∗(L )⊗ f∗(M )

Thus f∗ is a homomorphism. (Also, f∗(OY ) = f−1OY ⊗f−1OY OX ∼=
OX)

(b) It is enough to show equivalence for the images of points. Let Q ∈
Cl X and let t be a local parameter at Q. Let UQ be a neighbor-
hood of Q in which t = 0 only at Q. Then {UQ, t), (X − Q, 1)} is
a Cartier divisor corresponding to Q. The associated sheaf L (Q)
satisfies L (Q)(UQ) = 1

tOY (UQ) and L (Q)(X − Q) = OY (X −
Q). f∗L (Q) = f−1L (Q) ⊗f−1OY OX satisfies f∗L (Q)|f−1(UQ) =
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f∗( 1
tOX |f−1(UQ) and f∗L (Q)|X−Q = OX |X−Q. The associated Cartier

divisor of f∗L (Q) is {(f−1(UQ), f∗(t)), (f−1(X−Q), 1)} and the cor-
responding Weil divisor is

∑
P∈X vP (t)P , which is exactly the image

of Q under the map Cl (Y )→ Cl (X). Note that f∗t = t since f∗ is
an inclusion of function fields.

(c) We just need to show that image of the hyperplane divisor is the
same. Assume that X is not contained in the hyperplane x0 = 0
whose Cartier Divisor is H = {D+(xi), x0

xi
)}. The associated sheaf

L (H) satisfies L (H)|D+(xi) = xi
x0
OPn |D+(xi). The pullback sheaf

f∗L (H) = f−1L (H) ⊗f−1OPn
k
OX satisfies f∗(L (H))|f−1D+(xi) =

xi
x0
OX , with associated Cartier Divisor {(f−1D+(xi), x0

xi
)} = {(D+(xi)∩

X, xoxi )}. The corresponding Weil Divisor is obtained by taking the
valuations of the x0

xi
considered as functions on X at codimension 1

subvarieties. The result is the same Weil divisor as in example 2(a).

9.

10. Let X be a noetherian scheme. Define K(X) to be the quotient of the
free abelian group generated by all the coherent sheaves on X, by the
subgroup generated by all the expression F −F ′ −F ′′, whenever there
is an exact sequence 0 → F ′ → F → F ′′ → 0 of coherence sheaves on
X. If F is a coherent sheaf, we denote by γ(F ) its image in K(X).

(a) Let X = A1
k and let F be a coherent sheaf on X. If F ∼= G for

some coherent sheaf G , then there is an exact sequence 0 → 0 →
F → G → 0, so γ(F ) ∼= γ(G ) in K(X) and we only need to consider
coherent sheaves up to isomorphism. Since X = Spec k[t] is affine,
we only need to consider F ∼= M̃ , where M is a finite k[x] module,
which are of the form k[t]m ⊕ km. The image of k[t]m ⊕ kn in K(X)
is equal to mk[t] + nk, the sum of the components. Also, from the
short exact sequence 0→ k[t] t→ k[t]→ k → 0, we see that γ(k) = 0
in K(X). in any short exact sequence, the alternating sum of the
ranks is 0, we can never get the equality γ(k[t]) = 0 if m 6= 0. Thus
K(X) ∼= Z, generated by γ(k[t]).

(b) Let X be any integral scheme, F a coherent sheaf. Define the rank
of F to be dimKFξ, where ξ is the generic point of X and K = Oξ is
the function field of X. If we have a short exact sequence 0→ F ′ →
F → F ′′ → 0, then the sequence 0 → F ′ξ → Fξ → F ′′ξ → 0 is
exact. Each term is a finite dimensional vector space, so dimKFξ =
dimKF ′ξ+ dimKF ′′ξ . Thus the rank homomorphism is well defined.
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If U = Spec A is an affine neighborhood of ξ, then an extension of Ã
to X (ex 5.15) will have rank 1. Thus the rank map is surjective.

(c) [BLOG] Surjectivity on the right : Every coherent sheaf F on X −Y
can be extended to a coherent sheaf F ′ on X such that F |X−Y = F
by ex 5.15, so the morphism on the right is surjective.
Exactness in the middle: Suppose that F is a coherent sheaf on X
with support in Y . We will show (below) that there is a finite filtra-
tion F = F0 ⊇ F1 ⊇ . . . ⊇ Fn = 0 such that each Fi/Fi+1 is the
extension by zero of a coherent sheaf on Y . Assuming we have such
a finite filtration, we have γ(Fi) = γ(Fi+1) + γ(Fi/Fi+1) in K(X)
and so γ(F ) =

∑n−1
i=0 γ(Fi/Fi+1). Hence, the class represented by

F is in the image of K(Y ) → K(X). Now if
∑
niγ(Fi) is in the

kernel of K(X)→ K(X − Y ), the
Proof of claim Let i : Y → X be the closed embedding of Y into X
and consider the two functors i∗ : Coh(X)→ Coh(Y ) (ex II.5.5) and
i∗ : Coh(Y ) → Coh(X). These functors are adjoint (pg 110) and so
we have a natural morphism η : F → i∗i

∗F for any coherent sheaf
F on X. Let Spec A be an open affine subschemes of X on which
F has the form M̃ . Closed subschemes of affine schemes correspond
to ideals bijectively and so Spec A ∩ Y = Spec A/I for some ideal
I ⊂ A and the morphism η : F → i∗i

∗F restricted to Spec A has the
form M → M/IM . Thus we see that η is surjective. Let F0 = F
and define Fj inductively as Fj = ker(Fj−1 → i∗i

∗Fj). It follows
from our definition that each Fi/Fi+1 is the extension by zero of
a coherent sheaf on Y so we just need to show that the filtration
F ⊇ F1 ⊇ . . . is finite.
On our open affine we have Fj |Spec AI

jM . Now the support of
M̃ contained in the closed subscheme Spec A/I = V (I) so by Ex
II.5.6(b) we have

√
Ann M ⊇

√
I ⊇ I. Since A is noetherian, every

ideal is finitely generated. In particular, I is finitely generated. So
there exists some N such that Ann M ⊇ IN (see the proof of Exercise
II.5.6(d) for details). Hence 0 = INM and so the filtration is finite
when restricted to an open affine. Since X is noetherian, there is a
cover by finitely many affine opens {Ui} and so if ni is the point at
which Fi|Ui = 0, then Fmax{ni} = 0. So the filtration is finite.

11. The Grothendieck Group of a Nonsingular Curve.
See [BLOG].

12. Let X be a complete nonsingular curve. [SAM]

(a) Let D be a divisor. Consider K(X) → Pic X → Z, where the first
map is projection via the isomorphism K(X) ∼= Pic X ⊕ Z from
the previous problem. For the second map, we write an invertible
sheaf as a Weil divisor

∑
niPi and map it to

∑
ni. Let deg be the

composition K(X)→ Z where deg F = deg γ(F ). It is immediately
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clear from the definition of K(X) that condition (3) is satisfied. From
the definition of degree of a divisor, it is also clear that condition (1)
is satisfied.
If F is a torsion sheaf, then γ(F ) = γ(OD) for some effective divisor
D =

∑
niPi. The stalk of OD at Pi is kni , whose length as a k-

module is ni. We claim that this is also the length of kni as an
OPi-module. Since k is algebraically closed, we have an embedding
k ↪→ OPi and the residue field of OPi is k. So a filtration of kni as an
OPi-module can be extended to a k-filtration. On the other hand, a
maximal k-filtration of kni has simple quotients, and we claim that
such a filtration remains simple over OPi . To see this, let M ∼=< a >
be a simple nonzero module. Then it is isomorphic to OPi= Ann a.
Since OPi is local, Ann a ⊆ mP , which means that mP / Ann a must
be 0 since it is a submodule of M . Hence, M ∼= mP / Ann a ∼= k,
which gives the claim. Thus, deg(F ) =

∑
ni =

∑
P∈X len(FP ), so

this function also satisfies condition (2).
Finally, the degree function must be unique. To see why, we can
check by induction on the rank of a sheaf. If a sheaf has rank 0, then
it is a torsion sheaf, and condition (2) forces uniqueness of degree.
For invertible sheaves of rank 1, condition (1) forces uniqueness. For
all other sheaves, we can find an exact sequence as in (Ex. 6.11(c))
and then condition (3) forces uniqueness by induction.
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2.7 Projective Morphisms

1. Let (X,OX) be a locally ringed space, and let f : L →M be a surjective
map of invertible sheaves on X. Then to show that f is an isomorphism, it
is enough to show that at stalks, fx:Lx →Mx is an isomorphism, which is
equivalent to showing the surjective map of A-modules f : Ap → Ap is an
isomorphism, where X = Spec A and p is the prime ideal corresponding
to x ∈ X. Since f is a module homomorphism, scalars pop-out and
f(a) = f(1 · a) = a · f(1), so f is completely determined by where 1 gets
mapped to. Since f is surjective, there is some element b that gets mapped
to 1, so f is just multiplication by b, which is a unit since b · f(1) = 1, and
thus f is invertible and thus an isomorphism.

2. Let X be a scheme over a field k. Let L be an invertible sheave on X
and let {s0, . . . , sn} and {t0, . . . , tn} be two sets of sections of L , which
generate the same subspace V ⊆ Γ(X,L ) and which generate the sheaf
L at every point. Suppose n ≤ m. Let ϕ : X → Pnk and ψ : X → Pmk be
the corresponding morphisms. Consider the map π : Pmk → Pnk , which is
given by O(1) with sections x0, x1, . . . , xn. Letting L = Z(x0, x1, . . . , xn),
we get that π : Pmk \L→ Pnk is a morphism. All sections pullback to each
other in the commutative diagram, so they define the same map and thus
differ by the linear projection. Lastly, the automorphism of Pn comes from
changing the basis {s0, . . . , sn} to {t0, . . . , tn}.

3. Let ϕ : Pnk → Pmk be a morphism. Then if ϕ is induced by the structure
sheaf OPnk and global section a0, . . . , am ∈ k = Γ(Pnk ,OPnk ), then ϕ(Pnk ) is
the point (a0, . . . , am) ∈ Pmk . If ϕ is induced by O(r) for some r > 0, then
ϕ is defined by m+1 homogeneous degree r polynomials with no common
zeros in Pnk . Thus there are at least m + 1 of them so m ≥ n. ϕ is finite
by Thm 8, p 65 in Shaf I, so dim ϕ(Pn) = n.

By first using the r-uple embedding and then project using the homoge-
neous polynomials x0, . . . , xm, we obtain ϕ. Lastly, apply an automor-
phism of Pnk corresponding to changing the basis of the linear space in
Γ(Pnk ,O(r)) used in part (a).

4. (a) Let X be a scheme of finite type over a noetherian ring A and let L
be an ample invertible sheaf. Then by Thm 7.6, L n is very ample for
some n > 0. Thus we have an immersion X → PNA , which is separated
since both open and closed immersions are separated. PNA → Spec A
is separated so the composition X → PNA →Spec A is separated.

(b) Let X be the affine line over a field k with the origin doubled. In-
vertible sheaves on X are given by pairs of invertible sheaves on A1

whose restrictions to A1\0 are equal. Any pair (L ,L ′) is isomor-
phic to (OA1 ,OA1), since Pic A1 = 0, So (L1,L2) ≡ (L1,L2) ⊗
(L −1

1 ,L −1
1 ) = (OA1 ,L ) with L |A1\0 = OA1\0. So L is the sheaf

corresponding to a divisor n ·0 for some integer n. It follows that Pic
X = Z, with every invertible sheaf isomorphic to (OA1 ,L (n · 0)) for
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a unique n. Global sections of (OA1 ,L (n · 0)) are pairs (f, g) with
f ∈ Γ(A1,OA1), g ∈ Γ(A1,L (n · 0)) and f |A1\0 = g|A1\0. It follows
that f = g so Γ(X, (OA1 ,L (n · 0)) = Γ(A1,OA1) ∩ Γ(A1,L (n · 0)),
which is k[t] if n ≥ 0 and (t−n) ⊆ k[t] if n < 0. If n < 0, then clearly
no local ring of a point in A1\0 is generated by the images of global
section. If n > 0, then the local ring at the second origin is 1

tn k[t](t),
which is not generated by images of a global sections. And if n = 0,
then clearly images of global sections generate each local ring. Let
Ln = (OA1 ,L (n · 0)). Then Ln ⊗Lm = Ln+m so no power of Ln

is generated by global sections if n 6= 0. And L1⊗L ⊗n0
∼= L1 is not

generated by global sections for all n so X has no ample sheaf.

5. Let X be a noetherian scheme and let L and M be invertible sheaves.

(a) Let L be ample and M generated by global sections (gbgs). Then
M n is gbgs as well. Let F ∈ Coh (X). Then since L is ample,
F ⊗L n is gbgs for n� 0. Then F ⊗ (L ⊗M )n ∼= (F ⊗L n)⊗M n

is gbgs for n � 0 and thus L ⊗M is ample since gbgs ⊗ gbgs is
gbgs.

(b) Let L be ample. Then since M is coherent, L n1 ⊗M is gbgs.
For any F ∈ Coh(X), F ⊗L n2 is gbgs. Thus F ⊗ (M ⊗L n) ∼=
(F ⊗L n1) ⊗ (M ⊗L n2) ⊗L n−n1−n2 for n � 0. Since each term
is gbgs, so is the entire tensor product and thus M ⊗L n is ample.

(c) Let L and M be ample. Then for any coherent sheaf F , F ⊗ (L ⊗
M )n ∼= (F ⊗L n)⊗M n, which is the tensor of sheaves gbgs since L
and M are both ample, so is thus gbgs. Therefore L ⊗M is ample.

(d) L and M are finitely generated by global sections so there are cor-
responding morphisms to PnA and PmA , say ϕL and ϕM such that ϕL

is an immersion and ϕ∗L (O(1)) = L and ϕ∗M (O(1)) = M . Let ϕ be
the product of ϕL and ϕM corresponding to the Segre embedding.
Then ϕ∗(O(1)) = L ⊗M and ϕ is an immersion since ϕL is. Let
L ⊗M is very ample.

(e) Suppose that Lm is very ample and L r is gbgs for f ≥ r0. Then by
part (d), L n is very ample for n ≥ m+ r.

6. The Riemann-Roch Problem. Let X be a non-singular projective variety
over an algebraically closed field, and let D be a divisor on X. For any n >
0, we consider the complete linear system |nD|. Then the Riemann-Roch
problem is to determine dim |nD| as a function of n, and, in particular,
its behavior for large n.

(a) Let D be very ample and ϕD : X ↪→ Pnk the corresponding embedding
in projective space. We may consider X as a subvariety of Pnk with
D = OX(1). Let S(X) be the homogeneous coordinate ring of X.
The comment after the proof on pg 123 says that Γ(X,OX(n)) ∼=
Γ(X,OX(1)n) = Sn for n � 0. Taking n � 0, we have that dim
|nD| = dimk Γ(X,OX(1)n)− 1 = dimk Sn − 1 = PX(n)− 1.
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(b) Let D correspond to a torsion element of Pic X of order r. Then if
r | n, nD = 0 and thus nD corresponds to OX . Thus h0(nD) = dim
Γ(X,OX) = 1 and so dim |nD| = h0(nD)− 1 = 0.
If r - n, then since r is the smallest positive integer such that rD = 0,
we get that nD 6= 0. Now the fact that dim |nD| = −1 will follow
if we can show that h0(nD) = 0, which is equivalent to showing
that nD is not effective. So assume nD is effective. Since nD 6= 0,,
nD ∼ E > 0, where E is some effective divisor. Then multiplying
both sides by r we get 0 ∼ rnD ∼ rE > 0 which is a contradiction.
Thus nD is not effective and we are done.

7. Some Rational Surfaces. Let X = P2
k and let |D| be the complete lin-

ear system of all divisors of degree 2 on X (conics). D corresponds to
the invertible sheaf OX(2), whose space of global sections has a basis
x2, y2, z2, xy, xz, yz, where x, y, z are the homogeneous coordinates of X.

(a) By ex 7.6.1, O(2) is very ample on P2
k and thus gives an embedding

of P2 into P5. To show that the image corresponds to the 2-uple
embedding, fix a conic D ∈ |O(2)|, where D is the zero locus of
x2. Then Γ(P2

k,L (D)) = span {x
2

x2 ,
y2

x2 ,
z2

x2 ,
xy
x2 ,

xz
x2 ,

yz
x2 }. Thus the

embedding corresponding to |D| is ϕ|D|(x : y : z) = (x
2

x2 : y2

x2 : z2

x2 :
xy
x2 : xzx2 : yzx2 ). Since we have homogeneous coordinates, we can clear
denominators to get exactly the Veronese surface.

(b) To show that points are separated, consider the points (a0 : b0 : c0)
and (a1 : b1 : c1). If a0 = 0 and a1 6= 0, then the function x2

separates points. If a0 = a1 = 0, then our sections are y2, z2 and
yz. These are just the sections of the very ample sheaf O(2) on
P1, so these sections separate points. This argument is similar for
the other coordinate hyperplanes. Thus we can assume that our
distinct points are off the coordinate hyperplanes and thus in any of
the standard affine open sets we want. Picking the affine set x = 1
and our points (α, β), (γ, δ), the functions y2 − α2(1) and z2 − β2(1)
separate all points except the case that (γ, δ) = (±α,±β). For the
case (−α,−β), use y− yz− (α−αβ)(1). The other cases are similar.
Now show tangent lines are separated. In the affine piece z = 1, we
have 1, x2, y2, xy − y, x − y. Let our point be (α, β). If α 6= 0, the
curves x − y − (α − β)(1) and x2 − α2(1) have no tangent lines in
common. If β 6= 0, then x − y − (α − β)(1) and y2 − β2(1) have no
tangent lines in common. For the last case, if α = β = 0, then xy−y
and x− y have different tangent lines at the origin. So tangent lines
are separated. The affine piece y = 1 is similar. In the piece x = 1,
we have 1, y2, z2, y− yz, z− yz, and (0, 0) is the only point not dealt
with. y − yz and z − yz have different tangent lines at (0, 0), so all
good.

(c) Let Q,R ∈ P2. If P,Q and R are not collinear, then the space of a
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line through P and Q does not go through R. If they are collinear,
then by Bezout’s Them, any conic through P and Q can not pass
through R. Let P = (0, 0, 1) Then δ = span {x2, y2, xy, xz, yz}. In
the affine pieces x = 1 and y = 1, the separation of tangent vectors is
obvious as above. So δ gives an immersion U → P4. To see X̃ → P4 is
a closed immersion, see (V, 4.1). The hyperplane divisors on X̃ ⊆ P4

are the strict transforms of conics in P2 through P . They intersect
in three places if we choose two conics in P2 through P intersecting
in four points transversally. So deg X̃ = 3. A line through P and a
conic through P intersect in two places if chosen in general position.
After blowing up P , they intersect in one point. So lines in P2 are
sent to lines in P4. Lastly, separate lines through P separate after
blowing up.

8. Let X be a noetherian scheme, let E be a coherent locally free sheaf on
X and let π : P(E) → X be the corresponding projective space bundle.
Then by letting Y = X in Proposition 7.12, we get that there is a natural
1-1 correspondence between sections of π and quotient invertible sheaves
E → L → 0 of E .

9. Let X be a regular noetherian scheme and E a locally free coherent sheaf
of rank ≥ 2 on X.

(a) [BLOG] There is a natural morphism α : Pic X × Z→ P(E ) defined
by (L , n) 7→ (π∗L ) ⊗ O(n). We claim that this gives the desired
isomorphism. Let r be the rank of E . Pick a point i : x ↪→ X and
an open affine neighborhood U of x such that E is free. Let k(x)
be the residue field. On U we have π−1U = Pr−1

U and so we obtain
an embedding Pr−1

k(x) → Pr−1
U → P(E). Clearly, OP(E )(n)|U ∼= OU (n)

and we know that Pic Pr−1
k(x) = Z so we have obtained a left inverse to

Z → Pic P(E). So it remains to show that α is surjective, and that
Pic X → Pic P(E ) is injective.
Injectivity : Suppose that π∗L ⊗O(n) ∼= OP(E ). Then by Proposition
II.7.11 we see that π∗(π∗L ⊗ O(n)) ∼= OX and by the Projection
Formula we have L ⊗π∗O(n) ∼= OX . Again by Prop II.7.II we know
that π∗O(n) is the degree n part of the symmetric algebra on E and
since rank E ≥ 2 this implies that n = 0 and L ∼= OX . Hence α is
injective.
Surjectivity : Let {Ui} be an open cover of X for which E is locally
trivial, and such that each Ui is integral and separated. We can
find such a cover since every affine scheme is separated, and X is
regular implies that the local rings are reduced. The subschemes
Vi := P(E |Ui) ∼= Ui×Pr−1 form an open cover of P(E ) and since X is
regular, each Ui is regular, and in particular, regular in codimension
one, and hence satisfies (*), so we can apply Ex II.6.1 to find that
Pic Vi ∼= Pic Ui × Z.
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Now if L ∈ Pic P(E ) then for each i, by restricting we get an ele-
ment Oi(ni) ⊗ π∗iLi ∈ Pic Vi ∼= Pic Ui × Z together with transition
isomorphisms

αij : (Oi(ni)⊗ π∗iLi)|Vij → (Oj(nj)⊗ π∗jLj)|Vj
that satisfy the cocycle condition. These isomorphisms push forward
to give isomorphisms

αij : π∗(Oi(ni)|Vij )⊗Li → π∗(Oj(nj)|Vji)⊗Lj

via the projection formula. By Prop II.7.11 and considering ranks,
we see that ni = nj . Furthermore, it can be seen from the def-
inition of P(E ) that Oj(n)|Vij = Oij(n) and so our isomorphism
αij is Oij(n) ⊗ π∗iLi|Vij → Oij(n) ⊗ π∗jLj |Vij . Tensoring this with
Oij(−n) we get isomorphisms Oij ⊗ π∗iLi|Vij → Oij ⊗ π∗jLj and the
projection formula together with II.7.11 again tells us that we have
isomorphisms βij : Li|Uij ∼= Lj |Uij , and it can be shown that these
satisfy the cocycle condition as a consequence of the αij satisfying the
condition. Hence we can glue the Li, together to obtain a sheaf M
on X such that π ∗M ⊗O(n) is isomorphic to L on each connected
component of X (where n depends on the component.)

(b) Suppose first that P(E ) ∼= P(E ′). Let f : P(E ) → P(E ′) be an
isomorphism. By (a) we may write f∗(O′(1)) = O(1)⊗π∗L for some
L ∈ Pic X. By Ex 5.1.d and II.7.11, E ′ = π

′

∗(O′(1)) = π∗(O(1) ⊗
π∗L ) = π∗O(1)⊗L = E ⊗L .
Now Suppose E ′ ∼= E ⊗L . By (7.11b) we get a surjection π∗E ′ ∼=
π∗E ⊗ π∗L � O(1) ⊗ π∗L , which gives a map P(E ) → P(E ′) by
(7.12). Writing E ∼= E ′⊗L −1, we similarly get a map in the opposite
direction inverse to the first.

10. Pn-bundles Over a Scheme Let X be a noetherian scheme.

(a) Super

(b) Let E be a locally free sheaf of rank n + 1 on X. Then on an open
affine set U = Spec A on X, we get that E ∼= O|⊕(n+1)

U . If π :
P(E )→ X is the natural morphism, π−1(U) ∼= Proj S (E )(U) ∼= Proj
S (O|⊕(n+1)

U )(U) = Proj A[x0, . . . , xn] = PnU . These constructions
glues to give a Pn-bundle over X.

(c)

(d) We want to show the following 1:1 equivalence for X regular:

{Pn-bundles over X} 1:1↔ {Locally free sheaves E / ∼ of rank n+ 1}

where E ∼ E ′ iff E ′ ∼= E ⊗M for some invertible sheaf M on X.
But this follows immediately from parts (b)(c) and ex II.7.9.
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11. On a noetherian scheme X, different sheaves of ideals can give rise to
isomorphic blown-up schemes

(a) Let I be a coherent sheaf of ideals on X. Let U ⊆ X be an open
affine set. Then locally, the blow-up of I is Proj (

⊕
n≥0 I (U)n) and

locally the blow-up of I d is Proj (
⊕

n≥0 I (U)nd). These are isomor-
phic by Ex II.5.13. Gluing gives the global isomorphism Proj(

⊕
n≥0 I n) ∼=

Proj(
⊕

n≥0 I nd) as desired.

(b) This is exactly Lemma II.7.9

(c)

12. [BLOG] Let X be a noetherian scheme and let Y, Z be two closed sub-
schemes, neither one containing the other. Let X̃ be obtained by blowing
up Y ∩ Z (defined by the ideal sheaf IY + IJ). Suppose they do meet
at some point P ∈ Ỹ ∩ Z̃ ⊂ X̃. Then π(P ) is contained in some open
affine set U = Spec A, and the preimage of this open is π−1U = Proj
(
⊕

d≥0(IY (U) + IZ(U))d). Then Y ∩ U = Spec A/IY and Z ∩ U = Spec
A/IZ . Then π−1(U ∩ Y ) = Proj (

⊕
d≥0((IY + IZ)(A/IY )(U)d)) ⊂ Ỹ

and similar for Z. The closed embedding π−1(U ∩ Y ) → π−1(U) is
given by a homomorphism of homogeneous rings

⊕
d≥0(IY + IZ)d →⊕

d≥0((IY + IZ)(A/IY ))d and similarly for Z. Clearly the kernel of this
ring homomorphism is the homogeneous ideal

⊕
d≥0 I

d
Y and similarly for

Z. Now if the two closed subschemes intersect as assumed, then there ex-
ists a homogeneous prime ideal of

⊕
d≥0(IY + IZ)d that contains both of

these homogeneous ideals. But
⊕

d≥0 I
d
Y and ⊕d≥0I

d
Z generate

⊕
d≥0 I

d
Z

generate
⊕

d≥0(IY + IZ)d so there can be no proper homogenous prime
ideal containing them both. Hence the intersection is empty.

13. A Complete Non-projective Variety

(a)

(b)

(c)

(d)

14. (a) Consider E = OP1
k
(−1) on P1. Since O(−1) is invertible, P(O(−1)) ∼=

P1 and the natural morphism is π : P1 ∼= P1. If the sheaf O(1) on
P(O(P1)) ∼= P1 were very ample, it would give rise to a projective
immersion ϕ|O(1)|P1 ↪→ P1×Pn = PnP1 . Then ϕ∗(OPn(1)) = OP (1) =
OP1(−1), which is a contradiction, since the pullback of effective
divisors under an immersion is effective.

(b) Let f : X → Y be a morphism of finite type and let L be an ample
invertible sheaf on X. Then L is ample relative to Y and for some
n > 0, L n is very ample on X relative to Y . If π : P → X is the
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projection, then by Prop 7.10, OP (1) ⊗ π∗Lm is very ample on P
relative to X for m � 0. Thus by Ex 5.12, for n fixed and m � 0,
OP (1)⊗Lm+n is very ample on P relative to Y .

2.8 Differentials

1. Let X be a scheme.

(a) Let (B,m) be a local ring containing a field k, and assume that the
reside field k(B) = B/m of B is a separable generated extension of
k. To show the exact sequence

0→ m/m2 δ→ ΩB/k ⊗ k(B)→ Ωk(B)/k → 0

is exact on the left is equivalent to showing that m/m2 δ→ ΩB/k⊗k(B)
is injective. This in turn is equivalent to showing that the dual map

δ∗ : Homk(B)(ΩB/k ⊗ k(B), k(B))→ Homk(B)(m/m2, k(B))

is surjective. The term on the left is isomorphic to HomB(ΩB/k, k(B)) ∼=
Derk(B, k(B)). If d : B → k(B) is a derivation, then δ∗(d) is ob-
tained by restricting to m and noting that d(m2) = d(

∑
aici) =∑

(aid(ci) + d(ai)ci) = 0 for ai, ci ∈ m. Now to show that δ∗

is surjective, let h ∈ Hom(m/m2, k(B)). For any b ∈ B, write
b = c + λ with λ ∈ k(B), c ∈ m in the unique way using the sec-
tion k(B) → B → k(B) from Thm 8.25A. Define db = h(c), where
c ∈ m/m2 is the image of c. Then one verifies immediately that d
is a k(B)-derivation and that δ∗(d) = h. Thus δ∗ is surjective as
required.

(b) With B, k as above, assume furthermore that k is perfect, and that
B is a localization of an algebra of finite type over k. Assume that
ΩB/k is free of rank = dim B+ tr.d. k(B)/k. By part a) we have the
short exact sequence

0→ m/m2 δ→ ΩB/k ⊗ k(B)→ Ωk(B)/k → 0

Thus

dim ΩB/k ⊗ k(B) = dim m/m2 + dim Ωk(B)/k

q (by assumption) q (Thm 8.6A since k perfect)
dimB + tr.d. k(B)/k = dim m/m2 + dim tr.d. k(B)/k

Thus dimB = dim m/m2 and B is regular.
Conversely, assume that (B,m) is a regular local ring, where now B
is a localization of an algebra of finite type over k. Let B = Ap for
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some prime ideal p. Let K be the quotient field of B. Then by part
a),

dimk(B) ΩB/k ⊗ k(B) = dim m/m2 + Ωk(B)/k

= dimB + tr.d. k(B)/k by Thm 8.6A
= dimK ΩB/k ⊗B K by claim below

Then by Lemma 8.9, ΩB/k is free of rank dim B + tr.d k(B)/k.
Proof of claim: By (II.8.2A), ΩB/k ⊗B K = ΩK/k and since k is
perfect, K is a separately generated extension by Thm 1.4.8A. Then
dim ΩK/k = tr.d. K/k by Thm 8.6A. Thus:

dimK ΩB/k ⊗B K = tr.d. K/k
= dimA
= ht p + dimA/p
= dimB + dimA/p
= dimB + tr.d. Frac(A/p)/k
= dimB + tr.d. k(B)/k

(c) Let X be an irreducible scheme of finite type over a perfect field k
and let dim X = n. Let x ∈ X be a point not necessarily closed.
Let Spec A be an open affine neighborhood of x and define B =
Ap = OX,x. By part b), OX,x is a regular local ring if and only if
ΩB/k ∼= ΩA/k ∼= (ΩX/k)x is free of rank dim B+ tr.d k(B)/k = dim
A = dim X = n.

(d) Let X be a variety over an algebraically closed field k. Let U = {x ∈
X | Ox is a regular local ring }. U is dense since it contains the open
dense set of Cor 8.16. If x ∈ U , then (ΩX,x)x is free by part c) so
there exists an open neighborhood V of x such that ΩX/k|V is free
of rank dim X by ex II.5.7(a). Using c) again, V ⊆ U and thus U is
open.

2. Let X be a variety of dimension n over k. Let E be a locally free sheaf of
rank > n on X, and let V ⊆ Γ(X,E ) be a vector space of global sections
which generate E . Define Z ⊆ X×V by {(x, s) | sx ∈ mxEx}. Let p1 : X×
V → X and p2 : X×V → V be the projections restricted to Z. Then for all
x ∈ X, the fiber of the first projection p−1

1 (x0) = {(x0, s) | sx0 ∈ mx0Ex0}.
This is the set of sections that vanish at x0, which is the kernel of the k(x0)-
vector space map V ⊗k k(x0) → Ex0 ⊗Ox0 k(x0) ∼= Ex0 ⊗Ox0 Ox0/mx0

∼=
Ex0/mx0Ex0 . Since E is generated by global sections, this map is surjective,
so since E is locally free of rank r, dim V − dim ker = rk Ex0 = r. Thus
dim ker = dimV − r. Therefore dimZ = dimX + dimV − r. Since we are
assuming that r > n, dimZ = n + dimV − r < dimV . Thus the second
projection p2|Z : Z → V can not be surjective. Any s ∈ V not in the
image then has the desired property.
The morphism Ox → E is then defined by multiplication by this s as
above. By looking at stalks, we see that the cokernel E ′ is locally free
using (Ex II.5.7(b)) with rank E ′ = rk E − 1.
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3. Product Schemes

(a) Let X and Y be schemes over another scheme S. By (8.10) and
(8.11) we get exact sequences

p∗2ΩY/S → ΩX×Y/S → p∗1ΩX/S → 0
p∗1ΩX/S → ΩX×Y/S → p∗2ΩY/S → 0

The existence of the second map in the second sequence gives in-
jectivity of the first map in the first sequence. The first map in
the second sequence gives a section of the second map in the first
sequence. So the first sequence is short exact and splits, giving
ΩX×Y/S ∼= p∗1ΩX/S ⊕ p∗2ΩY/S as desired.

(b) Let X and Y be nonsingular varieties over a field k. Then starting
from the short exact sequence of part a),

0→ p∗1ΩX/k → ΩX×Y/k → p∗2ΩY/k → 0

take the highest exterior power of each term to get

dimX dimY∧
ΩX×Y/k ∼=

dimX∧
p∗1ΩX/k ⊗

dimY∧
p∗2ΩY/k

Then by (Ex I.5.16(e)), exterior powers commute with pullbacks, and
we get that ωX×Y ∼= p∗1(ωX)⊗ p∗2(ωY ).

(c) Let Y be a nonsingular plane cubic curve and let X be the surface
Y × Y . By (8.20.3), ωY ∼= OY , so ωY×Y = p∗1OY ⊗ p∗2OY ∼= OY×Y .
Then dimk Γ(Y × Y,OY×Y ) = 1 so pg(Y × Y ) = 1. By (Ex 1.7.2),
pa(Y ) = 1

2 (3 − 2)(3 − 1) = 1. Then by part e) of the same exercise,
pa(Y × Y ) = 1 · 1− 1− 1 = −1.

4. Complete Intersections A closed subscheme Y of Pnk is called a (strict,
global) complete intersection) if the homogeneous ideal IY of Y in S =
k[x0, . . . , xn] can be generated by r = codim(Y,Pn) elements.

(a) Let Y be a closed subscheme of codimension r in Pn. If IY =
(f1, . . . , fr), then it is obvious that Y =

⋂r
i=1Hi, where Hi = Z(fi).

Conversely, Let Y =
⋂r

Hi, where we can assume that each Hi is ir-
reducible and reduced. Now, since the homogeneous coordinate ring
S = k[x0, . . . , xn] of Pn is factorial, the irreducibility of each Hi im-
plies that (IHi) is a prime ideal. Thus IHi+1 is a non zero-divisor
mod IHi ; that is (IH1 , IH2 , . . . , IHr ) is a regular sequence. Now
S/(IH1 , . . . , IHr ) has degree

∑
deg Hi by Bezout’s Theorem. Since

(IH1 , . . . , IHr ) is contained in IY , we must have (IH1 , . . . , IHr ) = I∩J,
where codim J > 2. But by the Unmixedness Theorem, the ideal
(IH1 , . . . , IHr ) has no primary components of codimension > 2, so
J = ∅ and thus IY = (IH1 , . . . , IHr ).
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(b) Let Y be a complete intersection of dimension ≥ 1 in Pn and let Y
be normal. Then the singular locus Sing Y has codimension ≥ 2
and thus the singular locus of the affine cone C(Y ) over Y has codi-
mension ≥ 2. Thus the homogeneous coordinate ring of S(C(Y )) is
integrally closed by (8.23b) and thus so is S(Y ). So Y is projectively
normal.

(c) Since Y is projectively normal, by (Ex 5.14b), Γ(Pn,OPn(l)) �
Γ(Y,OY (l)). In particular, taking l = 0 gives that k � Γ(Y,OY ), so
Γ(Y,OY ) = k and thus Y is connected.

(d) Now let d1, . . . , dr ≥ 1 be integers, with r < n. Then by applying
Ex 8.20.2 r times, we ge the existence of nonsingular hypersurfaces
H1, . . . ,Hr ⊂ Pn with deg Hi = di such that Y =

⋂r
Hi. Y is

irreducible since by part c) it is connected and nonsingular.

(e) Let Y be a nonsingular complete intersection as in (d). Then by the
adjunction formula, we immediately get that ωY = OY (

∑
di−n−1).

For example, if Y = H1 ∩ H2, then KY ∼ (KPn + Y )|Y = (−n −
1)H +H1|H2 +H2|H1 = (−n− 1)H + deg H1 + deg H2.

(f) Let Y be a nonsingular hypersurface of degree d in Pn. Then by
adjunction, KY = (KPn+Y )|Y which gives that KY ∼ (−n−1+d)H.
Let IY = (f), where f has degree d. Then we have the exact sequence

0→ IY → OPn → OY → 0

Twisting by (−n−1+d) and applying the functor Γ we get the short
exact sequence:

0→ Γ(Y, IY (d−n−1))→ Γ(Pn,OPn(d−n−1))→ Γ(Y,OY (d−n−1)→ 0

Note that the sequence is exact on the right by part c). Comparing
dimensions we get:

dimk Γ(Pn,OPn(d−n−1)) = dimk Γ(Y, IY (d−n−1))+Γ(Y,OY (d−n−1))

which is equivalent to (
d− 1
n

)
= 0 + pg(Y )

(g) Let Y be a nonsingular curve in P3, which is a complete intersection
of nonsingular surfaces of degrees d, e. Then by e), we have KY ∼
(d + e − 4) and by a) we have IY = (f, g), where Y = Z(f) ∩ Z(g).
By similar arguments as in part f), we get that

pg(Y ) = dimk Γ(P3,OP3(d+ e− 4))− dimk Γ(Y, IY (d+ e− 4))

Now, dimk Γ(P3,OP3(d+ e− 4)) =
(
d+e−1

3

)
= (d+e−1)(d+e−2)(d+e−3)

6 .
Since IY = (f, g), then any element of IY (d + e − 4) is of the form
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h1f + h2g where the degree of h1 is e − 4 and the degree of h2 is
d − 4. Thus the dimension of the global section of IY (d + e − 4) =(
e−1

3

)
+
(
d−1

3

)
. So

pg(Y ) = dimk Γ(P3,OP3(d+ e− 4))− dimk Γ(Y, IY (d+ e− 4))
=
(
d+e−1

3

)
−
(
e−1
e

)
−
(
d−1

3

)
= (d+e−1)(d+e−2)(d+e−3)

6 − (e−1)(e−2)(e−3)
6 − (d−1)(d−2)(d−3)

6

= 3d2e+ede2−12de+6
6

= 1
2de(d+ e− 4) + 1

Note, for a nonsingular curve, pg = pa always by Serre Duality (Ch
4).

5. Blowing up a Nonsingular Subvariety As in (8.24), let X be a nonsingular
subvariety and let Y be a nonsingular subvariety of codimension r ≥ 2.
Let π : X̃ → X be the blowing-up of X along Y . Let Y ′ = π−1(Y ).

(a) By (6.5c), we get a sequence

Z→ Cl X̃ → Cl X̃ − Y ′ → 0

Now, since π is an isomorphism outside of Y ′, Cl X̃ − Y ′ ∼= Cl X −
Y ∼= Cl X since codim(Y,X) ≥ 2. Then the map π∗Cl X → Cl X̃
gives a section of the above sequence, so we only need to verify that
Z → Cl X̃ is injective. If nY ′ ∼ 0 for some n > 0, then there exists
some f ′ ∈ k(X̃) with a zero of order n along Y ′. But X̃ → X
is surjective and birational, so f ′ corresponds to a regular function
f on X with zeros only along Y . Since codimX Y ≥ 2, this is a
contradiction. Thus the sequence is split short exact and Cl X̃ ∼=
Cl X ⊕ Z.

(b) Following the hint, by part a) write ωX̃ as f∗M ⊗L (qY ′) for some
invertible sheaf M on X and some integer q. Now, X−Y ∼= X̃−Y ′,
so ωX̃ |X̃−Y ′ ∼= ωX |X−Y . Pic X ∼= Pic U (II.6.5) so M ∼= ωX . By
adjunction:

ωY ′ ∼= ωX̃ ⊗L (Y ′)⊗OY ′
∼= f∗ωX ⊗L ((q + 1)Y ′)⊗OY ′
∼= f∗ωX ⊗ I−q−1

Y ′ ⊗OY ′ (Prop II.6.18)
∼= f∗ωX ⊗OX̃(1)−q−1 ⊗OY ′ (7.13)
∼= f∗ωX ⊗OY ′(−q − 1)

Now take a closed point y ∈ Y and let Z be the fiber of Y ′ over y, ie
Z = y ×Y Y ′. By (Ex II.8.3b),

ωZ ∼= π∗1ωy ⊗ π∗2ωY ′
∼= π∗1Oy ⊗ π∗2(f∗ωX ⊗OY ′(−q − 1))
∼= π∗2(f∗ωX ⊗OY ′(−q − 1))
∼= Oy ⊗ π∗2OY ′(−q − 1))
∼= OZ(−q − 1)
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Z is just Pr−1, so ωZ ∼= OZ(−r). Thus q = r − 1.

6. The Infinitesimal Lifting Property [BLOG]

(a) Since g and g′ both lift f , the difference g − g′ is a lift of 0, and
therefore the image lands in the submodule I of B′. The homomor-
phisms g and g′ are algebra homomorphisms and so they both send
1 to 1. Hence the difference sends 1 to 0 and so for any c ∈ k, we
have θ(k) = kθ(1) = 0. For the Leibnitz rule we have

θ(ab) = g(ab)− g′(ab)
= g(a)g(b)− g′(a)g′(b)
= g(a)g(b)− g′(a)g′(b) + (g′(a)g(b)− g′(a)g(b))
= g(b)θ(a) + g′(a)θ(b)

We can consider it as an element of HomA(ΩA/k,I , I) by the universal
property of the module of relative differentials.
Conversely, for any θ ∈ HomA(ΩA/k,I , I), we obtain a derivation
θ ◦ d : A → I which we can compose with the inclusion I ↪→ B′

to get a k-linear morphism from A into B′. Since the sequence is
exact, this θ vanishes on composition with B′ → B and so g + θ
is another k-linear homomorphism lifting f . We just need to show
that it is actually a morphism of k-algebras; that is, that is preserves
multiplication:

g(ab) + θ(ab) = g(ab) + θ(a)g(b) + g(a)θ(b)
= g(ab) + θ(a)g(b) + g(a)θ(b) + θ(a)θ(b) since I2 = 0 and θ(a), θ(b) ∈ I
= (g(a) + θ(a))(g(b) + θ(b))

(b) A k-homomorphism out of P is uniquely determined by the images of
the xi, which can be anything. So for each i, choose a lift bi of f(xi)
in B′ and we obtain a morphism h by sending xi to bi and extending
to a k-algebra homomorphism. if a ∈ P is in J , then by commutivity,
the image of h(a) in B will be 0, implying that h(a) ∈ I so we have
at least a k-linear map J → I. If a ∈ J2 then h(a) ∈ I2 = 0 so this
map descends to h : J/J2 → I. The last thing to check is that the
map h is A-linear, which follows from h preserving multiplication.

(c) Applying the global section functor to the exact sequence of (8.17)
with X = Spec P , Y = Spec A gives an exact sequence

0→ J/J2 → ΩP/k ⊗A→ ΩA/k → 0

which is exact on the right as well by (8.3A). Now, since A is nonsin-
gular, ΩA/k is locally free and therefore projective so Exti(ΩA/k, I) =
0 for all i > 0. So the exact sequence

0→ HomA(ΩA/k, I)→ HomA(ΩP/k⊗A, I)→ HomA(J/J2, I)→ Ext1
A(ΩA/k, I)→ . . .
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shows that HomA(ΩP/k ⊗ A, I) → HomA(J/J2, I) is surjective. So
we can find a P -morphism θ : ΩP/k → I whose image is h from part

(b). We then define θ′ as the composition P
d→ ΩP/k → I → B′ to

obtain a k-derivation P → B′. Let h′ = h−θ. For any element b ∈ J ,
we have h′(b) = h(b) − θ(b) = h(b) − h(b) = 0, so h′ descends to a
morphism g : A→ B′ which lifts f .

7. [BLOG] Let X be affine and nonsingular. Let F be a coherent sheaf on
X. This problem is then equivalent to the following: Given a ring A′,
an ideal I ⊂ A′ such that I2 = 0 and A′/I ∼= A, such that I ∼= M as
an A-module (where M is the finitely generated A-module corresponding
to F ), show that A′ ∼= A ⊕M as an abelian group, with multiplication
defined by (a,m)(a′,m′) = (aa′, am′ + a′m).

Using the infinitesimal lifting property, we obtain a morphism A → A′

that lifts the given isomorphism A′/I ∼= A. This together with the given
data provides the isomorphism A ⊕M ∼= A′ of abelian groups where we
use the isomorphism M ∼= I to associate M with I as an A-module. If
a ∈ A, then (a, 0)(a′,m′) = (aa′, am′) using the A-module structure on A
and M ∼= I. If m ∈M ∼= I, then (0,m)(a′,m′) = (0, a′m) since mm′ ∈ I2.
So we have the required isomorphism.

8. This follows exactly as the proof of (8.19).

2.9 Formal Schemes

(skip)
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3 Chapter 3: Cohomology

3.1 Derived Functors

3.2 Cohomology of Sheaves

1. (a) Let X = A1
k be the affine line over an infinite field k. Let P,Q be

distinct closed points of X. Let U = X − {P,Q}. Then ZU is a
subsheaf of ZX so we have a short exact sequence

0→ ZU → ZX → Z{P,Q} → 0

Taking cohomology gives a long exact sequence

0→ Γ(X,ZU )→ Γ(X,Z)→ Γ(X,Z{P,Q})→ H1(X,ZU )→ . . .

If we assume H1(X,ZU ) = 0, we have the equivalent long exact
sequence:

0→ Γ(X,ZU )→ Z � Z⊕ Z→ 0→ . . .

But this would imply that Z surjects onto Z ⊕ Z which is a contra-
diction. So H1(X,ZU ) 6= 0.

(b)

2. Let X = P1
k be the projective line over an algebraically closed field k.

Then since P1 is connected (simply connected in fact), the constant sheaf
K is flasque. From (II, Ex. 1.21d), we can write the quotient sheaf K/O
as the direct sum of sheaves

∑
P∈X iP (IP ). Since skyscraper sheaves are

trivially flasque, we have a flasque resolution of OP1 as desired.

To show that OP1 is acyclic, apply Γ to the flasque resolutions. The result-
ing sequence is exact by (II,Ex 1.21e) so all higher cohomology vanishes
and so Hi(P1,OP1) = 0 for all i ≥ 0. Note, for i ≥ 2 this result follows
immediately from Grothendieck vanishing and for i = 1, H1(P1,OP1) = 0
by either looking at the long exact sequence or from Serre Duality.

3. Cohomology with Supports: Let X be a topological space, let Y be a closed
subset, and let F be a sheaf of abelian groups. Let ΓY (X,F ) denote the
group of sections of F with support in Y .

(a) Let
0→ F ′ → F → F ′′ → 0

be a short exact sequence of sheaves. Clearly ΓY (X,F ′) ⊆ ΓY (X,F ),
so the functor ΓY (X, ·) preserves injections.
Now let s ∈ ΓY (X,F ) be sent to 0 in ΓY (X,F ′′). We can view s
as an element of Γ(X,F ) that gets sent to zero in Γ(X,F ′′). Since
Γ(X, ·) is left exact, s is the image of some s′ ∈ Γ(X,F ′). To show
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that ΓY (X, ·) is left exact, we have to show that s′x = 0 for all x 6∈ Y .
Let x ∈ X\Y . Considering the short exact sequence of stalks

0→ F ′x → Fx → F ′′x → 0

we see that sx = 0 since s ∈ ΓY (X,F ). Thus s′x = 0 and so s′ ∈
ΓY (X,F ′) as desired and the functor ΓY (X, ·) is left exact.

(b) Let
0→ F ′ → F → F ′′ → 0

be a short exact sequence of sheaves with F ′ flasque. By part (a),
ΓY (X, ·) is left exact, so we just need to show the map ΓY (X,F )→
ΓY (X,F ′′) is surjective. Let s′′ ∈ ΓY (X,F ′′) and view s′′ as an
element of Γ(X,F ′′). Since F ′ is flasque, the map Γ(X,F ) →
Γ(X,F ′′) is surjective and we can lift s′′ to a section s ∈ Γ(X,F ).
Thus for all p ∈ U := X\Y, sp ∈ F ′p. Therefore s|U ∈ Γ(U,F ′).
Since F ′ is flasque, similar as before we can lift s|U to a section s′ ∈
Γ(X,F ′). Clearly s′p = sp for all p ∈ U . Therefore s−s′ ∈ ΓY (X,F )
and s− s′ is mapped to s′′ − 0 = s′′. Thus ΓY (X,F )→ ΓY (X,F ′′)
is surjective

(c) Copy the proof of Prop III.2.5 and use part b).

(d) Obvious

(e) Using the maps of (d), we get a short exact sequence of chain com-
plexes ΓY (X, I•),Γ(X, I•) and Γ(X −Y, I•), where I• is an injective
resolution of F . This gives the long exact sequence of cohomology.

(f) For any sheaf F ,ΓY (X,F ) = ΓY (V,F |V ), where V is an open sub-
set of X containing Y . Therefore, applying the functors ΓY (X, ·)
and ΓY (V, ·|V ) to an injective resolution of a sheaf gives the same
complex and thus the same cohomology group.

4. Mayer-Vietoris Sequence. Let Y1, Y2 be two closed subsets of X. Given
F ∈ Ab(X), let 0→ F → I0 → I1 → . . . be an injective resolution of F
where each Ii is constructed using the method of Prop 2.2. That is, each
Ii is a direct product of sheaves with support a single point. Then

0→ ΓY1∩Y2(X, Ii)→ ΓY1(X, Ii)⊕ ΓY2(X, Ii)→ ΓY1∪Y2(X, Ii)→ 0

is a short exact sequence. The only hard part is to show surjectivity, which
follows from the structure of the Ii. Thus we get the long exact sequence
of cohomology from the above short exact sequence by applying the Snake
Lemma.

5. Let X be a Zariski space. Let P ∈ X be a closed point, and let XP be
the subset of X consisting of all points Q ∈ X such that P ∈ {Q}−. We
call XP the local space of X at P and give it the induced topology. Let
j : XP ↪→ X be the inclusion and for any sheaf F , let FP = j∗F . The
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claim is that ΓP (X,F ) = ΓP (X,FP ). Any open set containing P contains
XP , so the gluing property of sheaves does not affect Γ(XP ,FP ) =lim→U3P
Γ(U,F ). Given s ∈ ΓP (X,F ) we clearly get a section s ∈ ΓP (XP ,FP ).
Given s ∈ ΓP (XP ,FP ), let s ∈ Γ(U,F ) represent it. By taking a smaller
U , we may assume the support of s is P . Then glue S and 0 ∈ Γ(X\P,F )
together to get a global section. So we have a bijection ΓP (X,F ) ↔
ΓP (XP ,FP ). If 0 → F → I0 → I1 → . . . is a flasque resolution of F ,
then 0 → FP → I0,P → I1,P → . . . is an injective resolution of FP and
we can repeat the same argument to show ΓP (X, Ii) ∼= ΓP (XP , Ii,p). So
the cohomology groups are equal.

6. Let X be a noetherian topological space and let {Iα}α∈A be a direct
systems of injective sheaves of abelian groups on X. For the first claim in
the hint, “⇒” is the definition of injective. Suppose the second condition
holds and F is a subsheaf of G . Let f : F → I be a morphism of sheaves
and H a subsheaf of G maximal with respect to the existence of a sheaf
morphism h : H → I extending f . Let s be a section of G not in H
and let < s > be the subsheaf of G generated by s. If s ∈ Γ(U,G ), then
< s >∼= ZU , < s > ∩H is a subsheaf of < s > with a map to I so by
assumption that map extends to a map < s >→ I. So there is a map
from the sheaf generated by s and H to I extending f , contradicting the
maximality of H. Thus f has an extension to G , so I is injective.

For the second claim, we just need to show that any R ⊆ Z is finitely
generated. R(U) is a direct sum of groups riZ, one for each component of
U . Since the restriction maps of R are the identity (at least on a connected
U), the maximum r occurs in R(X). For a fixed r′ ≤ r take finite open
cover of connected sets of the union of sets U with Γ(U,R) = r′Z. Do
this for each r′ ≤ r to get a finite collection of open sets {Ui}. Then the
set {ri}, where Γ(Ui,R) = riZ generates R. So any map R →lim→ Iα is
determined by the images of the ri, which by taking equivalent elements
we can assume all lie in some Iα, then R → Iα has an extension ZU → Iα
which gives an extension ZU →

lim→ Iα, so lim→ Iα is injective.

7. Let S1 be the circle (with its usual topology) and let Z be the constant
sheaf Z.

(a) Using the construction of Prop 2.2, build an injective resolution of
Z. Let I0 =

∏
p∈S1 iP (Z), where iP is the skyscraper sheaf. I1 =∏

P∈S1 iP (I0,P /Z) and I2 =
∏
P∈S1 iP (I1,P /I0,P ). I0 → I1 → I2

induces Γ(S1, I0) d1→ Γ(S1, I1) d2→ Γ(S1, I2). ker d2 = {f : S1 →∐
I0,P /Z | f locally looks like a Z- valued function modulo constant

functions } and Im d1 = {f : S1 →
∐
I0,P /Z | f is a Z valued function

modulo constant functions }. Any f ∈ ker d2 locally looks like a Z-
valued function but as you wrap around S1 the values may jump by
some integer. So ker d2/Im d1

∼= Z.
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Notes:
1. see also p 220 ex 4.0.4
2. H1(S1,Z) is the abelianization of π(S1) which is Z.

(b) Let R be the sheaf of continuous real-valued functions and let D be
the sheaf of all real-valued functions. Then we have a short exact
sequence

0→ R → D → D/R → 0

This gives a long exact sequence

0→ H0(S1,R)→ H0(S1,D) α→ H0(S1,D/R)→ H1(S1,R)→ 0

where the last term is 0 since D is flasque. To show that H1(S1,R) =
0 is equivalent to show that H0(S1,D) α→ H0(S1,D/R) is surjective.

Let s ∈ H0(S1,D/R). Then s = {(Ui, si)} where on Ui ∩ Uj 6=
∅, si− sj is continuous (ie in R). Since S1 is compact, we can choose
a finite subcover {Ui}Ni=0. Choose these {Ui}Ni=0 such that for an
consecutive sets U0, U1, U2,

(U0 ∩ U1) ∩ (U1 ∩ U2) = ∅ (∗)

shrinking the Ui if necessary.

Define ri = si+1 − si and extend by zero so ri is defined on all of
Ui. Set r = {(Ui, ri)}. On Ui ∩ Uj , ri − ri+1 = ri (since ri+1 ≡ 0 on
Ui ∩ Ui+1) which is continuous by (*). Therefore r ∈ H0(S1,D/R).

Define t = {(Ui, ti)}, where ti = si + ri. Then ti|Ui∩Ui+1 = si +
si+1 − si = si+1 = ti+1|Ui∩Ui+1 . Thus t is a function t : S1 → R and
t ∈ H0(S1,D) gets mapped to itself in H0(S1,D/R). Thus t is in
the image of α.

Define r′ ∈ H0(S1,D) by r′|Ui∩Ui+1 =
{
ri on Ui ∩ Ui+1

0 else . Then

r′
α7→ r so r is in the image of α. Therefore s = t− r is in the image

of α, so α is surjective and H1(S1,R) = 0.

3.3 Cohomology of a Noetherian Affine Scheme

1. Let X be a noetherian scheme. If X = Spec R is affine, then Xred =
Spec R/η(R) is affine, where η(R) is the nilradical or R.

[BLOG]Conversely, let Xred be affine. We want to show that X is affine
by using Theorem 3.7 and induction on the dimension of X. If X has
dimension 0, then affineness follows from the noetherian hypothesis since
it must have finitely many points and each of these is contained in an
affine neighborhood. So suppose the result is true for noetherian schemes
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of dimension < n. Let X have dimension n. Let N be the sheaf of
nilpotent elements on X and consider a coherent sheaf F . For every
integer i we have a short exact sequence

0→ N d+1 ·F → N d ·F → Gd → 0

where Gd is the quotient. This short exact sequence gives rise to a long
exact sequence

. . .→ H0(X,Gd)→ H1(X,N d+1·F )→ H1(X,N d·F )→ H1(X,Gd)→ . . .

Since X is noetherian, there is some m for which N d = 0 for all d ≥ m,
so if we can show that H1(X,Gd) is zero for each d, then the state-
ment H1(X,F ) = 0 will follow by induction and the long exact sequence
above. Since the sheaf Gd = N d · F/N d+1 · F on X and Xred has
the same underlying topological space as X but with the sheaf of rings
OXred = OX/N , we see that Gd is also a sheaf of OXred -modules. Since
cohomology is defined as cohomology of sheaves of abelian groups, we
have H1(X,Gd) = H1(Xred,Gd) and so it follows from Them 3.7 that
H1(X,Gd) = 0 and thus X is affine.

2. Let X be a reduced noetherian scheme. If X is affine, then each irreducible
component is a closed subscheme of X and thus affine by Corr II.5.10.

Conversely, let X = X1 ∪ X2 ∪ . . . ∪ Xn where each Xi is irreducible
and affine. Let Ij be the ideal sheaf of Xj . Let I be a coherent ideal
sheaf on X. Then we have the filtration

I ⊇ I1 · I ⊇ I1 ·I2 · I ⊇ . . . ⊇ I1 · . . . ·In · I

Rename each element in the filtration so that we have

I0 ⊇ I1 ⊇ I2 ⊇ . . . ⊇ In

Now, In = 0 since anything in I1 ·. . .In vanishes on all of X and thus is in
the nilradical of OX . Since X is reduced, In = 0. For all j = 0, . . . , n− 1,
the quotient Ij/Ij+1 is a coherent sheaf on the irreducible component
Xj+1. Therefore 0 = H1(Xj+1, Ij/Ij+1) = H1(X, Ij/Ij+1) by Serre’s
theorem. Then from the taking the cohomology of the short exact sequence

0→ Ij+1 → Ij → Ij/Ij+1 → 0

we see that

H1(X, In) = 0⇒ H1(X, In−1) = 0⇒ . . .⇒ H1(X, I) = 0

and thus X is affine again by Serre’s Theorem.

3. Let A be a noetherian ring and let a be an ideal in A.
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(a) Let

0→M ′
f→M

g→M ′′ → 0

be a short exact sequence of A-modules. Clearly Γa(M ′) → Γa(M)
is injective. Now let m ∈ ker g with anm = 0 for some n. By the
left-exactness of Γ, there exists m′ ∈M ′ such that f(m′) = m. Then
anm′ ⊆ ker f = 0. Thus m′ ∈ Γa(M ′) and Γa is left exact.

(b) Now let X = Spec A, Y = V (a). Let

0→M → I0 → I1 → . . .

be an injective resolution of M . Then

0→ M̃ → Ĩ0 → Ĩ1 → . . .

is a flasque resolution of M̃ . Hi
a(M) is the cohomology of O →

Γa(I0) → Γa(I1) → . . . and Hi
Y (X, M̃) is the cohomology of 0 →

ΓY (X, Ĩ0) → ΓY (X, Ĩ1) → . . .. By by Ex II.5.6, Γa(Ii) ∼= ΓY (X, Ĩi).
Thus Hi

a(M) ∼= Hi
Y (X, M̃).

(c) Hi
a is a quotient of Γa(Ii) and therefore every element of Hi

a(M) is
annihilated by some power of a.

4. Cohomological Interpretation of Depth

(a) Let A be noetherian. If deptha(M) ≥ 1, then there exists x ∈ a such
that x is not a zero-divisor for M . But then neither is xn for any n.
Thus an can not annihilate any element and thus Γa(M) = 0.

[BLOG] Now suppose Γa(M) = 0 and M is finitely generated. So for
any nonzero m ∈M and n ≥ 0, there is an x ∈ an such that xm 6= 0.
This means that a 6⊆ p for any associated prime p of M (i.e. primes
p such that p = Ann(m) for some m ∈ M). So a 6⊆ Up∈Ass(M)p
[Eisenbud, Lemma 3.3, Thm 3.1(a)]. The latter set is the set of zero
divisors of M (including zero) [Eisenbud, Thm 3.1(b)] and so we find
that there is an element x ∈ a that is not a zero divisor in M . Hence
depthaM ≥ 1.

(b) [SAM] Let Tn be the statement that depthaM ≥ n if and only if
Hi

a(M) = 0 for all i < n. We prove by induction on n that Tn is true
for all n. The case n = 0 is (a), so suppose it true for n and choose
M with depthaM ≥ n + 1. Let x1, . . . , xn+1 ∈ a be an M -regular
sequence; we get a short exact sequence

0→M
·x1→ M →M/x1M → 0

which gives rise to a long exact sequence on cohomology

. . .→ Hn−1
a (M/x1M)→ Hn

a (M)→ Hn
a (M)→ . . .
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The first term vanishes since depthaM/x1M ≥ n. Also, the map
Hn

a (M) → Hn
a (M) is multiplication by x1, which is not injective

(Ex. 3.3(c)) if Hn
a (M) 6= 0, so we conclude that Hn

a (M) = 0. So
depthaM ≥ n+ 1 implies that Hi

a(M) = 0 for all i < n+ 1.

Conversely, suppose that Hi
a(M) = 0 for all i < n + 1. Then the

long exact sequence on cohomology gives that Hi
a(M/x1M) = 0 for

all i < n. By induction, depthaM/x1M ≥ n − 1, so depthaM ≥ n.
Hence Tn+1 is also true.

5. Let X be a Noetherian scheme and let P be a closed point of X. Let U
be any open neighborhood of P .

Then every section of OX over U − P extends uniquely over a section
OX of U
⇔ Γ(U,OX)→ Γ(U − P,OX) is bijective
⇔ H0

P (U,OX |U ) = H1
P (U,OX |U ) = 0 (by Ex 2.3(e))

⇔ H0
P (Spec OP ,OSpec OP ) = H1

P (Spec OP ,OSpec OP ) = 0 (by Ex 2.5)
⇔ H0

m(OP ) = H1
m(OP ) = 0, where m is the maximal ideal of OP (by Ex

3.3(b))
⇔ depthmOP ≥ 2 (by Ex 3.4(b))

6. Let X be a noetherian scheme.

(a) If X is affine, then ∼ gives an equivalence of categories Mod(A) ∼=
Qco(X), where X = Spec A. So an injective A-module I induces
an injective object Ĩ ∈ Qco(X). In the general case, we need to
show that if f : U ↪→ X is an inclusion of U ∼= Spec A in X, then
f∗(Ĩ) is injective. By pg 110, HomOX ( ·, f∗(Ĩ)) ∼= HomOU (f∗· , Ĩ) =
HomOU ( ·|U , Ĩ), which is a composition of the exact functors · |U and
HomOU ( ·, Ĩ) and thus is exact. Therefore f∗(Ĩ), and thus G in (3.6)
is injective.

(b)

(c) By part (b), an injective resolution in Qco(X) is a flasque resolution
and hence can be used to compute cohomology.

7.
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4 Chapter 4: Curves

4.1 Riemann-Roch Theorem

1. Let X be a curve and let P be a point. To show that there exists a non-
constant rational function f ∈ K(X) which is regular everywhere except
at P is equivalent to showing that h0(nP ) 6= 0 for n � 0. Using the
title of the section as a hint, let’s use the Riemann-Roch Theorem for the
divisor nP . Then h0(nP )− h1(nP ) = deg nP + 1− g. By Serre Duality,
H1(X,nP ) = H0(X,KX − nP ). The degree of KX − nP = 2g − 2 − n
so for n � 0, the degree of KX − nP < 0 and thus by Serre Duality,
H1(X,nP ) = 0. Thus h0(X,nP ) = n− 1 + g and again for n� 0, this is
non-zero and we are done.

2. Let X be a curve and let P1, . . . , Pr ∈ X be points. Then for each Pi,
apply the previous exercise to obtain an fi regular everywhere except at
Pi. Then let f =

∑
fi be the desired function.

3. Let X be an integral, separated, regular, 1 dimensional scheme of finite
type over k which is not proper over k. Following the hint, embed X in a
proper curve X over k. By remark II.4.10.2(e), X can be embedded as an
open subset of a complete variety. Then Proposition I.6.7 and Proposition
I.6.9 show that X can be embedded as an open subset of a complete curve,
which we call X. The complement of X in X is closed, and hence a finite
set of points. Say X = X ∪ {P1, . . . , Pr}. Let f be as in the previous
exercise. Then by (II,6.8), f defines a finite morphism X → P1. Thus
f−1(A1) = X is affine.

4. Using (III Ex, 3.1, Ex, 3.2), we reduce to the case X is integral. Let X̃
be the normalization of X. Then X̃ is not proper since by (II,Ex 4.4), X
would be proper. Thus by the previous exercise, X̃ is affine and by (III,
Ex 4.2), X is affine.

5.
dim |D| = h0(D)− 1

= deg D − g + h0(K −D)
≤ deg D − g + h0(K) (since D effective)
≤ deg D − g + g
≤ deg D

Equality occurs iff h0(K−D) = h0(K) = g. If D = 0, then certainly equal-
ity holds. If g = 0, then since D ≥ 0, equality holds as well. Conversely,
suppose that h0(K−D) = h0(K) = g and g > 0. Then h0(K−D) = h0(K)
so D ∼ 0. Since D ≥ 0, D = 0.

6. Let X be a curve of genus g. Let D =
∑g+1

Pi for g + 1 points Pi on X.
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By Riemann-Roch,

h0(D) = deg D + 1− g + h1(D)
= g + 1 + 1− g + h1(D)
= 2 + h1(D)

Thus h0(D) ≥ 2 so there exists a nonconstant rational function f ∈ k(X)
with poles at a nonempty subset of the Pi and regular elsewhere. This f
gives a finite morphism X → P1 by (II.6.8) with f−1(x∞) at most these
g + 1 points Pi. Thus deg f ≤ g + 1.

7. A curve X is called hyperelliptic if g ≥ 2 and there exists a finite morphism
f : X → P1 of degree 2.

(a) Let X be a curve of genus 2. Then deg K = 2g−2 = 2 and dim |K| =
h0(K) − 1 = g − 1 = 1. To show |K| is base point free, cheat a
little and skip ahead to Prop IV.3.1. Lets show that dim |K − P | =
dim |K|−1. This is equivalent to showing that h0(K−P ) = h0(K)−
1 = g − 1 = 1. By Riemann-Roch,

h0(K − P ) = deg K − P + 1− g + h1(K − P )
= 2g − 2− 1 + 1− 2 + h0(P )
= h0(P )
= 1

So by the proposition, |K| is base point free. Note that h0(P ) = 1
since h0(P ) ≥ 1 since P is effective and h0(P ) ≤ 1 else X would be
rational. Since g 6= 0, this is clearly not the case. Thus we get a
morphism ϕ|K| : X → P1, which is finite by (II.6.8) of deg K = 2
and thus X is hyperelliptic.

(b) Let X ⊂ Q be a curves of genus g corresponding to a divisor of
type (g + 1, 2). We have to give a finite morphism f : X → P1

of degree 2. Viewing Q ∼= P1 × P1, consider the second projection
restricted to the curve X: p2|X : X → P1. This is non-constant and
thus finite by (II.6.8). Let P ∈ P1 be a point. Then by (II.6.9),
deg p∗2|X(P ) = (deg p2)(deg P ) which gives 2 = deg p2. Thus X is
hyperelliptic and there exist hyperelliptic curves of any genus g ≥ 2.

8. pa of a Singular Curve LetX be an integral projective scheme of dimension
1 over k, and let f : X̃ → X be its normalization. Then there is an exact
sequence of sheaves of X,

0→ OX → f∗OX →
∑
P∈X

ÕP /OP → 0

(a) Since X̃ is a nonsingular projective curve, f∗OX̃ has no nonconstant
global sections. Since

∑
P∈X ÕP /OP is flasque, by (III, Ex 4.1),
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H1(X, f∗OX̃) ∼= H1(X̃,OX̃) so we get an exact sequence

0→ H0(X,
∑
P∈X

Õp/Op)→ H1(X,OX)→ H1(X̃,OX̃)→ 0

Using (III, Ex 5.3), we get pa(X) = pa(X̃) +
∑
P∈X dimk ÕP /OP =

pa(X̃) =
∑
δp

(b) If pa(X) = 0, then δP = 0 for all P ∈ X. That is, every local ring of
X is integrally closed, hence regular. Then X ∼= P1 by (1.3.5).

(c)

9. Let X be an integral projective scheme of dimension 1 over k. Let Xreg

be the set of regular points of X/

(a) Let D =
∑
niPi be a divisor with support in Xreg. Then ξ(OX) =

1− pa so by using the exact sequence

0→ L (D)→ L (D + P )→ k(P )→ 0

as in the proof of the Riemann-Roch Theorem, the result follows
immediately

(b) Let D be a Cartier divisor, M = L (D), and let L be very ample.
Choose n > 0 such that M ⊗ L n is generated by global sections.
Then by Exercise II.7.5(d), M⊗L n+1 and L n+1 are very ample. By
(II.6.15), we may write M ⊗L n+1 ∼= L (D′) and L n+1 = L (D′′).
Then D′ − D′′ ∼ D. By replacing D′ with a linearly equivalent
Cartier Divisor, we may assume that D = D′ −D′′.

(c) By (b), we only need to prove this in the case L ∼= L (D) with
D an effective very ample Cartier divisor. D is the pullback of a
hyperplane, which we may choose to miss the singular locus of X. In
that case, Supp D ⊆ Xreg.

(d) X is Cohen-Macauley so by (III.7.6)H1(X,L (D)) ∼= Ext0(L (D), ω◦X) ∼=
Ext1(OX , ω◦X⊗L (−D)) ∼= H0(X,ω◦X⊗L (−D)). So dimH1(X,L (D)) =
l(K −D). We get the formula from part (a).

10. Let X be an integral projective scheme of dimension 1 over k, which is
locally a complete intersection and has pa = 1. Fix a point P0 ∈ Xreg.
Use Ex 1.9c to write any invertible sheaf as a Weil divisor in Xreg. By
Ex 1.9d applied to K we get deg K = l(K) − 1 = dimH0(X,ω◦X) − 1 =
dimkH

1(X,OX) − 1 = pa − 1 = 0. Where we used (III.7.7) since X is a
local complete intersection. Now we show that for any divisor D of degree
0 there is a unique P ∈ Xregsuch that D ∼ P − P0. Apply Ex 1.9 to
D + P0. Since deg (K −D − P0) = −1, we get l(D + P0) = 1 + 1− 1, so
there is a unique P such that D + P0 ∼ P .
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4.2 Hurwitz’s Theorem

1. To show Pn is simply connected, I know of three ways. One is the way
Hartshorne wants you to do it which is done in other solutions. Another is
to compute the fundamental group π1(Pn) and to show it is 0. The third
way is to use the Fulton-Hansen Theorem, which states:

Let X be a complete irreducible variety, and f : X → Pn×Pn a morphism
with the property that dim f(X) > n. Then f−1(∆) is connected, where
∆ denotes the diagonal in Pn × Pn.

Now, we claim that if X is an irreducible variety and f : X → Pn is
a finite, unramified morphism, then if 2 dimX > n, then f is a closed
immersion. Indeed, saying that f is unramified means that the diagonal
∆X ⊂ X ×Pn X = (f × f)−1(∆Pn) is open and closed. The diagonal is
connected by the Fulton-Hansen theorem, so ∆X = X ×Pn X and f is
injective. Thus f is closed and we get as a corollary that every subvariety
of Pn with dimension > n/2 is simply connected. In particular, Pn is
simply connected.

2. Classification of Curves of Genus 2: Fix an algebraically closed field k of
characteristic 6= 2.

(a) Let X be a curve of g = 2 over k. Then the canonical linear system
|K| determines a finite morphism f :X → P1 of degree 2g−2 = 4−2 =
2. By Hurwitz’s theorem, we get

2(2)− 2 = 2(−2) + deg R

Thus deg R = 6. IfQ ∈ P1 is a closed branch point, then deg f∗(Q) =
2, so there must be six ramification points, each with ramification in-
dex 2.

(b) Let α1, . . . , α6 ∈ k be distinct points. Let K be the extension of
k(x) determined by the equation z2 =

∏6(x − αi). Then X is the
projective closure of the affine plane curve defined by this equation
and f is the projection onto the x−coordinate. Away from the αi,
x − αi is a local parameter so there is no ramification. At the αi, z
is a local parameter. Thus there is ramification at each αi. Again by
Hurwitz’s formula, with n = 2 and deg R = 6, we get that gX = 2.

(c) Let P1, P2, P3 be three distinct points in P1. By (I, Ex 6.6) we just
need to find the correct linear fractional transformation ϕ ∈ Aut(P1)
which will send P1 7→ 0, P2 7→ 1, P3 7→ ∞. The following does just
that:

ϕ(z) =


z−P1
z−P3

· P2−P3
P2−P1

if P1, P2, P3 6=∞
P2−P3
z−P3

if P1 =∞
z−P1
z−P3

if P2 =∞
z−P1
P2−P1

if P3 =∞

111



(d) Ok
(e) This follows immediately from (a) - (d)

3. Plane Curves: Let X be a curve of degree d in P2. For each point P ∈ X,
let TP (X) be the tangent line to X at P . Considering TP (X) as a point of
the dual projective plane (P2)∗, the map P → TP (X) gives a morphism of
X to its dual curve X∗ in (P2)∗. Note that even though X is nonsingular,
X∗ in general will have singularities. Assume that char k = 0.

(a) Fix a line L ⊂ P2 which is not tangent to X. Define ϕ : X → L
by P 7→ TP (X) ∩ L. Let’s consider the case when P ∈ L. Change
coordinates such that P = {(0, 0)}, the origin in A2 and such that L
is defined by {y = 0} and TP is defined by {x = 0}. Then for any
point Q = (Qx, Qy) ∈ X, the tangent line at Q, TQ, is defined by
{∂f∂x |Q(x − Qx) + ∂f

∂y |Q(y − Qy) = 0}. Then ϕ(Q) can be found by
setting y = 0 and solving for x, which gives

ϕ(Q) =
∂f
∂y |QQy
∂f
∂x |Q

+Qx

Note that ϕ(0) = 0. Let t be a local parameter at 0 ∈ A1. Then

ϕ∗(t) =
∂f
∂y ·y
∂f
∂x

+ x. Since TP = {x = 0}, ∂f
∂y (0) = 0 and x vanishes at

0 to order ≥ 2. Since ∂f
∂y · y ∈ m2

0 and ∂f
∂x 6= 0, ϕ∗(t) ∈ m2

0. So ϕ is
ramified at 0.
Now consider the case that P 6∈ L. Change coordinates such that
P = {(0, 0)} in A2, L is the line at infinity, and TP = {x = 0}. Then
for any Q ∈ X, the projective tangent line at Q = {(Qx, Qy)} is
∂f
∂x |Q(x − Qxz) + ∂f

∂y |Q(y − Qyz) = 0. The line at infinity is found
by setting z = 1. Then a point is mapped to the intersection of the
tangent line and the line at infinity. So Q gets mapped to the slope
of its tangent line. So ϕ : X → P1 maps Q 7→ (−∂f∂y |Q : ∂f∂x |Q). Since
∂f
∂x |{(0,0)} 6= 0, near P we have ϕ : X → A1 where Q 7→ −∂f∂y |Q/

∂f
∂x |Q.

Since ϕ(0) = 0, the equation of X is then f(x, y) = ax+ by + cx2 +
dxy + ey2 + higher order terms. Let t be the local coordinate at 0.
Then:

ϕ∗(t) ∈ m2
0 ⇔ ∂f

∂y ∈ m2
0

⇔ ∂
∂y (ax+ by + cx2 + dxy + ey2) ∈ m2

0

⇔ b+ dx+ 2ey ∈ m2
0

⇔ b+ 2ey ∈ m2
0 (T0 = {x = 0} ⇒ y 6∈ m2

0)
⇔ f |T0has degree ≥ 3 in y
⇔ intersection multiplicity of f with T0 is ≥ 3
⇔ 0 is an inflection point

This ϕ is ramified at P if and only if either P ∈ L or P is an inflection
point of X. By Hurwitz’s formula, the degree of the ramification
divisor is finite, so X has only a finite number of inflection points.
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(b)

(c) Let O = (0, 0) in A2 and change coordinates such that P = (0, 1) ∈
A2. Let L be the line at infinity. Let ϕ : X → P1 be the projection
from O. Then (x, y) 7→ (x : y). Near P , ϕ : U → A1

y 6=0 is defined by
(x, y) 7→ x/y. Then ϕ(P ) = 0. Now, ϕ is ramified at P iff ϕ∗(t) =
x
y ∈ m2

P , where t is a local parameter of 0. Since y 6= 0, xy ∈ m2
P iff

x ∈ m2
P iff {x = 0} tangent to X at P .

Applying Hurwitz’s theorem, we get

(d− 1)(d− 2)− 2 = d(−2) + deg R

So deg R = d2 − d = d(d − 1). R is reduced since 0 is not on any
inflection or tangent line, so the number of tangent lines to X is thus
deg R = d(d− 1).

(d) Choose O ∈ X not containing any inflectional or multiple tangents
and consider the projection ϕ : X → P1 from O. Then deg ϕ = d−1.
By Hurwitz’s theorem:

2gX − 2 = n(2gY − 2) + deg R
= (d− 1)(−2) + deg R
= 2d+ 2 + deg R

Rearranging gives deg R = (d− 1)(d− 2). The map is unramified at
O since O is not an inflection point and thus O lies on (d+ 1)(d− 2)
tangents of X, not counting the tangents at O.

(e) ϕ−1(P ) = {Q ∈ X |P ∈ TQ(X)}. If P does not lie on any inflection
tangent or multiple tangents, then by part (c), |ϕ−1(P )| = d(d − 1)
Thus deg ϕ = d(d − 1). By Hurwitz’s theorem, deg R = 3d2 − 5d.
Ignoring the ramification of type 1 in part (a), we get the desired
result.

(f) Let X be a plane curve of degree d ≥ 2 and assume that the dual
curve X∗ has only nodes and ordinary cusps as singularities. Since
the map ϕ : X → X∗ is finite and birational and X is already normal,
by the universal property of normalization, X is the normalization
of X∗. Following the hint we find that

pa(X∗) =
1
2

(d(d− 1)− 1)(d(d− 1)− 2)

and

pa(X∗) = pa(X) + no. of sing pts
= pa(X) + no. of inflection pts of X + no bitangents of X
= 1

2 (d− 1)(d− 2) + 3d(d− 2) + no. of bitangents

Equating the two and solving for the number of bitangents gives the
desired result.
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(g) A plane cubic has degree 3, so plugging in from the equation in part
(e), we get that there are 3 ·3(3−2) = 9 inflection points, all ordinary
since r = 3. The fact that a line joining 2 inflection points meets at
at third inflection point will follow from Ch 4, Ex 4.4b or from Shaf
I p 184.

(h) A plane quartic has deg 4 so, by part (f) the number of bitangents is
1
24(4− 2)(4− 3)(4 + 3) = 28.

4. A Funny Curve in Characteristic p: Let X be the plane quartic curve
x3y + y3z + z3x = 0 over a field of characteristic 3. Then looking in the
affine piece z = 1, the partials of X are:

f ′x = 3x2y + 1 = 1
f ′y = x3 + 3y2 = x3

Thus for no point are the partials all zero, so X is nonsingular. Similar
calculations for the other affine pieces.

To show that every point is an inflection point, we compute the Hessian
form (Shaf I p 18): f ′′xx f ′′xy f ′′xz

f ′′yx f ′′yy f ′′yz
f ′′zx f ′′zy f ′′zz

 =

 6xy 3x2 0
0 6yz 3y2

3z2 0 6zx


Since this matrix is the zero matrix 03 in characteristic 3, every point P ∈
X satisfies the equation det 03 = 0 and thus every point is an inflection
point.
The tangent line at a point P = (x0, y0, z0) is f ′x(x − x0) + f ′y(y − y0) +
f ′z(z − z0) = 0 which is equivalent to z3

0(x − x0) + x3
0(y − y0) + y3

0(z −
z0) = 0. This is equivalent to z3

0x + x3
0y + y3

0z = 0 since z3
0x0 + x3

0y0 +
y3

0z0 = 0 since it lies on X. Thus the natural map of X → X∗ given
by P 7→ TP (X) is (x0, y0, z0) 7→ (x3

0, y
3
0 , z

3
0), the Frobenius map. The

corresponding morphism on the function fields is then purely inseparable
and finite, so by Prop 2.5, X ∼= X∗.

5. Automorphisms of a Curve of Genus ≥ 2. Let X be a curve of genus ≥ 2
over a field of characteristic 0. Let G have order n. Then G acts on the
function field K(X). Let L be the fixed field. Then the field extension
L ⊆ K(X) corresponds to a finite morphism of curves f : X → Y of
degree n.

(a) Let P ∈ X be a ramification point and ep = r. Let y ∈ Y be a
branch point. Let x1, . . . , xs be the points of X lying above y. They
form a single orbit for the action of G on X. Since the xi’s are all in
the same orbit, they all have conjugate stabilizer subgroups, and in
particular, each stabilizer subgroup is of the same order r. Moreover,
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the number s of points in this orbit is the index of the stabilizer, and
so is equal to |G|/r. Thus for every branch point y ∈ Y , there is an
integer r ≥ 2 such that f−1y consists of exactly |G|/r points of X,
and at each of these preimages, f has multiplicity r.

We therefore have the following, applying Hurwitz’s formula:

2gX − 2 = |G|(2gY − 2) +
∑s
i=1

|G|
ri

(ri − 1)
= |G|(2gY − 2 +

∑s
i=1(1− 1

ri
))

which rearranging gives the desired form:

(2gX − 2)/n = 2gY − 2 +
s∑
i=1

(1− 1
ri

)

(b) Suppose first that gY ≥ 1. If the ramification R =
∑s
i=1(1− 1

ri
) = 0,

then gY ≥ 2, which implies that |G| ≤ gX − 1. If R 6= 0, this forces
R ≥ 1/2. Then 2gY − 2 +R ≥ 1/2, so we have |G| ≤ 4(gX − 1). This
finishes the case gY ≥ 1.
Now assume that gY = 0. Then the equation from part (a) reduces
to

2gX − 2 = |G|(−2 +R)

which forces R > 2. It is elementary then to check that if R =∑s
i=1(1 − 1

ri
) > 2, then in fact R ≥ 2 1

42 . Therefore R − 2 ≥ 1/42.
Therefore |G| ≤ 84(g − 1) as claimed.

6. f∗ for Divisors: Let f : X → Y be a finite morphism of curves of degree
n. We define a homomorphism f∗ : Div X → Div Y by f∗(

∑
niPi) =∑

nif(Pi) for any divisor D =
∑
niPi on X.

(a) For any locally free sheaf E on Y of rank r, define det E = ∧rE ∈
Pic Y . In particular, for any invertible sheaf M on X, f∗M is locally
free of rank n on Y , so we can consider det f∗M ∈ Pic Y . Let D be
a divisor on X. Since f : X → Y is finite, we can assume that X
and Y are affine. Then L (−D) is quasicoherent and by Prop III.8.1,
R1f∗L (−D) = 0. Then from the short exact sequence

0→ L (−D)→ OX → OD → 0

we get the short exact sequence

0→ f∗L (−D)→ f∗OX → f∗OD → 0

Assume that D is effective. Then by Prop. II.6.11b, we get that

det f∗L (−D) ∼= det f∗OX ⊗ (det f∗OD)−1
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Since f∗OD ∼=
⊕n

i=1Of∗D,det f∗OD = detOf∗D = L (f∗D). There-
fore det f∗O−1

D = L (−f∗D). For an arbitrary divisor D, write
D = D1 − D2 as the difference of two effective divisors. Then ten-
soring

0→ L (D1)→ OX → OD1 → 0

with L (D2)−1 we get

0→ L (D)→ L (D2)−1 → OD1 → 0

Applying f∗ and taking determinants of this short exact sequence we
get f∗L (D) as above.

(b) Since L (D) only depends on the linear equivalence class of D, so
does f∗D. Since def f = n, f∗ of a point is a degree n divisor. Thus
f∗f
∗ is multiplication by n.

(c) [SAM] Since X and Y are nonsingular curves, ΩX and ΩY are their
respective dualizing sheaves. From (Ex. III.7.2(a)), we have f !ΩY =
ΩX . By (Ex. III.6.10(a)), this means that f∗ΩX = HomY (f∗OX ,ΩY ) =
(f∗OX)∗ ⊗ΩY . The determinant of the RHS is det(f∗OX)−1 ⊗Ω⊗nY
because (f∗OX)∗ is locally free of rank n, and ΩY is a line bundle,
so we are done.

(d) By Prop 2.3, KX ∼ f∗KY +R. Therefore f∗KX ∼ nKY +B. Thus
L (−B) ∼= Ω⊗nY ⊗ L (f∗KX)−1. By parts (a) and (b), we get that
L (−B) ∼= Ω⊗nY ⊗ det f∗OX ⊗ det(f∗ΩX)−1 ∼= (det f∗OX)2.

7. Étale Covers of degree 2. Let Y be a curve over a field k of characteristic
6= 2.

(a) Each stalk of f∗OX is a rank 2 free module over the corresponding
stalk ofOY . So each stalk of f∗OX is isomorphic to the corresponding
stalk ofOY . Thus L is invertible. Then taking determinants of terms
in

0→ OY → f∗OX → L → 0

as in Ex II.6.11, we get that L ∼= det L ∼= det f∗OX ⊗ (detOY )−1 ∼=
det f∗OX . Thus L 2 = L (−B) = OY since there is no ramification.

(b) f : X → Y is an affine morphism and if Spec A pulls back to Spec
B, then clearly B is integral over A so f is finite. Thus X is integral,
separated, of finite type over k and dim X = 1. Thus X is a curve.
Since the integral closure of a Dedekind Domain and a localization
of a Dedekind Domain at a maximal ideal is a DVR, we see that X
is smooth. The function field of X is clearly a degree 2 extension of
k(Y ) so deg f = 2. Thus by Ex III.10.3, f is étale.

(c) The map σ 7→ (σ+ τσ)/2 from f∗OY → OY is a section of the short
exact sequence

0→ OY → f∗OX → L → 0
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Thus the sequence splits and f∗OX ∼= OY ⊕L . So by Ex III.5.17,
X ∼= Spec (OY ⊕ L ). So starting with X we get L which gives
back X. Starting with L , we get Spec (OY ⊕ L ) which gives L
back. Thus the processes are inverses.

4.3 Embeddings in Projective Space

1. Let X be a curve of genus 2. Let D be a divisor on X such that deg
D ≥ 5. Then D is very amply by Cor 3.2(b).

Conversely, let D be very ample. If deg D = 1 or 2, then ϕ|D| : X ↪→
PN → P3 and the image is either a line or a conic in P3. However, both
are contained in some P2 and thus X is a line or a plane conic. Since
gX = 0, this can not happen.

Now let deg D be 3 or 4. Then D is non-special and thus by Riemann-
Roch:

h0(D) = deg D + 1− g
{3, 4}+ 1− 2
{2, 3}

Thus dim |D| = 1 or 2 Since X can not be embedded into P1, deg D 6= 3.
If D were very ample of degree 4, then ϕ|D| : X ↪→ P2 embeds X as a deg 4
plane curve of genus 2. But Plüker’s formula gives that g = (d−1)(d−2)/2
and 2 6= 3. Thus deg D 6= 4. Thus deg D ≥ 5

2. Let X be a plane curve of degree 4 (and thus gX = 3)

(a) By Ex II.8.20.3, ωX ∼= OX(1) so the effective canonical divisors are
just the hyperplane sections.

(b) Let D be an effective divisor of degree 2 on X. Since K is very
ample, we have an embedding ϕ|K| : X ↪→ P2. Let L = P + Q. Let
l be the line through P and Q. If P = Q, then l is the tangent line
through P . Thus we can assume that K = P + Q + R + S. Then
dim |D| = dim |K| − 2 = 2 − 2 = 0, where the first equality comes
from Prop 3.1(b).

(c) A degree 2 morphism ϕ : X → P1 is induced by a deg 2 divisor D
with dim |D| > 0, By part (b), this can not happen and thus X is
not hyperelliptic.

3. Let X be a curve of genus ≥ 2 which is a complete intersection in some
Pn. Assume that X =

⋂
Hi where each Hi is a hypersurface. By (II,

Ex 8.4(d)), K is a multiple of the hyperplane divisor. Therefore L (K) ∼=
OX(n) for some n > 0 since 2g − 2 > 0. Then |K| induces the d -uple
embedding and thus K is very ample. Thus by ex. 3.1, if g = 2, deg
K = 2 is not very ample and thus X is not a complete intersection.

117



4. Let X be the d-uple embedding of P1 in Pd for any d ≥ 1. We call X the
rational normal curve of degree d in Pd.

(a) By (II,Ex 5.14), the d-uple embedding is projectively normal since
P1 is already projectively normal. We know the image of the d-uple
embedding is Z(ker θ), where θ is the corresponding ring homomor-
phism. Then it is easy to check that ker θ is generated by

x2
i+2 − xixi+2and x0xd − x1xd−1

for i = 0, . . . , d− 2

(b) Let Xd ⊂ Pn, d ≤ n, and X 6⊂ Pn−1. By (I, Ex 7.7), if d < n,X ⊂
Pn−1. Therefore d = n.

Another way to do this is to notice that if H if the hyperplane divisor,
then deg H = d and dim |H| = n since X 6⊂ Pn−1. Pick a point
P ∈ X not in Bs |H|. Then deg (H − P ) = d − 1 and dim |H −
P | = n − 1. Continue to get a divisor D with deg D = 0 and dim
|D| = n − d. This is only possible if d = n. By Riemann-Roch,
h0(H) = n + 1 − g + h0(K − H). Therefore h0(K − H) = g. But
h0(L) = g and we can pick a hyperplane through any point so for all
P ∈ X, h0(K −H) = g. We can not have every point P ∈ X a base
point of |K| so thus g = 0. Thus X ⊆ P1 and L (H) ∼= OX(n). The
embedding X ↪→ Pn is induced by the complete linear system |H|.

(c) Take n small enough such that the curve is in Pn but not in Pn−1.
Then by part (b), n = 2

(d) Obvious.

5. Let X be a curve in P3 not contained in any plane.

(a) Let O 6∈ X be a point such that the projection from O induces a bira-
tional morphism ϕ from X to its image in P2. If the image ϕ(X) were
non-singular, then ϕ is an isomorphism and X ∼= ϕ(X). Since X is
not contained in a hyperplane, Γ(P3,OP3(1))→ Γ(X,OX(1)) is injec-
tive and thus dimH0(X,OX(1)) ≥ 4. ϕ(X) is a complete intersection
so by Ex II.5.5(a), dim H0(ϕ(X),Oϕ(X)(1)) ≤ dimH0(P2,OP2(1)) =
3. The pull back of a hyperplane section under the projective map is
a hyperplane section so we see that X 6∼= ϕ(X).

(b) Let X have degree d and genus g. Then project from a point (which
is degree preserving), so we have ϕ(X) has degree d as well. X is
the normalization of ϕ(X) so by Ex 1.8 X has a lower genus. Thus
gX < gϕ(X) = 1

2 (d− 1)(d− 2).

(c) Now let {Xt} be the flat family of curves induced by the projection
whose fiber over t = 1 is X, and whose fiber X0 over t = 0 is a scheme
with support ϕ(X). Assume that X0 does not have any nilpotents.
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Then X0 would be the curve ϕ(X). But the genus of ϕ(X) is larger
then the genus of X which would contradict the fact that all the
fibers of a flat family have the same Hilbert Polynomial.

6. Curves of Degree 4

(a) Let X be a curve of degree 4 in some Pn. If n ≥ 4, by ex 3.4(b),
n = 4 and g = 0 thus X is the rational quartic. If X ⊆ P3 not
contained in any hyperplane, then by ex 3.5(b), g < 3. If g = 0, X
is a rational quartic curve. If g = 2,deg K = 2,deg H = 4 and
so by Riemann-Roch, h0(H) = 3. But h0(H) ≥ 4 since X 6⊆ P2.
Thus the other possibility is that g = 1. If g = 1 and X ⊆ P2,
g = (4− 1)(4− 2)/2 = 3.

(b) From the short exact sequence

0→ IX → OP3 → OX → 0

we can twist to get the short exact sequence

0→ IX(2)→ OP3(2)→ OX(2)→ 0

Now dim H0(P3,OP3(2)) =
(

2+3
2

)
= 10 and dim H0(X,OX(2)) =

h0(2H) = 8+1−1 = 8 by Riemann Roch. Therefore dimH0(P3, IX(2)) ≥
2. Thus X is contained in two quadric hypersurfaces which are nec-
essarily irreducible since X is not contained in a hyperplane. The
intersection of these 2 quadric hypersurfaces has degree 4 by Bezout’s
Theorem and thus must be all of X.

7. The curve X defined by xy + x4 + y4 = 0 has a single node. A curve
projecting to this curve would have degree 4 and genus 2 by Plüker’s
formula. By Ex 3.6, no such curve exists.

8. We say a (singular) integral curve in Pn is strange if there is a point which
likes on all the tangent lines at nonsingular points of the curve.

(a) The tangent line at (t, tp, t2p) points in the direction of (1, ptp−1, 2pt2p−1) =
(1, 0, 0) and thus contains the point of infinity on the x-axis. (0, 0, 1, 0)
is the other point on the curve. In x, y, w coordinates, the parametriza-
tion is (t2p−1, tp, t2p). The tangent at (0, 0, 0) points in the (1, 0, 0)
direction so it still contains (1, 0, 0, 0). Thus (1, 0, 0, 0) is contained
in all tangent lines of X.

(b) When char(k) = 0, X has finitely many singular points. By choosing
a point in general position, we can still project X into P3. Let P ∈ X
be a strange point. Choose an affine open set such that P is the point
at infinity on the x-axis as well as the other necessary conditions as in
the proof of Thm 3.9. The resulting morphism is ramified at all but
finitely many points of X. The image is thus a point, else the map
would be inseparable which would contradict the fact that char(k) =
0. Thus X = P1.
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9. Let X be a curve of degree d in P3 not contained in any plane. Then 3
points are collinear iff there is a multisecant line passing through them. A
hyperplane in P3 intersects X at exactly d points iff the hyperplane does
not pass through any tangent lines of X. By Prop 3.5, the dimension of
the tangent space of X is ≤ 2. By similar arguments, we can show that
the dimension of the space of multisecant lines is ≤ 1. Thus the union
of these spaces is a proper closed subset of (P3)∗ which has dimension 3.
Thus almost all hyperplanes intersect X in exactly d points.

10.

11. (a) Let X be a nonsingular variety of dimension r in Pn with n > 2r = 1.
Then to show that there is a point O 6∈ X such that the projection
from O induces a closed immersion of X into Pn−1, we need to find
a point not lying on any tangent or multisecant line. This is done in
Shaf I, page 136.

(b)

12.

4.4 Elliptic Curves

1.
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