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ABSTRACT
Large Language Models (LLMs) have demonstrated remarkable
performance in various application domains, largely due to their
self-supervised pre-training on extensive high-quality text datasets.
However, despite the importance of constructing such datasets,
many leading LLMs lack documentation of their dataset construc-
tion and training procedures, leaving LLM practitioners with a lim-
ited understanding of what makes a high-quality training dataset
for LLMs. To fill this gap, we initially identified 18 characteristics
of high-quality LLM training datasets, as well as 10 potential data
pre-processing methods and 6 data quality assessment methods,
through detailed interviews with 13 experienced LLM professionals.
We then surveyed 219 LLM practitioners from 23 countries across 5
continents.We asked our survey respondents to rate the importance
of these characteristics, provide a rationale for their ratings, specify
the key data pre-processing and data quality assessment meth-
ods they used, and highlight the challenges encountered during
these processes. From our analysis, we identified 13 crucial char-
acteristics of high-quality LLM datasets that receive a high rating,
accompanied by key rationale provided by respondents. We also
identified some widely-used data pre-processing and data quality
assessment methods, along with 7 challenges encountered during
these processes. Based on our findings, we discuss the implications
for researchers and practitioners aiming to construct high-quality
training datasets for optimizing LLMs.
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1 INTRODUCTION
Large Language Models (LLMs) have demonstrated impressive per-
formance across numerous domains, including natural language
processing [28, 32, 35, 66, 77] and software engineering [10, 17,
25, 56, 66, 71, 78, 80]. This exceptional performance is primar-
ily attributed to their self-supervised pre-training on extensive
high-quality text datasets [24, 55, 55, 81]. LLM developers, there-
fore, invest significant effort into ensuring data quality: selecting
data sources, preprocessing the collected data to ensure quality,
and evaluating whether these datasets meet the requisite stan-
dards for training LLMs 1 [39]. However, despite the crucial role
of constructing high-quality datasets in ensuring the performance
of LLMs, many prominent LLMs either inadequately document
their dataset construction procedures [9, 14] or provide only par-
tial documentation, primarily outlining the data pre-processing
operations employed [20, 37, 40, 49, 57, 69, 73, 79], without provid-
ing insight into the rationale behind their choices. Although some
studies explore the effectiveness of specific data pre-processing
operations, such as deduplication and removal of low-quality data
[8, 12, 30, 34, 36, 38, 50, 63, 68], they typically examine only indi-
vidual or a few data pre-processing methods in isolation, failing to
offer a holistic understanding of the characteristics of high-quality
training datasets for LLMs. Consequently, there are still limited
insights into how LLM practitioners perceive the characteristics of
a high-quality training dataset in practice.

To address this gap, we adopt a mixed-methods approach to gain
insights into LLM practitioners’ perceptions on high-quality train-
ing datasets for LLMs, as well as the common practices and chal-
lenges associated with data pre-processing and data quality assess-
ment. We begin with semi-structured interviews involving 13 expe-
rienced LLM practitioners (11 from industry, two from academia)

1Training LLMs typically demands a substantial investment of time and computational
resources. After applying data preprocessing methods to ensure data quality, it is
often essential to perform additional rounds of data quality assessment to verify that
the training data meets high-quality standards, thereby optimizing the efficiency and
effectiveness of the training process.
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with an average of 6.8 years of experience in LLMs, pre-training
models, and/or deep learning models. From these interviews, we de-
rive 18 characteristics of high-quality LLM training datasets, as well
as ten potential data pre-processing methods and six data quality
assessment methods. We then conduct an exploratory survey with
219 software practitioners from 23 countries across 5 continents
to rate the identified characteristics according to their importance
and provide rating rationales. Additionally, we ask them to specify
the data pre-processing and data quality assessment methods they
employed and the challenges encountered during these processes.

This work makes the following key contributions:
(1) We conduct an empirical study by interviewing 13 experi-

enced LLM practitioners and then surveying 219 LLM practitioners
to investigate their perceptions of high-quality training datasets for
LLMs.We also identify common practices and challenges associated
with data pre-processing and data quality assessment.

(2)We identify 13 important characteristics of high-quality datasets
accompanied by practitioner rationales and highlight widely used
data pre-processing and data quality assessment methods. We also
identify seven common challenges encountered during these pro-
cesses.

(3) We discuss potential implications for LLM researchers and
practitioners, aiming to foster future developments in the field.

The rest of the paper is structured as follows: Section 2 dis-
cusses existing methods for data quality assurance in LLMs and
data quality assessment methods. Section 3 describes the research
methodology of our study. Section 4 presents the results obtained
from our research. In Section 5 and Section 6, we discuss threats to
validity and implications of our results for practitioners and future
research. Section 7 concludes the paper.

2 RELATEDWORK
Data Quality Assurance for LLMs. Several prominent LLMs
detail the data pre-processing methods employed in their respective
papers or technical reports, such as removing machine-generated
documents [27, 40, 69, 79], removing short texts [20, 27, 40, 41, 45,
47, 48, 73, 76, 79], removing unauthorized content [27, 48, 73], and
deduplication [20, 27, 40, 41, 47, 48, 57, 73, 76, 79]. However, most
studies do not offer comprehensive explanations for their choices
or clarify the resulting impact on model performance.

Several studies investigate the effectiveness of existing or pro-
posed data pre-processing methods, such as removing machine-
generated documents and short texts [50, 63], deduplication [8, 12,
30, 34, 38, 50, 63, 68, 80], and remove toxic data [52, 63]. However,
they typically examine only individual or a few data pre-processing
methods, leading to a lack of a comprehensive perspective on what
makes a high-quality training dataset for LLMs. In addition, they do
not explore the impact of different extents of data pre-processing
on model performance robustness, a challenge identified by our
respondents.
Data Quality Assessment. Prior to the era of LLMs, researchers
proposed various quantitative metrics for data quality, such as ac-
curacy [16, 19, 31, 53, 54, 58, 70, 72], completeness [16, 19, 31, 53,
54, 58, 70, 72], consistency [16, 19, 31, 53, 54, 58, 70, 72], timeli-
ness [16, 19, 31, 53, 54, 58, 70, 72], relevance [16, 19, 31, 58], acces-
sibility [16, 19, 31, 58, 72], format [16, 46, 53, 72], validity [46, 51,
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Figure 1: Overview of the research methodology.
59, 64], integrity [16, 19, 46, 64, 72], and uniqueness [16, 51, 59, 64].
Some studies [13, 33, 61] proposed to build a data quality classifi-
cation model using labeled high-quality and low-quality data as
training datasets and then employ this model to predict the data
quality of the data under assessment. Ding et al. [23] utilized the K-
Means clustering and Gaussian mixture models to group the labeled
data, focusing on identifying outliers as potential noisy data.

Various data quality assessment tools have been proposed, such
as Apache Griffin [1], Deequ [2], Great Expectations [3], and Quali-
tis [5], to analyze data quality in terms of accuracy, completeness,
duplication, data format, and so forth. However, to date there has
been no research exploring how LLM practitioners assess the qual-
ity of training data for their LLMs.

3 METHODOLOGY
The methodology employed in this study follows a mixed-methods
approach as shown in Figure 1 and consists of two stages. Stage 1:
We conduct interviews with 13 LLM professionals to gather their in-
sights into the characteristics of high-quality LLM training datasets,
as well as the potential data pre-processing and data quality assess-
ment methods. Stage 2: We carry out a large-scale online survey
to ask LLM practitioners to assess the importance of the identified
characteristics and provide their reasons. Additionally, we inquire
about the data pre-processing and data quality assessment meth-
ods they employed, along with the challenges encountered during
these processes. Each respondent spent 5-10 minutes to complete
the survey. Both the interviews and survey received approval from
the relevant institutional review board.

3.1 Stage 1: Interview
Protocol: The first author conducted a series of face-to-face and in-
depth interviews with 13 LLM professionals, each lasting between
40-60 minutes. The interviews are semi-structured and divided into
three parts.
Part 1: We first ask some demographic questions, such as their
job roles, educational background, years of experience with LLMs,
pre-training models, and/or deep learning models, and team sizes.
Furthermore, we explore practitioners’ specialization in LLM cate-
gories (i.e., general LLMs or domain-specific LLMs) and their em-
ployed LLM training approaches, including training from scratch 2,
continuing-pretraining 3, and fine-tuning.
2Training LLMs directly from randomly initialized parameters.
3Continuing to train model parameters based on a pre-trained model using additional
large-scale unlabeled corpora.
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Part 2:We ask two open-ended questions: (1) What do you consider
to be essential characteristics of a high-quality training dataset for
LLMs? (2) How do you or your team perform data pre-processing
for quality assurance on LLM training datasets and evaluate their
data quality?
Part 3: We prepare a list of candidate high-quality characteristics
and data pre-processing as well as potential data quality assessment
methods by thoroughly reviewing related papers or reports on data
quality (e.g., [16, 21, 60]) and the data pre-processing and data
quality assessment methods adopted in the LLM papers (e.g., [11,
57]). We select items not explicitly discussed and ask professionals
to provide further insights on them.
Interviewees: 13 LLMprofessionals are invited for interviews through
our network in both the industry and academia. Eleven of these
professionals are from global IT companies or LLM startups, includ-
ing Microsoft, Huawei, Alibaba, Baidu, 01.AI, and DeepSeek, and
occupy various roles such as data scientists, algorithm engineers,
research scientists, and business analysts. Additionally, two pro-
fessionals are university professors specializing in LLMs. Overall,
they have an average of 6.8 years of experience in working with
LLMs, pre-training models, and/or deep learning models (minimum:
2, median: 7, maximum: 11, standard deviation: 2.66). 60% of the
professionals hold a Ph.D. degree. 30% of the professionals primarily
focus on the application and research of general LLMs, while the re-
maining 70% concentrate on domain-specific LLMs. Regarding LLM
training approaches, 23% of the professionals employ the training-
from-scratch approach, 15% employ the continuing-pretraining
approach, and 62% prefer the fine-tuning approach.
Transcription and Open Coding: The first author transcribed
and analyzed the interviews, using NVivo qualitative analysis soft-
ware [4] for open coding to generate codes of the interview con-
tents. The second author verified the initial codes created by the
first author and provided suggestions for improvement. After in-
corporating these suggestions, the two authors separately analyzed
the codes and sorted the generated cards into potential statements
and answers. The overall Cohen’s Kappa value between the two au-
thors is 0.83, indicating substantial agreement. Disagreements were
discussed to reach a common decision. To reduce bias, both authors
reviewed and agreed on the final set of statements. Eventually, based
on the results of the interviews, we identified 18 characteristics
of high-quality LLM training datasets, as well as 10 potential data
pre-processing methods and 6 data quality assessment methods.

3.2 Stage 2: Online Survey
Design: We followed up our detailed interviews with a large-scale
survey to confirm or refute the interview findings and potentially
discover further insights about LLM dataset construction in practice.
Our survey uses single/multiple-choice, Likert scale, and short-
answer open questions. To account for respondents who may not
understand or prefer not to answer, we include categories such as
“Don’t Know” or “Due to company privacy concerns, I prefer not to
answer.”. The survey consists of four sections:

(1) Demographics: We collected information about surveyed
practitioners, including their country of residence, highest level
of education, primary job role, years of experience with LLMs,
pre-training models and/or deep learning, and team size.

(2) Practice of LLM training: We asked about practitioners’ ex-
periences with LLMs, including the main deep learning frame-
works used (e.g., PyTorch, TensorFlow, and Keras.), types of LLMs
involved (i.e., general LLMs and domain-specific LLMs), and ap-
proaches to training LLMs (i.e., training from scratch, continuing-
pretraining, and fine-tuning). For practitioners who have used the
fine-tuning approach, further details are requested, such as specific
approaches to fine-tuning LLMs (i.e., full fine-tuning and parameter-
efficient fine-tuning) and the fine-tuning data (i.e., instruct-tuning,
Reinforcement Learning fromHuman Feedback (RLHF), task/domain-
specific data fine-tuning).

(3) Perception of high-quality training datasets for LLMs: We
gave the 18 characteristics of high-quality training datasets as
shown in Table 1. Practitioners were then asked to rate these char-
acteristics and provide explanations for why they perceive some as
very important while others as less crucial.

(4) Practices and challenges of pre-processing and evaluating
the quality of LLM training datasets: We asked practitioners what
data pre-processing steps they perform on their datasets for quality
assurance before training the LLM (e.g, removing duplicate data
and low-quality documents). Next, we asked how practitioners
evaluate the quality of their datasets (e.g., quantitative data quality
metrics and data visualization). In addition, we ask about practi-
tioners’ reasons for adopting these data pre-processing and quality
assessment steps, as well as the effectiveness of these steps. Finally,
practitioners were asked about the challenges encountered during
the LLM data pre-processing and data quality assessment stages.

At the end of the survey, practitioners are invited to share any
additional thoughts they have about high-quality datasets for LLMs
or our survey study. Prior to launching our survey, we conducted
a pilot survey with five LLM professionals who were not part of
the interviewees or surveyed practitioners. We sought feedback on
the clarity and understandability of terms used as well as survey’s
length. Based on their feedback, we made minor adjustments to the
draft survey and created a finalized version. To ensure accessibility
for an international audience, we provide an English version of
the survey on Google Forms. Additionally, in order to support
practitioners from China, we translated the survey into Mandarin
and made it available on a popular survey website [7] in China.
English serves as an international lingua franca, while Mandarin is
commonly spoken among many of our target audience.
Participant Recruitment: To obtain a sufficient number of pro-
fessionals from both industry and open-source LLM communities,
we employed two strategies for participant recruitment: (1) We
reached out to professionals within our social and professional net-
works employed in leading global IT companies or LLM startups
like Microsoft, Huawei, Alibaba, Baidu, 01.AI, DeepSeek, and others.
We asked for their assistance in disseminating our survey among
their colleagues. Through this approach, we gather 102 responses.
(2) We collected contributors’ public email addresses from GitHub
and Huggingface repositories, focusing on those involved in LLM
projects.We then distributed an email to 10,891 potential developers
containing a link to our survey. While we receive 59 auto-responses
indicating the recipients’ unavailability, we gather 121 responses.
This response rate is slightly lower than that of other research
surveys in software engineering (e.g., [42, 43, 62]), possibly due
to privacy policies within some companies prohibiting employees



ASE’24, Oct 27–Nov 01, 2024, Sacramento, CA, USA Xiao Yu, Zexian Zhang, Feifei Niu, Xing Hu, Xin Xia, and John Grundy

from disclosing details about their company’s LLM development.
Ultimately, we gathered a total of 223 survey responses. We filtered
out three responses with completion times of less than two minutes
and one response from an individual who is not a professional LLM
practitioner. The survey results analysis presented in this paper
is based on the remaining 219 valid responses. These respondents
are from 23 countries spanning 5 continents, with China and the
United States emerging as the top two countries with the highest
number of respondents.
DataAnalysis:Weanalyze the survey results according to question
type. For multiple-choice and single-choice questions, we report
the percentage of each option selected. For Likert scale questions,
we plot bar graphs to illustrate the distribution of Likert scores.
In addition, we drop “Don’t Know” and “Due to company privacy
concerns, I prefer not to answer. ” answers that form a negligible
fraction (less than 1%) of all answers. For the open-ended questions,
the first two authors independently analyzed these, categorizing
them into specific characteristics, data pre-processing and qual-
ity assessment methods, or challenges encountered. The overall
Cohen’s Kappa value between the two authors is 0.86, indicating
substantial agreement. Disagreements were discussed to reach a
consensus.

4 RESULTS
We present the analysis results of our survey by answering the
following key research questions:
• RQ1: How do practitioners perceive 18 candidate characteristics
of high-quality training datasets for LLMs?
• RQ2:What are practitioners’ rationales for perceiving a particular
characteristic as important or unimportant?
• RQ3: What are the common data pre-processing operations used
by practitioners for data quality assurance?
• RQ4: What are the common data quality assessment operations
used by practitioners?
• RQ5: What challenges do practitioners frequently encounter dur-
ing LLM data pre-processing and data quality assessment?

4.1 RQ1: Perception of the characteristics
Table 1 outlines the 18 characteristics of high-quality LLM train-
ing datasets, along with the distribution of surveyed practitioners’
ratings regarding their importance and their average Likert scores
(ranging from Not important=1 to Very Important=5). Notably, 13
out of the 18 characteristics have average Likert scores of 4.0 or
higher. This suggests that these 13 characteristics are perceived as
important and very important. Following prior works [22, 44, 75],
we further investigate the ratings of various demographic groups
as below:
• Main job role: Respondents who are data professionals, algo-
rithm specialists, or others (such as business analysts and project
managers).
• Open-source LLM developers vs. Proprietary LLM devel-
opers: Respondents who are based on their involvement in open-
source LLM development or proprietary LLM development.
• Experience level: Respondents with low experience (ExpLow),
i,e., we define as the 25% with the least experience in years (<3
years), with medium experience (ExpMed), i.e., 3-5 years, or with

most experience (ExpHigh), i.e, we define as the 25% with the most
experience in years (5-10 years).
• Education level: Respondents with a PhD degree or Bache-
lor’s/Master’s degree.
• Type of LLMs: Respondents focusing primarily on general LLMs
or domain-specific LLMs.
• Methods for constructing LLMs: Respondents who employ
the training-from-scratch/continue-pretraining approaches or fine-
tuning approach.
• Data of fine-tuning: Respondents who primarily use instruct-
tuning, RLHF, or task/domain-specific data fine-tuning.

Table 2 shows the rated importance of the 18 characteristics for
different demographic categories of respondents, where Percentage
represents the proportion of respondents within each demographic
category. Note that because respondents may choose more than
one option at the same time (e.g., some respondents will be in-
volved in both data engineering and algorithmic engineering), the
percentages in the demographic category will not add up to 100%.

All demographics give more “important” and “very important”
than “not important” or “slightly important”. Across all demo-
graphic groups, only a minority (less than 11%) give “not important”
and “slightly important”. More than 75% of respondents across all
demographic groups rate the 18 characteristics as “very impor-
tant” or “important”, and about 49% - 62% of respondents rate these
characteristics as “very important”.

Following the practices in previous studies [18, 29, 75], we em-
ploy Fisher’s Exact test [26] with Bonferroni correction [15] (when
conducting multiple comparisons) to examine whether various de-
mographic groups exhibit significant differences across individual
characteristic and all 18 characteristics. We observe that for the
importance of individual characteristics, there are no significant
differences among various demographic groups 4. For all 18 char-
acteristics, there are also no significant differences among various
demographic groups, except for open-source practitioners and pro-
prietary LLM developers. Open-source practitioners perceive all
18 characteristics as significantly more important than proprietary
LLM developers.

In line with practices in previous studies [65, 74, 75], we em-
ploy the Scott-Knott Effect Size Difference (SKESD) test [67] to
divide the 18 characteristics into different groups based on their
Likert scores. Note that we excluded three responses that chose
“Don’t know”. The differences in the importance of the character-
istics within the same group are negligible, while the differences
in the characteristics between different groups are significant. Ta-
ble 3 presents the characteristics ranked according to the SKESD
test for all the respondents. Reliability, Relevance, Accuracy, and
Compliance are considered the most important characteristics by
the respondents, while Completeness, Balance, Absence of Dupli-
cate Data, Consistency, and Timeliness are regarded as the least
important.

4For the importance of individual characteristics among various demographic groups,
please refer to our appendix [6].
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Table 1: The characteristics of a high-quality training dataset for LLM.

Characteristic Distribution Score
Data Sources and Types

Wide Range of Sources: The dataset includes diverse sources such as news articles, web texts, e-books,
encyclopedias, scientific papers, social media posts, dialogue data, and code. (For general LLMs)

17% 22% 56% 4.25

Diversity: The dataset covers various language styles, topics, and domains. (For general LLMs) 8%8% 30% 54% 4.30
Relevance: The data in the dataset should be closely related to specific questions, tasks, or goals. (For
domain-specific LLMs)

30% 70% 4.70

Large-Scale Data: The dataset contains a substantial amount of data, such as billions of tokens. 6%11% 31% 53% 4.31
Reliability: The data in the dataset should come from trustworthy sources and undergo proper collection,
processing, and storage processes.

19% 78% 4.73

Data Content

Accuracy: The data (or data annotations) in the dataset accurately reflect real situations without errors,
omissions, or inaccuracies.

22% 73% 4.65

Knowledge Content: The richness of useful information or knowledge contained in a text. For example,
Wikipedia data has a higher knowledge content than social media content.

8% 11% 25% 56% 4.28

Absence of Toxic Data: The dataset does not contain inappropriate content such as political discrimination,
pornography, violence, politics, gender or racially biased, or vulnerable or defective code.

9% 17% 34% 40% 4.06

Absence of Low-Quality Documents: The dataset excludes low-quality documents such as machine-
generated documents, documents with grammatical errors, very short texts, texts without punctuation,
URLs, spam, etc.

6% 20% 23% 51% 4.20

Absence of Duplicate Data: The dataset does not include duplicate words, phrases, or duplicate docu-
ments.

5%8% 30% 24% 32% 3.70

Timeliness: For time-sensitive data (e.g., news data), the dataset should be regularly updated. 17% 6% 17% 31% 31% 3.53
Balance: The dataset maintains relatively balanced sample sizes among different categories. 6%6% 31% 25% 33% 3.75

Data Structure and Management

Consistency: The data should be consistent, meaning the same data type should be represented in a
consistent format, unit, and specification.

8%11% 16% 32% 32% 3.70

Completeness: The dataset should contain all necessary data fields and variables without missing values
or empty fields.

16% 16% 24% 41% 3.84

Documentation: The dataset should have detailed descriptions for other researchers or users to understand
and utilize the dataset.

16% 35% 49% 4.32

Accessibility: The dataset should be easily accessible and usable, with appropriate data structures and
formats.

14% 33% 53% 4.39

Data Security and Compliance

Privacy Protection: The dataset should not contain sensitive data such as personal identity, location
information.

6%8% 19% 64% 4.36

Compliance: The dataset should be used according to proper licenses and copyrights and comply with
data protection regulations.

6% 25% 67% 4.53

Not Important Slightly Important Moderately Important Important Very Important

4.2 RQ2. Rationales for importance
We use Ëor éto denote the rationale behind respondents perceiv-
ing a characteristic as important or unimportant. We include key
rationales reported by survey respondents.

Reliability. Respondents emphasize the importance of reliabil-
ity for several reasons: (1) Unreliable data may mislead LLMs; (2)
Reliable data sources and data construction methods reduce the
costs of validating data reliability; (3) Specific domains, such as
network security, necessitate reliable data sources.
ËIf the training dataset source is unreliable, it may lead to incorrect
outputs from the model.
ËThe data source should ideally be reliable and validated, as it’s kinda costly
for us to validate a dataset.

ËIn the field of network security, we are more concerned about the accu-
racy and reliability of the data, as LLM-Sec applications are more concerned
with a high degree of integration and automation of applications with
the existing security infrastructure, where the reduction of noise is an
important feature.

Relevance. Respondents emphasize the importance of relevance
for two main reasons: (1) It enhances the model’s understanding of
domain-specific knowledge, thereby improving its performance in
downstream tasks; (2) It prevents the model from having to learn
from irrelevant data, thus enhancing training efficiency.
Ë Domain-specific data contains commonly used professional terminolo-
gies and expressions in the field. When trained on such data, the model can
generate more specialized responses in that domain.
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Table 2: The importance of all 18 characteristics for different
demographic categories of respondents.

Demographic /Percentage Distribution

All 6%13% 27% 52%

Data professional (30%) 6%13% 28% 49%

Algorithm specialist (81%) 6%13% 25% 53%

Other roles (30%) 4%6% 16% 32% 42%

Open-source developers (62%) 5%13% 29% 52%

Proprietary developers (38%) 5%6%14% 23% 52%

PhD (27%) 7%12% 30% 49%

Master and Bachelor (73%) 5%14% 26% 53%

ExpLow (39%) 5%14% 30% 49%

ExpMed (32%) 8% 13% 25% 51%

ExpHigh (29%) 6%12% 19% 60%

General LLMs (46%) 5%13% 27% 54%

Domain-Specific LLMs (89%) 6%13% 26% 52%

Training from scratch/Continue-
pretraining (43%)

6% 14% 22% 55%

Fine-tuning (92%) 6%12% 26% 53%

Instruct-tuning (68%) 5%11% 24% 58%

RLHF (27%) 7%12% 16% 62%

Task/domain-specific data (73%) 6%12% 25% 55%

Not Important Slightly Important Moderately Important Important Very Important

Table 3: The highly-ranked characteristics according to the
SKESD Test.

Group Characteristic
1 Reliability, Relevance, Accuracy
2 Compliance
3 Accessibility, Privacy Protection, Documentation, Large-Scale

Data, Diversity
4 Knowledge Content, Wide Range of Sources, Absence of Low-

Quality Documents
5 Absence of Toxic Data
6 Completeness, Balance, Absence of Duplicate Data, Consistency
7 Timeliness

Ë When the training data is directly relevant to the target tasks of the large
model, it avoids the model having to learn from irrelevant data, thus
improving training efficiency.

Accuracy. Respondents emphasize the importance of accuracy
due to two main reasons: (1) Accuracy ensures that decisions, anal-
yses, and conclusions drawn from the training data are correct
and reliable; (2) Accuracy significantly impacts the generalization
ability and performance of the trained LLMs.
ËAccuracy is often considered the most crucial data quality characteristic.
Inaccurate data can lead to incorrect decisions, analysis, and con-
clusions, which can have severe consequences in various domains, such as
finance, healthcare, or scientific research. Ensuring data accuracy is critical
formaintaining the trust and making reliable decisions.
ËAccuracy: high-quality data is often the key to the model’s success, and
problems with a well-trained model are usually the result ofmislabelling
facts or labeling with some unintentional paradigm brought into play.

ËThe accuracy of the labeling affects the generalization ability of the
trained model and its performance on a specific task.
ËIf the labeling quality in the dataset is low or noisy, the model may learn
incorrectly or perform poorly.

Compliance. Respondents consider compliance as important
since it: (1) ensures that LLMs meet regulatory requirements; (2)
prioritizes the legality of data collection processes, safeguarding
against copyright infringement and violations of user privacy while
adhering to applicable laws and regulations.
ËCompliance is very important, in China, all large language models are
required to pass regulatory compliance audits.
ËThe first step is to ensure that the data is legally compliant without
compromising privacy.
ËThe need to ensure the legitimacy of the data collected, avoid infringement
of copyright and user privacy, and comply with relevant laws and
regulations.

Accessibility. Respondents consider accessibility as important
because easily accessible and usable training datasets facilitate other
development teams in developing LLMs more easily and effectively.
ËAccessibility is for ease and efficiency of development.
ËWhen making datasets publicly available, it is also important to ensure that
the data is accessible and easy to use with a clear data structure so that
other model development teams can benefit from our data.

Privacy Protection. Respondents consider privacy protection
as important because it prevents the generation of dialogues that
could potentially expose user privacy, ensuring the confidentiality
of personal information in model outputs.
ËPrivacy protection is to avoid leaking some critical data that can easily
lead to lawsuits, especially for financial companies and areas with stricter
regulations.
ËThis effectively prevents the model from generating privacy-revealing
dialogues.

Documentation. Respondents consider documentation impor-
tant because (1) it provides clarity on the domain and intended
usage of the data, and (2) unclear descriptions may lead developers
to misuse the dataset.
ËDocumentation Note: This is to make it easier to determine the domain
and role to which the data applies.
ËIf the data fields in the dataset lack detailed descriptions, developers may
misuse certain data fields, leading to potential performance issues in the
trained large language models.

Large-Scale Data. Respondents value large-scale data because
it provides the model with a diverse and extensive set of training
samples, facilitating robust learning and improved performance.
ËData size: The dataset size is usually closely related to themodel performance.
Larger datasets usually lead to better results because the model has more
training samples to learn from.
ËThe abundance of data offers the model a broader perspective of the
underlying knowledge within the data, thus reducing the risk of model
overfitting.

However, some respondents prioritize data quality over data size.
éLarge-scale data: TextBook is all you need – Phi-1 and Phi-2 have demon-
strated that it is not the amount of data that counts, but the accuracy
of the data that improves the performance of the model.
éQuality over quantity: even if the dataset is small, if the quality and
relevance of each data point are high, it can still significantly improve model
performance.
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Diversity. Respondents consider diversity important for two
main reasons: (1) it enhances the language model’s ability to un-
derstand and learn from various language styles and patterns, and
(2) it prevents LLMs from overfitting and becoming biased toward
specific topics.
ËThe large language model is actually learning the language pattern, so the
data diversity can avoid the model is too fit to a certain local, the more
diverse the data, the trained model will be more like a human to express.
ËDiversity in datasets can help models to better understand and generalize
to a variety of different language structures and contexts. Diverse datasets can
reduce overfitting and improve the generalization of models.
ËDiverse data encompasses content from various backgrounds and perspec-
tives, facilitating large language models in reducing biases on specific
topics.

Knowledge Content. Respondents emphasize the importance
of knowledge content for two main reasons: (1) the high knowledge
content better assists in solving domain-specific problems, and (2)
enables LLMs to provide more accurate responses.
ËIn fields where high precision and reliability are required, such as themedical
field, training data with high knowledge content makes it easier for large
language models to address specific needs within the field.
ËConcrete, detailed and accurate knowledge is not relevant if the aim is to
create general language understanding in LLMs, but may bemore relevant
for domain-specific LLMs.
ËWhen tackling complex tasks, large language models require rich knowl-
edge to provide more accurate answers.

Wide Range of Sources. Respondents emphasize the impor-
tance of a wide range of sources for two main reasons: (1) It enables
LLMs to handle diverse formats, styles, and grammar, thereby en-
hancing their robustness. (2) Diverse data sources provide essential
information for various downstream tasks.
Ë The diverse data sources encompass texts with different formats, styles, and
grammars, enabling the model to learn how to handle these variations
and enhance its robustness.
ËDifferent data sources can give us what we need for all sorts of language
tasks. Like, news articles are awesome for getting factual info for language
models, scientific papers are perfect for academic stuff, social media posts can
make conversations sound more natural, and code data helps improve code
generation skills.
ËBy acquiring data from a variety of sources, including different industries,
languages, cultural backgrounds, and content types, it ensures that the data
is diverse and comprehensive, covering a wide range of situations in
the current scenario.

Absence of Low-Quality Documents. Respondents consider
the absence of low-quality documents as important because remov-
ing such documents (1) ensures that LLMs are trained on high-
quality data, leading to more accurate and effective outputs, (2) and
enhances the efficiency of LLMs training.
ËRemoving duplicate as well as low-quality data reduces the model train-
ing cost on one hand and enhances the reliability of the model output
on the other.
Ë Low-quality training documents can mislead large language mod-
els, resulting in inaccurate output. Removing these low-quality documents can
improve the quality of the model’s output.

However, some respondents suggest retaining a portion of low-
quality training text to enhance the robustness of LLMs against
such inputs.
éWhen people use large language models, their sentences might not always
have perfect grammar. For example, with Google’s Phi1 and Phi2 models, if you

ask a question that’s not well-phrased, the answers can sometimes be totally
off. This might be because the training data didn’t include enough
informal or poorly-structured dialogue, so the models aren’t as good
at handling those inputs.
éIf you remove too much of it, you’ll have problems with the robustness
of the model.

Absence of Toxic Data. Respondents consider the absence of
toxic data as crucial, as eliminating such data mitigates the risk of
the model generating harmful or offensive content during interac-
tions and promotes a safer and more positive user experience.
ËThe accuracy, knowledge content, non-toxicity, and timeliness of the dataset
directly determine the strength and reliability of the trained model.
ËThis can effectively prevent the model from generating toxic dialogues.
ËRemoving toxic data is essential not only for model performance but also
for ensuring ethical and responsible AI deployment.

However, some respondents suggest retaining a portion of toxic
data and ensuring that LLMs are aware of their toxicity so that
LLMs do not produce toxic responses.
éSome content involving pornographic and violent themes can be exposed to
LLMs. This enables the LLMs to recognize such content as inappropriate.
Consequently, when users inquire about pornographic or violent content, the
models can avoid responding.

Completeness. Respondents do not prioritize completeness as
important for two main reasons: (1) It may lead to an excessive
focus on exhaustive data collection, which might not always be
necessary or feasible. (2) LLMs have the capacity to handle missing
or incomplete data.
éIn real life, some data fields might be missing because of privacy issues or
incomplete sources. Making sure the dataset is complete takes a lot of time
and effort, and it’s not always needed. LLMs can figure out and fill in
the missing info by learning and making guesses.
é Large language models typically have the capability to handle missing
or incomplete data, thereby enhancing their robustness to incomplete data.

However, some respondents perceive completeness as crucial.
ËData completeness refers to the absence of missing or incomplete values
or records. Incomplete data can result in biased analysis, misleading
conclusions, and incomplete insights.

Balance. Most respondents do not consider data balance as
important since (1) attempting to balance data distributions would
reduce the diversity of data and overlook the natural variation in
language usage across different contexts and domains; (2) Achieving
perfect balance across all data categories may be impractical or
unnecessary.
éImposing strict balance requirements may also overlook the natural vari-
ation in language usage across different contexts and domains, leading
to a less representative dataset.
éAchieving perfect balance across all data categories may be impractical or
unnecessary. Other factors, such as data quality, relevance, and coverage are
more important.

However, some respondents consider it to be important.
ËThe distribution of samples in the dataset is also important for themodel’s
performance and generalization ability. If the data distribution is un-
balanced or not representative of real-world situations, the model may be
biased.

Absence of Duplicate Data.Most respondents do not consider
the absence of duplicate data as important because (1) Removing
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duplicate or similar data may result in the loss of potentially im-
portant information or features; (2) LLMs are capable of handling
such duplicate data.
éDeleting duplicate or similar data could potentially lead to the loss of some
potentially important information or features, which could affect the
performance of the model.
éDuplicate data has little effect on the overall performance of LLMs. In some
cases, duplicate datamay contribute to the robustness of the model by
focusing on certain patterns or concepts.
éMost large language models already exhibit a certain level of robustness
during training and are capable of handling redundancy in the training
data.

However, some respondents think that handling duplicate data
is important to reduce LLMs’ training time.
Ë Duplicate data increases the size of the training set, causing the model to
deal with a large number of similar samples, thereby increasing training
time and computational costs.

Consistency.Most respondents do not prioritize consistency as
crucial because real-world data often varies in formats, and LLMs
can handle inconsistencies to some extent.
éFormat consistency of data may not be as important because often real-
world data exists in a wide variety of formats, and models need to learn
a wide variety of data representation formats to cope with a wide variety of
usage scenarios.
éLanguage models are capable of handling minor inconsistencies in the
dataset.
éLLMs are often designed to be robust to noise and variability in the
input data.

However, some respondents consider maintaining a certain level
of data consistency essential for seamless integration and interop-
erability across systems or applications.
ËConsistency ensures that data adheres to defined rules, formats, and con-
straints. Inconsistent data can lead to integration issues, data duplica-
tion, and incorrect analysis. Maintaining data consistency is crucial
for seamless data integration, sharing, and interoperability across
different systems or applications.

Timeliness. Most respondents consider timeliness as not very
important for two main reasons: (1) The domain model being
trained does not necessitate recent data, diminishing the signif-
icance of timeliness consideration. (2) The timeliness requirement
of LLMs can be fulfilled through alternative means such as external
databases, web searches, and retrieval-augmented generation.
éSince the domain model I am training does not need to be very current,
i.e., it does not have to consider recent data, timeliness is not very important.
éTimeliness data can be replaced with retrieval-augmented generation.
éTimely updating of timeliness data is also less important, and would be
better addressed through methods such as external databases or web
searches.

Some respondents also indicate that timeliness is important, but
it is challenging for LLMs to guarantee timeliness.
ËTimeliness is important in certain domains, such as news. However, it
is not feasible for large language models to frequently update using recent
data due to the significant time cost involved, and OpenAI’s models also face
difficulties in ensuring timeliness.

4.3 RQ3. Practices of data pre-processing
We investigated whether our surveyed practitioners perform data
pre-processing for data quality assurance before training their LLMs.
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Figure 2: The percentage of data pre-processing methods
used by respondents.

The results show that 3% of respondents do not perform any data
pre-processing, while 7% indicate that their team does, but they
are unable to provide specific details due to lack of knowledge
or company privacy concerns. The remaining 90% of respondents
explained the data pre-processing methods they use. Figure 2 sum-
marises the main methods reported and the proportion of respon-
dents who adopt each one. Because practitioners may employ mul-
tiple data preprocessing methods, the sum of these proportions
does not equal 100%.

In Table 1, we rank characteristics based on their average im-
portance as follows: Absence of low-quality documents, Absence
of toxic data, Balance, Completeness, and Absence of Duplicate
Data. Not surprisingly, the ranking of the percentage of data pre-
processing methods employed by respondents is quite consistent
with the ranking of their corresponding characteristics’ importance
(except for data balancing). Some respondents provided general
descriptions of their specific data pre-processing workflows:
LInitially, data collection is conducted using a standardized format such
as JSON, followed by coarse filtering (e.g., removing obviously erroneous
or irrelevant data). Then, toxic and private data are filtered out, followed
by handling anomalies and missing values in the data. Next, incomplete
or defective code fragments are removed, and finally, data deduplication is
performed. However, this is just a general process, as many data cleaning
methods require custom heuristic strategies.
L I conduct a quality filter of the code, considering factors such as the number
of stars in GitHub repositories and download counts for other open-source
code. Additionally, I filter based on the code’s language and the number of files
in the code repository, excluding niche or unpopular languages and codes to
ensure overall quality.

Among these 10 data pre-processing methods, the practice of
deleting text data with low perplexity stands out as more common
among proprietary LLM developers (49%) compared to open-source
LLM developers (21%). However, for the remaining 9 methods, the
difference in usage between proprietary and open-source LLM de-
velopers is generally not substantial (typically within 20%). The
prevalent use of deleting text data with low perplexity among
proprietary developers may be attributed to their access to ad-
vanced tools and pre-annotated high-quality datasets for data pre-
processing. As one proprietary LLM developer explains:
L We follow the data cleaning approach of CCNet web data. We train a 5-
gram Kneser-Ney model on a high-quality dataset from the same domain and
use it to compute the perplexity of the evaluation text. Text with low perplexity
is then removed.
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4.4 RQ4. Practices of data quality assessment
We investigated whether our surveyed practitioners conduct data
quality assessments before training their LLMs. Our results indicate
that 11% of respondents do not perform any data quality assess-
ments, while 20% state that their team does but cannot provide
specific details due to either lack of knowledge or company pri-
vacy concerns. The remaining 69% of respondents elucidate the
data quality assessment methods they employ. Figure 3 summarises
these methods and the proportion of respondents who utilize each
one. Manual assessment, quantitative data quality metrics, and data
visualization emerge as the most commonly used methods.

Among these 6 data quality assessmentmethods, “Train a smaller-
scale LLM using both preprocessed and unprocessed data separately.
If the LLM trained on the preprocessed data exhibits better perfor-
mance, then the preprocessed dataset is considered to be of higher
quality” stands out as more common among proprietary LLM de-
velopers (43%) compared to open-source LLM developers (14%).
However, for the remaining 5 methods, the difference in usage be-
tween proprietary and open-source LLM developers is generally not
substantial (typically within 20%). The prevalent use of this method
among proprietary developers may be attributed to the fact that
proprietary companies have larger parameter sizes for their LLMs
and need to ensure data quality before training LLMs. Sandbox
experiments with smaller-scale models are a more intuitive method
for evaluating data quality. Some respondents share general details
about their quality assessment methods:
L1. Directly print out the data distribution to see the diversity of the data. 2.
Directly print out the data and look at dozens of cases to see if the length of
the text description, the logic is reasonable, whether there is a large amount of
duplicated data, and if it is question-and-answer data, to see the reasonableness
and diversity of the question-and-answer.
LThe data amount of the fine-tuned model is not very high, and manual
sampling is used to check that the data meets the training requirements.
L We first use an automated evaluation model, followed by inspecting the
sampled data classified as high and low quality. Based on the identified mis-
classified data, we summarize the reasons for misjudgment, further refine
the evaluation criteria, and update the automated evaluation model accord-
ingly. Finally, before training the large language model, we conduct sandbox
experiments using models with smaller parameter sizes.
L We utilize labeled high-quality data and other data to establish a clas-
sification model, determining whether the data under evaluation is of high
quality.
L I use ChatGPT to classify whether the code snippet is of high quality.
L Sandbox experiments with small-scale large language models allow for
the observation of the relationship between data quality and validation set’s
perplexities.
L During data quality assessment, tools are used to check whether the data
format is correct and if all data fields are complete.
L Internally, the company maintains a data quality dashboard that utilizes
quantitative metrics to assess data security, consistency, completeness, and
other aspects.

4.5 RQ5. Challenges of data pre-processing and
data quality assessment

We asked practitioners about the significant challenges that they
face during the LLM data pre-processing and data quality assess-
ment phases. We categorize seven main types of challenges and
present their frequencies using the multiplication symbol (X ).
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Figure 3: The percentage of data quality assessment steps
uesd by respondents.

Lack of uniform, standardized, and systematized data pre-
processing methods (24 X). A few respondents highlighted that
the absence of a uniform pre-processing procedure complicates the
handling of diverse datasets.
L I need to handle data from different fields and sources, each with varying
data structure formats and data quality. Currently, there is no unified pre-
processing procedure for different datasets.
LLack of standardized tools and metrics to do this data cleaning. Often poor
quality or poorly documented internal datasets make working with data hard.
Data silos and teams not being willing to share data make job hard.

Unsure of the extent of data pre-processing (21 X). Several
respondents expressed uncertainty regarding the optimal extent
to which low-quality, toxic, and duplicate data should be removed,
and questioned the feasibility of transforming low-quality data into
high-quality data to increase the dataset size.
LThe extent of data pre-processing is an issue, too much processing may have
negative impacts, too little processing may leave the dataset containing too
much low-quality data, and some detailed research is needed to indicate the
positive and negative impacts of each type of processing.
LWhen cleaning code, filtering directly based on the number of stars may
result in the loss of valuable code files. Additionally, some domains inherently
have fewer datasets, and cleaning further reduces their quantity. It would
be beneficial to explore methods that could convert low-quality data into
high-quality data.
L During the deduplication process, methods such as exact matching and
fuzzymatching are used. Fuzzymatchingmight lead to excessive deduplication,
reducing the diversity of the samples. Additionally, applying these matching
methods in large datasets can be very time-consuming.
L Filtering out toxic data can reduce the likelihood of large language models
generating harmful content, but it may also diminish the models’ ability to
recognize toxic content. Finding a balance is necessary.

Subjectivity and inefficiency of manual data quality assess-
ment (19 X). Some of our respondents highlighted that manual
data quality assessment is highly subjective, relying heavily on
individual judgment, which can result in inconsistencies. Further-
more, manual quality assessment is not only inefficient but also
the assessments of sampled subsets may not accurately reflect the
overall dataset.
LAssessing the quality of a dataset is a challenge as it involves subjective
judgement and domain knowledge.
LManual assessments are too slow for large datasets, we need automated
solutions.
LWhen conducting a manual assessment of a subset of samples, ensuring the
representativeness of the samples is crucial, but it’s often difficult to achieve
manually.
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Difficulties in quantifying data quality metrics (23 X). Sev-
eral respondents highlighted key challenges associated with quan-
tifying data quality metrics. Quantitative metrics, often customized
by users, fail to measure the semantic quality of the text. Each do-
main may have unique metrics for determining high-quality data,
complicating the establishment of universal metrics.
LIn domain-specific datasets, it is difficult to have a quantitative measure of
what constitutes high-quality data and what constitutes low-quality data.
LThe lack of standardized assessment metrics also adds to the complexity of
the process.
LMetrics should ensure both the clarity and relevance of the data, as well as
their coverage of diversity and comprehensiveness.
L Automated quality assessment is primarily rule-based and heavily relies
on user customization. It is ineffective in assessing the quality of text on a
semantic level.
L The knowledge content of data cannot be quantitatively measured.

Difficulty in data quality assessment for unstructured data
(9 X). Some respondents have pointed out that it is more challenging
to assess the quality of unstructured data.
LIn the quality assessment phase, it is still difficult to assess the quality of
unstructured data, and the quality can only be judged by the performance of
the trained model.
L Unstructured data, such as documents encompasses a variety of formats and
types, each requiring different methods for data processing and evaluation.

Interpretability and false positive rate of built classifica-
tion models for quality assessment (11 X). Some respondents
noted a lack of interpretability in the results produced by classifica-
tion models for quality assessment, and these models are prone to
mislabeling high-quality data as low-quality.
L When establishing a classification model for quality assessment, inter-
pretability is low, and the reasons for identifying data as dirty are unclear. For
data in new domains or not covered in the training set, the data quality score
may be low, while for data from the same distribution, the score may be biased
towards high quality.
L When using a classification model for quality assessment, it is easy to
misclassify high-quality data as low-quality. For some partially repairable
low-quality data, they are directly filtered out, which does not support the
repair of low-quality data.

The lack of theoretical proof of small-scale model sandbox
experiments (8 X). Several respondents emphasized the absence of
theoretical validation behind utilizing small-scale model sandbox
experiments for data quality assessment.
LWhen evaluating data quality through sandbox experiments with small-
scale models, there is no theoretical proof that the performance of small-scale
models can be extrapolated to large-scale models.
L Sometimes, when I use a dataset to train a model with a relatively small
number of parameters and evaluate the quality of the dataset based on the
performance of the small-scale model, the data may improve the performance
of the small-scale model but not the large-scale model.

5 THREATS TO VALIDITY
Our research exclusively focuses on the characteristics of high-
quality training data for single-modal LLMs designed specifically for
text data, without considering multi-modal LLMs used in computer
vision and speech applications. This decision arises from the current
prevalence of single-modal LLMs compared to multi-modal models,
making it easier to engage more practitioners specializing in single-
modal LLMs for the completion of our questionnaire. Importantly,

we intentionally target practitioners working with single-modal
LLMs in our survey, and explicitly state in the questionnaire that
our study is solely focused on this specific area.

We surveyed 219 practitioners from 23 countries spanning 5
continents. Our respondents included professionals from global IT
companies, and start-ups specializing in LLMs, as well as contribu-
tors to open-source LLM projects. However, our findings may not
fully capture perspectives of all professionals working with LLMs.
This limitation arises from several factors: LLMs are relatively re-
cent, and training such models requires high-performance GPUs
and advanced expertise. Additionally, some companies may have
privacy policies preventing employees from disclosing details about
their LLM development. As a result, we collect 219 responses for
this study. In the future, we aim to gather more responses to further
enhance the generalizability of our conclusions.

Due to limitations in the length of our questionnaire, our survey
can only provide a broad perspective on LLM practitioners’ percep-
tions regarding the characteristics of high-quality datasets. Each
characteristic may correspond to intricate and nuanced data pre-
processing or collection operations. We plan to conduct in-depth
interviews or case studies to delve deeper into each characteristic,
aiming to gain a more comprehensive understanding.

6 IMPLICATIONS
6.1 Implications for practitioners
Given the rapid emergence and evolution of LLMs over the past
two years, newcomers to the field may not fully grasp the intricate
processes required to construct high-quality training datasets essen-
tial for optimizing LLM performance. Our study has systematically
identified several important characteristics of high-quality datasets.
Each characteristic has been rated for its perceived importance by
respondents, and comprehensive rationales have been provided to
explain why certain characteristics are considered more important
than others. Opinions on many of these characteristics vary among
our respondents, often highlighting trade-offs and specific consid-
erations. For example, in the case of the characteristic “Absence
of Toxic Data”, some respondents suggest retaining a portion of
toxic data and ensuring that LLMs are aware of its toxicity, so that
LLMs do not produce toxic responses unintentionally. We present a
balanced view of the debate to help practitioners weigh these charac-
teristics and consider their specific contexts when deciding whether
to incorporate them. We recommend novice practitioners prioritize
characteristics considered most important for high-quality datasets,
along with widely used data pre-processing and quality assessment
methods. Focusing on these key areas can help reduce complexities
associated with data pre-processing and quality assessment, stream-
lining the dataset construction process and enhancing training data
quality. This targeted strategy not only facilitates efficient dataset
construction but also lays a solid foundation for the development of
effective LLMs for newcomers. In addition, we identified a number
of common data pre-processing steps and data quality assessment
approaches used by LLM practitioners. LLM practitioners can re-
view these for applicability for their own LLM development and
quality assurance.
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6.2 Implications for future research
Our results highlight the potential for researchers to tackle the chal-
lenges practitioners encounter in data pre-processing and quality
assessment. (1) The development of standardized and systematized
workflows for data pre-processing can streamline practitioners’
processes, ensuring consistency and reproducibility across various
projects. (2) Conducting systematic studies to analyze how different
data pre-processing techniques, implemented at varying extents,
influence the robustness of LLMs’ performance, offers valuable
insights and guidance for practitioners. (3) Investigating the in-
terpretability of built classification models for quality assessment
provides valuable insights into guiding data pre-processing efforts.
(4) Proposing more abstract quantitative metrics for evaluating data
quality at the semantic level, such as knowledge content, enhances
the understanding of data quality beyond surface characteristics.
(5) Exploring methods for assessing data quality in unstructured
data domains broadens the understanding of data quality assess-
ment practices. (6) Researching the theoretical proof of small-scale
model sandbox experiments for data quality assessment can offer
valuable insights into the effectiveness and generalizability of such
assessment methods. (7) The development of automated data repair
methods capable of transforming low-quality data into high-quality
data addresses the challenge of insufficient high-quality datasets,
particularly in domains where high-quality data is scarce.

7 SUMMARY
Through a mixed-methods approach involving semi-structured
interviews and a large-scale survey with LLM practitioners, we
have identified key characteristics of high-quality LLM training
datasets, widely-used data pre-processing and quality assessment
methods, and common challenges encountered in these processes.
Our findings offer valuable insights that can assist LLM practition-
ers in understanding the intricate processes required to construct
high-quality training datasets. Moreover, we highlight opportuni-
ties for LLM researchers to develop solutions that better support
practitioners in alleviating the challenges encountered during the
construction of high-quality datasets. To facilitate replication of
our study, the interview guide and questionnaire is available in our
replication package [6].
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