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ABSTRACT
To successfully satisfy user needs, software developers need to
suitably capture and implement user requirements. A critical and
often overlooked characteristic of user requirements are “human
aspects”, which are personal circumstances affecting the use of
software (e.g., age, gender, language, etc.). To better understand how
human aspects can impact the use of software, this work presents
an empirical study focusing on app reviews of COVID-19 contact
tracing apps. We manually analyzed a dataset of 2,611 app reviews
sampled from the reviews associated with 57 COVID-19 apps. To
analyze the reviews, we performed qualitative and quantitative
analyses. The analyses characterize the human aspects contained in
the reviews and investigate whether the apps suitably address the
human aspects. We identified 716 reviews related to human aspects
and grouped these into nine categories. Of these 716 reviews, 8%
report bugs, 14% describe future/improvement requests, and 22%
detail the user experience. Our analysis of the results reveal that
human aspects are important to users and we need better support
to account for them as software is developed.
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1 INTRODUCTION

End-users (or users in short) can leverage software solutions to
perform a wide variety of daily activities, such as reading the news,
shopping online, streaming content, and communicating with fam-
ily and friends. To ensure that software solutions successfully ad-
dress diverse user needs, software developers need to suitably elicit
and account for user requirements during the software develop-
ment process. Although developers generally account for different
types of user requirements [53], they tend to overlook and account
for requirements related to human aspects [24]. End-user human
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aspects are a crucial characteristic for the successful development
and adoption of fit-for-purpose software solutions. For example,
according to the internet usage report from the Pew Research center
in 2019 [9], 75% of United States adults over the age of 65 are now
using the internet. This highlights that there is an opportunity and
need for better tailoring software solutions to elderly users. Fur-
thermore, a recent study [39] shows that teenagers using software
often find that the visual design of certain websites is not suited to
their taste. Such issues may cause certain user groups to abandon a
certain solution because it does not account for their preferences,
needs, or personal circumstances. Overlooking human aspects can
also lead to tragic consequences. Instagram [32] was partly blamed
for the death of a teenager [25] because the software platform did
not consider the emotional impact of software usage on end-users
by not suitably handling the explicit imagery of self-harm.

Although recent research has worked on suitably integrating
some human aspects into some parts of the software development
process [15, 23, 35, 51], developers currently still have little un-
derstanding of what different human aspects are most important
for app take-up and usage, and whether these aspects are suffi-
ciently considered in the development stages [24]. As a first step
toward bridging this gap, we conducted an empirical study to char-
acterize human aspects based on the information provided in the
reviews of 57 COVID-19 contact-tracing mobile applications (or
apps in short). We decided to focus on reviews from COVID-19
contact-tracing apps, as millions of users with very diverse back-
grounds and circumstances (e.g., age, gender, and language) used
these apps [33, 38, 61].

We collected reviews from the 57 apps and manually analyzed a
sample of 2,611 reviews. To identify the human aspects appearing in
the reviews and to understand whether these aspects are currently
considered in the apps, we performed two qualitative analyses
based on deductive, inductive, and axial coding. We first identified
reviews wherein the users discussed the relation of the human
aspects to the use of the app and characterized these aspects. In our
second analysis, we classified the relevant reviews to investigate
whether human aspects are currently sufficiently considered as the
apps are developed. Finally, we also analyzed the ratings of human-
aspect-related reviews to understand whether human aspects are
associated with positive or negative user assessments.

Through our analyses, we identified 716 out of 2,611 reviews
that are related to human aspects and categorized them into nine
categories: age, disability, emotion, gender, language, location, pri-
vacy, socioeconomic status, and miscellaneous. Our analyses also
established that reviews related to human aspects are discussed
both positively and negatively by the users. The reviews further
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substantiate the claim that human aspects are not always consid-
ered in software development. In fact, 14% of the reviews related
to human aspects are submitted as feature requests. Among other
review types, we found that 22% of the reviews are related to user
experience, and 8% report bugs.

We also provide a discussion of our findings to inform researchers
and practitioners interested in providing better support for inte-
grating human aspects in software development. Specifically, we
discuss how our results can inform research on automatically ex-
tracting human aspects from app reviews, mapping human aspects
to software features, and devising techniques to better elicit and
address human aspects during software development. Although
our results and findings are based and apply to COVID-19 apps,
we hope that the findings can also be helpful for researchers and
practitioners working on human aspects in other domains.

The main contributions of our work include:

• We investigate human aspects appearing in app reviews of COVID-
19 apps and provide a categorization of these aspects. To the best
of our knowledge, this is the first in-depth categorization of
human aspects based on app reviews;

• We analyze whether human aspects have been adequately ad-
dressed in the apps, and provide insights on better integrating
these aspects in the development processes;

• Wemake the data and tools from our study publicly available [18]
to foster further research on the topic.

2 MOTIVATION
We define a human aspect as any personal circumstance affecting
the use of an app. Our study focuses on human aspects emerging in
app reviews (or reviews in short). A review captures user feedback
on an app and generally contains a title, a textual description, and
a star rating. The star rating ranges between one and five, and it
is a quick way for the user to assess an app with respect to their
review’s content. In the star rating, five stars represent the highest
positive assessment. If an app review discusses a human aspect, we
say that the review is human-aspect-related. Figure 1 shows two
examples of what we consider as human-aspect-related reviews.
The two reviews are from Corona-Warn-App [14].

Figure 1a provides a human-aspect-related review that discusses
how the socioeconomic status of a user might prevent the user
from using the app (“[...] Not everyone can and wants to buy the
latest mobile phone [...]” ). Specifically, because the app was using
contact tracing services [2] that worked only on newer smartphone
models, users with older smartphone models, or the ones unable to
buy the latest models (according to the review) were automatically
precluded from using the app. Furthermore, this review presents
an example of how human aspect (i.e., socioeconomic status) might
be negatively impacted by a compatibility issue [29, 42, 62, 63]. We
posit that the user submitted the review with the intent to ask for
an app improvement. The review mentions that the app should also
work on older phones to allow more users to use the app (“[...] it
should also work with older smartphones [...]”). The negative textual
feedback from the user is also reflected in the one star rating of the
review (or 1⭑ in short).

Figure 1b presents another human-aspect-related review that
praises the app because the app took into consideration the needs of

Title: Requires a new iPhone
Text: If as many people as possible are to use this app it should also work
with older smartphones. Not everyone can and wants to buy the latest
mobile phone to use the app. You shouldn’t be surprised if you don’t reach
many citizens.
Rating ⭑⭐⭐⭐⭐

(a) First review for Corona-Warn-App on the Apple store.

Title: Barrier-free
Text: Find the app clearly even people with disabilities have been thought
of. The texts are easy to understand. It is also fully usable for blind people.
Rating ⭑⭑⭑⭑⭑

(b) Second review for Corona-Warn-App on the Apple store.

Figure 1: App reviews discussing human aspects.

people with disabilities. Furthermore, the review provides feedback
on the user experience, as it reports how the user interacted with
the app. Finally, the positive feedback expressed in the text of the
review is also reflected in the 5⭑ star rating of the app.

Such app reviews highlight how different types of human as-
pects (i.e., socioeconomic status and disability) considered (or not
considered) in an app might impact the use of the app. In this work,
we investigate the characteristics of human aspects impacting the
use of COVID-19 apps because (i) these apps have been used world-
wide by millions of diverse users; (ii) they have had to be developed
and deployed quickly to address the pandemic crisis; (iii) they use
a variety of development methods, platforms, libraries etc; (iv) they
have generated a large number of app reviews; and (v) they are a
timely case study of app development that needs to carefully take
into account diverse end user human aspects.

3 METHODOLOGY
To characterized the human aspects impacting the use of COVID-19
apps, we investigate the following key research questions (RQs):
• RQ1:What are themost prevalent humanaspects discussed

in COViD-19 app reviews? Different types of human aspects
might impact the use of an app. In this RQ, we analyze app re-
views to categorize the types of human aspects that affected the
use of an app and investigate the frequency with which different
aspects are mentioned in the reviews.

• RQ2:What is the rating associated with reviews related to
human aspects?With a review, a user can express a positive or
a negative assessment for an app. In this RQ, we analyze the star
rating of reviews to characterize user assessments of reviews
related to human aspects. Additionally, we also investigate user
assessments in relation to human aspects of different categories.

• RQ3: What are the types of reviews containing human as-
pects? Users write different types of reviews. For example, some
reviews report bugs, while others request new features. In this
RQ, we categorize the types of the reviews related to human
aspects to better understand whether human aspects were suffi-
ciently well considered as apps were developed.

• RQ4: Are different human aspects associated with differ-
ent review types? We investigate if different types of human
aspects were accounted differently as apps were developed.



Characterizing Human Aspects in Reviews of COVID-19 Apps MOBILESoft ’22, May 17–24, 2022, Pittsburgh, PA, USA

Table 1: Characteristics of the COVID-19 apps and reviews considered in the study.

ID𝐴 App Name Country Users Reviews Filtered Reviews Samples
Apple Store Google Play Store Apple Store Google Play Store Apple Store Google Play Store

A01 Aarogya Setu India 100,000,000 3,901 58,666 1,599 7,182 66 68
A02 Beat Covid Gibraltar 9,000 4 32 3 5 3 5
A03 BeAware Bahrain 400,000 72 1,195 45 316 28 57
A04 CareFiji Fiji 27,000 7 112 2 30 2 22
A05 COCOA Japan 4,000,000 2,039 30 923 17 64 14
A06 Corona-Warn-App Germany 14,000,000 9,379 26,392 3,866 11,281 67 68
A07 COVID Alert Canada - 777 - 382 - 58 -
A08 CovidRadar Mexico - 26 58 14 22 12 17
A09 COVIDSafe Australia 6,440,000 3,277 7,308 1,094 2,277 65 67
A10 Ehteraz Qatar 2,531,620 632 9,567 260 2,152 55 67
A11 eRouska Czech Republic 277,000 79 1,084 42 597 27 62
A12 HaMagen Israel 2,000,000 263 652 127 282 45 55
A13 Hayat Eve Sığar Turkey 14,186,000 5,451 40,777 3,750 18,762 67 68
A14 Immuni Italy 2,200,000 3,107 11,504 1,474 4,430 66 68
A15 MorChana Thailand 355,000 35 297 18 83 15 38
A16 MyTrace Malaysia 100,000 30 385 18 111 15 43
A17 NHS COVID-19 App England - 603 1,251 274 405 55 59
A18 NZ COVID Tracer New Zealand 588,800 374 1,840 179 628 50 62
A19 ProteGO Poland 41,665 110 1,120 85 589 39 62
A20 Rakning C-19 Iceland 140,000 42 73 20 29 16 21
A21 Shlonik Kuwait - 88 450 37 144 25 47
A22 Smittestopp Denmark - 90 333 44 146 27 47
A23 StaySafe Philippines 1,200,000 113 769 41 194 26 51
A24 StopCovid France 1,900,000 805 4,663 455 1,922 60 66
A25 Stopp Corona Austria 600,000 320 1,446 130 474 45 60
A26 SwissCovid Switzerland 500,000 473 1,142 242 656 54 62
A27 Tawakkalna Saudi Arabia - - 15,011 - 3,312 - 67
A28 Trace Together Singapore 2,100,000 883 2,466 344 693 57 63
A29 ViruSafe Bulgaria 55,000 49 456 32 229 22 53
A30 VirusRadar Hungary 10,000 - 242 - 98 - 41

33,029 189,321 15,500 57,066 1,131 1,480

3.1 Dataset
Our study required a dataset of COVID-19 app reviews. To the best
of our knowledge, no suitable and readily available dataset existed
when we started the study (August 2020). To create our dataset, we
first analyzed a curated list of COVID-19 contact-tracing apps [38]
and then selected 57 apps acknowledged as official, i.e., endorsed
by the national government. The 57 apps include apps from 30
countries, with 27 countries having apps on both the Apple Store
(AS) and Google Play Store (GS), one country (Canada) having the
app only on the AS, and two countries (Saudi Arabia and Hungary)
having their apps only on the GS. For the 27 countries with two
apps, we identified that the countries used the same app name on
both stores. In our study, we use a total count of 57 apps instead
of 30 apps (27+1+2) because the apps target different platforms
and their development processes might lead to differ study results.
Table 1 reports the characteristics of the apps considered in our
study. For each country, the table provides an identifier for the
name of the app (ID𝐴), the app name (App Name), the name of the
country (Country), and the number of users that installed the AS
or the GS version of the app from the country (Users).

To build our dataset of app reviews, we used a two-step approach.
We first collected the reviews and then selected relevant ones using
a keyword-based filtering approach. To collect the reviews, we used
an available tool [28] that, for each of the 57 apps, (i) downloads
the reviews from the store of the app, (ii) detect the language of
the reviews, and (iii) translates the content of non-English reviews
to English. For each review, we collected its title, review text, and
the users’ rating, which ranges between 1–5. To translate the text
and title of the reviews, we leveraged the Google Translate Ajax
API [22]. After downloading all reviews, we had a set of 222,350

reviews (33,029 from apps on the Apple Store and 189,321 from
apps on the Google Play Store). Table 1 lists the number of reviews
per app under the Reviews header.

Given the dataset size and the manual tasks characterizing the
qualitative analyses of our study, we decided to filter our dataset to
include only the reviews that were likely to be related to human
aspects. To this end, we leveraged another available tool [51] that
uses a keyword-based approach to identify relevant reviews. We
did not use a machine learning-based approach to identify relevant
reviews as no labeled dataset is available for the task. Although a
keyword-based approach might lead to the inclusion of unrelated
reviews, our objective was to have a set of reviews from which it
was feasible to identify relevant ones for the study. We consider
investigating approaches to better filter related reviews as an in-
teresting but orthogonal research direction and plan to work on
those approaches in future work. Specifically, we plan to leverage
the dataset created in this work to define machine learning-based
approaches for the task. The output of that research could lead
to an even more comprehensive dataset of human-aspect-related
reviews.

Given a review and a set of keywords, the keyword-based tool
finds whether a review is relevant by using a two-step approach.
First, the tool preprocesses each review to (i) correct misspelled
words, (ii) performs stopword removal, and (iii) carries out stem-
ming Second, the tool marks the review as relevant if its text con-
tains one of the keywords of interest. We identified relevant key-
words bymanually analyzing a statistically significant sample of the
app reviews in our dataset and also included synonyms of relevant
keywords. We created the sample using stratified random sampling
and the sample contained 384 reviews (not represented in Table 1),
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Table 2: Codes to categorize human aspects in app reviews.
Code Summary Description
Age The review discusses how the age of an app user relates to the

use of the app.
Disability The review reports how physical impairments or mental

conditions relate to the use of the app.
Emotion The review includes a user reaction to the use of

the app.
Gender The review mentions how the gender of a user affected

the use of the app.
Language The review discusses how a user’s language relates to the app

language and how this situation affected the use of the app.
Location† The review reports how the location of a user impacts

the use of the app.
Privacy† The review discusses how the user personal information

relates to the use of the app.
Socioeconomic The review provides details on how the socioeconomic
Status status of a user relates to the use of the app.
Miscellaneous The review discusses other user characteristics or abilities

affecting the use of the app.
†We categorized reviews mentioning users not being able to access the app from a specific location
in the Location category and reviews describing access to the user location in the Privacy category.

which is statistically significant at 95% confidence level (CL) and
5% margin of error (ME). We collected keywords from the reviews
by first checking whether a review discussed a human aspect per
the definition provided in Section 2 and then extracted those key-
words that highlighted the human aspect discussed in the review.
After collecting the keyword terms from the reviews, we extended
the set of terms with synonyms related to the original terms [64].
To perform this task, we used an online thesaurus [58], the the-
saurus of job titles [37], the Merriam-Webster dictionary [16], and
WordNet [48]. This process gave us 2,672 keywords. The fairly high
number of keywords is due to the fact that our keyword selection
included 2,177 keywords for job professions. After running the tool,
our dataset contained 72,566 reviews (15,500 from apps on the AS
and 57,066 from apps on the GS) and the number of reviews for
each app is reported in Table 1 under the Filtered Reviews header.

3.2 Human Aspects Categorization
This first part of our study aims to identify and characterize hu-
man aspects in app reviews. We performed a qualitative analysis
based on inductive and axial coding [13, 47]. Inductive coding is
a systematic approach for manually coding (i.e., labeling) textual
content and the set of codes is identified during the analysis. Axial
coding is a technique that helps relate codes to one another and find
higher-level codes representing abstractions of the original codes.
In our analysis, a code categorizes a human aspect mentioned in a
review and we assign codes to only those reviews that discuss how
a human aspect affected the use of the app.

Our analysis was divided into two parts and performed by three
of the paper’s authors (called raters hereafter). In the first part of
the analysis, the three raters created the codebook for the analysis
— a document detailing the rules for assigning a specific code to a
review. In the second part of the analysis, the three raters coded a
sample of the reviews in the filtered dataset. To define the codebook,
the three raters analyzed a sample of 383 reviews (not represented
in Table 1). The sample size is statistically significant at 95% CL
and 5% ME, and the sample was created using stratified random
sampling (rounding the strata samples when needed). The three
raters created the codebook iteratively by having weekly meetings
in which they discussed and revised the human aspect categories

Table 3: Codes used to categorize the types of reviews con-
taining human aspects.

Code Summary Description
Bug The review describes problems with the app that should
Report be fixed, such as a crash or a performance issue.
Feature/Improvement In the review, the user asks for a feature to be added
Request or improved.
User The review describes how the user used a functionality
Experience in the app.
Other The review discusses other aspects related to the

use of the app.

emerged from the analysis. Specifically, for each review processed
during this step of the analysis, the raters (i) carefully read the
review, (ii) checked whether it fit the general definition of human
aspect (reported in Section 2), and (iii) created (if did not exist
already) a category for classifying the human aspect discussed in
the review. While creating a new category, the raters (i) defined a
label for the category, (ii) created short and detailed descriptions
for the category, and (iii) added the review as a typical examplar
for the category if they thought it would help them classify other
reviews. The analysis produced a codebook with nine codes and
we provide the codes and their summary descriptions in Table 2.
(We publish the complete codebook in our online appendix [18].)
The creation of the codebook took two person-month to complete.

After creating the codebook, the three raters analyzed and coded
a sample of reviews for each app and app store for a total of 2,611
reviews. We analyzed review samples as the effort required to un-
dertake the coding process was quite high. Table 1 provides, under
the Samples header, the size of the review samples we analyzed for
each app and app store. The samples are statistically significant at
95% CL and 10% ME and do not contain any of the reviews ana-
lyzed to create the codebook. In this case, we did not use stratified
random sampling but only random sampling as we created samples
for each app and app store. During the coding process, the raters
could assign multiple labels to the same review as a review might
be related to different human aspects. Furthermore, we employed
negotiated agreement as a mean to address the reliability of cod-
ing [8]. Using this technique, the three raters collaboratively agree
on the code of a review. Because we used negotiated agreement,
measures such as inter-rater agreement are not applicable. We used
negotiated agreement as it is advantageous in research like ours
where generating new insights is the primary concern [49]. In the
analysis, the raters could reach an agreement for all the reviews
they analyzed. Through this analysis, we identified that 716 of the
2,611 reviews are related to human aspects and contained informa-
tion that could help the developers understand the issue. Analysis
of the 2,611 reviews took four person-months to complete.

3.3 Review Types Categorization
The second part of our study aims at characterizing whether and
how human aspects are considered as the apps were developed. To
this end, we investigate how human aspects relate to the purpose
why reviews were reported (e.g., to report a bug). We denominate
the purpose as the “review type". To characterize the review types,
we conducted an additional qualitative analysis. The analysis was
performed by the same raters that completed the analysis described
in Section 3.2 and is based on deductive, inductive, and axial cod-
ing [13, 47]. In the analysis, a code represents a review type and we
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(a) Distribution of human aspects for reviews on the Apple store.
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(b) Distribution of human aspects for reviews on the Google Play store.

Figure 2: Distribution of human aspects across different apps.
started with deductive coding as related work [45] already offered a
set of initial codes categorizing review types. Specifically, we used
four codes from related work [45] as our initial set of codes for
the codebook. To finalize the codebook, the three raters processed
the reviews that they already analyzed to create the codebook for
the analysis of human aspects. We used this set as the raters were
already familiar with the reviews. After performing inductive cod-
ing, which followed a similar methodology as the one presented in
Section 3.2, the raters created six codes and through axial coding
the raters reduced the number of codes to four. Table 3 provides a
summary description of the four codes in our codebook. Although
the number of codes is the same as one in related work [45], one of
the categories in our codebook differs. Specifically, our codebook
does not contain the Rating category (which identifies reviews con-
taining text reflections of the reviews’ star ratings) but includes
a more general Other category, which aims at including reviews
that do not fall into the other three categories. The other three
categories are: bug report, feature/improvement request, and user
experience. With these categories, we aim to investigate whether
human aspects relate to software bugs, whether human aspects are
not considered in the development of the apps, or how human as-
pects relate to the features implemented in the apps. (The complete
codebook is in our online appendix [18].)

After creating the codebook, the three raters coded the 716 re-
views related to human aspects and used negotiated agreement to
ensure reliability of coding.

4 FINDINGS
4.1 RQ1: What are the most prevalent human

aspects discussed in app reviews?
In our manual analysis of 2,611 app reviews, we identified 716 re-
views related to human aspects. Through the analysis, we classified
the aspects into nine categories: age, disability, emotion, gender,
language, location, privacy, socioeconomic status, and miscellaneous.
Overall, privacy aspects are the ones discussed the most, ap-
pearing in 54% of the human-aspect-related reviews. Next, location
aspects are discussed in 14% of reviews, followed by socioeco-
nomic status and language aspects, with 11% each. Emotion
aspects are discussed in 5% of the reviews, age aspects in 4% of

the reviews, and all the remaining aspects (disability, gender, and
miscellaneous) in less than 1% of the reviews (4 reviews total).

Figure 2 provides the distribution of the human-aspect categories
for each of the apps considered. The figure groups the distributions
by app store. For each app and app store, the figure reports the
percentage of human aspects in a certain category as compared
to the total number of human-aspects identified in the reviews.
The numbers on the bars show the number human-aspects-related
reviews in a category. In agreement with our overall results, Figure
2 shows that aspects related to privacy are most frequently
discussed for most of the apps. However, there are also apps for
which this is not the case. For example, for Hayat Eve Sığar (A13)
on the AS and Tawakkalna (A27) on the GS, location aspects
are discussed the most. Furthermore, for HaMagen (A12) on the
GS and MorChana (A15 on the GS, language aspects are the
ones that appear most frequently. For all apps, aspects related
to socioeconomic status are moderately discussed. There are
only three apps (A13, A14, A19 on the AS) with reviews related
to age, gender, and disability.

Figure 2 also shows that the number of human-aspect-relat-
ed reviews greatly varies across apps and app stores. For ex-
ample, ViruSafe (A29) has nine out of 53 reviews that are related to
human aspects for its GS app, while it has ten out of 22 reviews that
are related to human aspects for its AS app. Beat COVID (A02) and
BeAware (A03) are other examples having more reviews for their
GS apps, but more human-aspect-related reviews for their apps on
the AS. However, there are also apps for which the opposite is true.
For example, COCOA (A05) has seven out of 14 reviews that are
related to human aspects for its app on the GS, while only nine
out of 64 reviews related to human aspects for its app on the AS.
The results show that app usage is impacted by human aspects.
The variability associated with the results motivates future research
on providing techniques to help standardize how human aspects
are considered in apps.

4.2 RQ2: What is the rating associated with
reviews related to human aspects?

We considered the human-aspect-related reviews with one or two
stars as negatively rated, with four or five stars as positively rated,
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Figure 3: Rating associated with human-aspect-related reviews. The graph groups reviews by category and reports the percent-
age of reviews for each rating. The number of app reviews per rating is shown at the top of each bar.

and with three stars as neutrally rated. Figure 3 shows the star
rating per human-aspect category. Of the 716 human-aspect-
related reviews, 55% were negatively rated, 34% were posi-
tively rated, and the remaining 9% were neutrally rated. Gen-
der, disability, and miscellaneous aspects are only raised in five
app reviews, four negatively, and one neutrally. Among other cate-
gories, emotion aspects are the ones associatedwith the high-
est percentage of negatively rated reviews (77.77%), followed
by socioeconomic, location, privacy and languagewith 74.69%,
58.25%, 50.49%, and 48.83% respectively. Reviews containing age as-
pects were negatively rated by half of the users who provided
reviews related to this category. Looking at positively rated reviews,
privacy is the most positively rated aspect, with 43.28% of the
reviews being positively rated, followed by language (37.02%), age
(28.57%), location (23.3%), socioeconomic (18.07%), and emotion
(16.66%). In this section, we discuss the rating associated with each
of the human aspects, from the most frequently occurring aspect
(i.e., privacy) to the ones appearing less frequently.

4.2.1 Privacy. Users that submitted negatively rated reviews dis-
cussing privacy aspects, had concerns about the privacy of these
apps. Some users believe COVID-19 apps are violating their pri-
vacy by accessing their data and location, even in the background
when the app is not being used. Users concern that COVID-19 apps
are tracking their location, either by directly accessing the actual
location of the users using GPS or by using Bluetooth to trace the
location and the proximity user distance. An example:
[...] The problem is that the highly sensitive issue of data protection and
privacy is not given enough consideration [...] I cannot recommend
anyone to use this app until all of these points have been clarified [...] -
Stopp Corona, AS, 1⭑

An interesting finding is that, as shown in Figure 3, despite pri-
vacy being the most prevalent aspect and being negatively rated in
50.49% of the cases, this aspect category was the most positively
rated type among all the categories that emerged from our cate-
gorization. Specifically, almost 43% of the reviews that mentioned
privacy aspects were positively rated. Reasons behind such user sat-
isfaction could be a result of the attention that researchers and prac-
titioners are giving to the privacy of mobile apps [7, 11, 43, 46, 57]
and the focus that COVID-19 apps had on privacy [56, 59]. More-
over, the users who were satisfied with the privacy of COVID-
19 apps compared these apps to social media apps. They pointed
out that although social media apps have documented and well-
demonstrated privacy issues, people using these apps tend not to
worry about the privacy of the apps. Finally, some users defended

the idea and the importance of using contact tracing apps to fight
the pandemic. They emphasized the importance of users’ engage-
ment, even though, people might have different privacy concerns.
An example of a positively rated review:
The source code is available and has been dissected. No data transmitted
because everything remains locally stored in the phone. Possibility to
erase everything. [...] Personal data intact the application does not
ask for any personal information. [...] - StopCovid, AS, 5⭑

These results show that app privacy can be expected and
required differently by various users depending on their pref-
erences, goals, concerns, and personal circumstances. The re-
sults motivate further research on automated techniques to docu-
ment and explain how software relates to certain human aspects.

4.2.2 Location. Among the reviews mentioning location aspects,
58.25% were negatively and 23.3% were positively rated. By investi-
gating the reviews, we found that these issues are mainly related
to the inability of using the COVID-19 apps due to geographical
circumstances associated with the users. For example, COVIDSafe
initially supported only Australian phone numbers during the reg-
istration process. This situation prevented users with no Australian
mobile numbers from registering and using the app. These issues
were resolved in later updates, after being reported by many visi-
tors and students. Location-related issues were also raised by users
in European apps, especially for the cases where users live close
to the country borders. These users needed to use two apps, as
they crossed the border daily, and faced challenges. This situation
was repeatedly reported for Corona-Warn-App, AS, as some of its
users needed to pass the borders to Denmark daily. An example of
a negatively rated review mentioning the location aspect is:
I cant use this app. I am on business visa. I dont have Qatar ID. How
can use this without id? - Ehteraz, GS, 2⭑

These results show that developers might not be aware of
the challenges users face concerning certain human aspects.
This indicates a need for better support to elicit such aspects.

4.2.3 Language. 48.83% of the reviews discussing language-related
aspects were negatively rated, while only 37.2% were positively
rated. We found that users were dissatisfied with the language
support provided by different COVID-19 apps. In the analysis, we
found that the majority of the apps only supported one language.
Consequently, some users, unable to communicate in that one lan-
guage, felt excluded. This issue was reported seven times for the
Smittestopp app on the AS. Despite being reported multiple times,
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the app developers did not address the issue at the time we per-
formed our study, highlighting a need for better techniques to
report and account for such issues. Looking at positively rated re-
views, we could identify that some of the apps offered support for
multiple languages, and the users appreciated this feature. Further-
more, from positively rated reviews, it also emerged that some apps
offered continued support for this human aspect. For example, the
COVIDSafe apps on the AS and the GS were periodically updated
to include new languages. Examples of negatively and positively
rated reviews discussing language aspects are:
Why is there no way to select an interface language in the app?
I am a foreigner. I speak french and english. My interface
is in German which I don’t know yet. How to use the app? -
SwissCovid, AS, 2⭑

Giving this 5 stars because it is in English. Thank you very much for
that - COCOA, GS, 5⭑

These results include that user language considerations
need greater attention in apps intended forwide community
use, such as COVID-19 apps.

4.2.4 Socioeconomic Status. Among the reviews discussing aspects
from the socioeconomic status category, 74.69% were negatively
rated and 18.07% were positively rated. The large percentage of
negative reviews was mostly due to the fact that the majority of
the apps we considered used contact-tracing libraries [2] that re-
quired the apps to run on recent operating system versions. This
characteristic made the apps compatible only with recent device
models as these devices were the ones running suitable operating
systems. This design choice prevented some users from using the
apps as not everyone had access or was able to buy the latest smart-
phones. From a manual analysis of the reviews, we identified that
elderly users were often affected by this issue [50, 52]. An example
of negatively rated review is:
This app should have been designed to work on older phones. [...] - COVID
Alert, AS, 1⭑

Looking at positively rated reviews, some users praised the use
of the contact-tracing libraries as they were designed with privacy
in mind. An example of positively rated review is:
To all the people complaining about older devices, well that has more to
do with Apple & Google services that this app uses. The only way to not
invade privacy and still do what this app promises needs newer devices.
[...] - COVID Alert, AS, 5⭑

These reviews highlight that human aspects might lead
to conflicting requirements. Developers hence need the tools to
precisely track such requirements as software is developed.

4.2.5 Emotions. More than 77% of the reviews describing aspects
from the emotion category were rated negatively. These users were
mostly frustrated and dissatisfied due to the software issues such
as bugs and instability issues that lead the app to be inaccessible or
unusable. For example, a user was very frustrated not being able
to register for the app due to not receiving the one-time password
(OTP) code. Other users were very concerned and frustrated because
of their privacy and how COVID-19 apps handle their data and
location. Only 16.66% of the users left positively rated reviews.

Other positively rated reviews praised the simplicity of the app’s
interfaces. A negative example:
The same overlap notification keeps popping up every couple of hours
[...] even tough I keep marking it as not relevant making the app tiresome
and annoying. - HaMagen, GS, 1⭑

Such reviews show the importance of COVID-19 apps fos-
tering positive emotions to ensure take up and usage.

4.2.6 Age. Users from different age groups needed to be able to
use COVID-19 apps. We found some COVID-19 apps have problems
in being used by people from different age groups, and this was
reflected in the ratings associated with the apps. 50% of the reviews
related to age aspects were negatively rated, while only 28.57% were
rated positively. One user of Virusafe on the GS reported being
unable to register accounts for children since the app does not
allow the registration of children under 14 years. Another example,
a review from Smittestopp on the GS mentioned that elderly users
were not able to use the app since it required them to authenticate
using an identification method called NemID [31], but not all elderly
users have that ID. This second example highlights a problem in
eliciting the requirements from one of the main stakeholders. The
review associated with this example is:
You exclude everyone without Nem ID which is usually older and par-
ticularly vulnerable which I am sorry for as it excludes me from using it
among other things. - Smittestopp, GS, 1⭑

Apps designed for wide community use such as COVID-
19 apps need careful consideration of varying aged users.

4.2.7 Other categories. Gender, disability, and miscellaneous as-
pects were only discussed in a small number of reviews (five re-
views). Gender and disability were negatively rated with one star
and miscellaneous aspects were rated with two and three stars. We
also found a positively rated review discussing a disability aspect.
We identified the review as we created the analysis codebook and
presented this review in Figure 1b in Section 2. The two negatively
rated reviews containing disability aspects discussed how the apps
were not suitably designed for visually impaired users:
I cannot use it because I am visually impaired. It needs to be more
accessible. - Hayat Eve Sığar, AS, 1⭑

[...] the blind cannot select and accept the regulations and will not
proceed - ProteGO Safe, AS, 1⭑

4.3 RQ3: What are the types of reviews
containing human aspects?

Based on the qualitative analysis described in Section 3.3, we could
group the review types of human-aspect-related reviews into four
categories. 44% of the reviews were connected to app features.
Breaking down this percentage, 22% discussed the user experience,
14% submitted a feature/improvement request, and 8% reported
a bug. The other reviews (56%) provided general feedback on the
app (other category). Reviews providing general feedback did not
explicitly discuss aspects of the other three categories, and
often provided opinions/ratings for the apps. These reviews would
benefit from an interactive feedback system where developers can
further understand how human aspects relate to concrete software
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Figure 4: Ratings associatedwith the reasons forwhichusers
report human aspects.

engineering tasks. The star ratings associated with the review types
are shown in Figure 4. We did not include the other category as our
discussion focuses on the remaining three review types. For each
review type, the figure reports the percentage of reviews having a
certain star rating with respect to all the reviews of a specific type.
To highlight the characteristics of the reviews from different review
types, this section discusses the ratings of the reviews and presents
relevant examples. As we did for RQ2, we considered reviews with
four or five starts as positively rated, and reviews with one or two
stars as negatively rated.

4.3.1 User Experience. In most of cases (54.14%) users submitted
negatively rated reviews about user experience, and only 35%
of the reviews related to user experience were positively rated.
Negatively rated reviews from this category can help app devel-
opers better understand and improve specific usage scenarios. For
example, a negatively rated review (including an emotion aspect)
described that the user found it cumbersome and problematic to
use the app, as the Bluetooth technology used by the app prevented
the user’s smartphone from pairing with the hands free system of
the user’s car. Specifically, the review was:
[...] the Bluetooth keeps preventing my phone from pairing with
hands free in car and other Bluetooth devices. I generally have to
either shutdown the app or go into my phone settings every time I get in
the car to pair with hands free. Not only is this annoying but could be
a safety issue for people driving. - COVIDSafe, AS, 2⭑

4.3.2 Feature/Improvement Request. Half of the reviews discus-
sing feature/improvement requests were negatively rated
with only 31% positively rated. In our manual analysis, we found
that both positively and negatively rated reviews could provide
valuable information to app developers to better account for hu-
man aspects. As an example, a user of the Aarogya Setu app (on
the AS) submitted a positively rated review that praised how the
app accounted for privacy and also suggested to use Apple’s new
exposure-tracking features since they worked even when the app is
not open. Some users provided negatively rated reviews as the apps
lacked features deemed essential. For example, a review related to
a socioeconomic aspect asked app developers to support adding
accounts for children as it was not possible for the user to have
additional phones:
Can you please make an option where we can add accounts [...] This
would be really helpful for families that have 3 children and don’t have
the finances to buy a phone for each of them." - Ehteraz, AS, 2⭑

Table 4: Human aspects and the reasons they are submitted.
Human
Aspects

User
Experience

Bug
Report

Feature/Improvement
request Other

Age 6 1 7 15
Gender 0 0 0 1
Emotion 12 15 3 10
Language 7 8 36 34
Socioeconomic
Status 15 7 10 54
Location 16 18 18 60
Privacy 101 9 33 254
Disability 1 0 0 1
Miscellaneous 2 0 0 0
Total 160 58 107 429

Another user, negatively discussed a privacy aspect and asked
for a feature in order to be able to trust the app:
Again still doesn’t work with Apple’s password manager. [...] please
update the app to allow the native password manager on iOS randomly
generate a password [...] - NZ COVID Tracer, AS, 2⭑

We classified this last review as a feature/improvement request
as it discussed allowing a certain interaction with a feature (the
password manager) of the OS.

4.3.3 Bug Reports. Unsurprisingly, most of the reviews discus-
sing a bug report are negatively rated (77.58%), while only 12%
are positively rated. Reviews reporting bugs reveal how certain
human aspects might affect the adoption of the apps and how app
developers can improve their apps. A frustrated user writes:
[...] It does not support older phones with small screens. My partner
has a nexus 5x which does not allow her to verify her account as the "next
button" step is not visible. - NZ COVID Tracer, GS, 1⭑

This example also reflects on a user experience where the lack
of focus on supporting smaller phone sizes leads to the exclusion
of a whole class of disadvantaged users. This highlights the need
for a design approach that handles some of the trade-offs that soft-
ware developers need to consider to accomplish overall application
goals. These results highlight that focusing on human aspects
as software is developed might lead to an improved user ex-
perience. Furthermore, an ecosystem of techniques focusing on
human aspects might avoid releasing software with critical bugs.

4.4 RQ4: Are different human aspects
associated with different review types?

The distribution of review types varies across different human as-
pects and Table 4 reports the distribution. Most of the users report-
ing reviews related to age aspects share their user experience
(six out of 29 human-aspect-related reviews) or ask for a new fea-
ture or improvement (seven out of 29). Reviews reporting emotion
aspects aremostly due to bugs (15 out of 40) or related to user ex-
perience (12 out of 40). Reviews discussing language aspects are
mostly asking for features or improvements (36 out of 85). Re-
views related to socioeconomic aspects are reported to discuss
the user experience (15 out of 86), ask for improvements in the
apps (ten out of 86), and describe bugs (seven out of 86). Reviews
containing privacy aspects are mostly associated with user
experience (101 out of 397), followed by feature/improvement re-
quest (33 out of 397). Overall,most of the human-aspect-related
reviews discussing human aspects are associated with user
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experience (160 out of 754), followed by feature/improvement
requests (107 out of 754), and bug reports (58 out of 754).

Five categories of human aspects (age, emotion, language, socioe-
conomic status, location and privacy) have at least one review of
each review type (user experience, bug report, and feature/improve-
ment request). Looking at human aspect categories individually, we
observed that, overall, different human aspects have been con-
sidered differently as apps were developed. For example, we
observed that the focus of COVID-19 apps on user privacy [56, 59]
lead to a high percentage of user experience reviews as compared
to bug reports. For reviews related to language aspects, we, instead,
observed that a large portion of the reviews focused on feature/im-
provement requests to support different languages. We believe that
language aspects might have been overlooked as the concept of
travel did not align well with the design of COVID-19 apps [60].

These results show that software engineering approaches
tailored to human aspects need to be developed on multiple
fronts. These techniques might help taking into account different
human aspects and ensure software is inclusive of all users.

5 DISCUSSION
In this section, we provide a discussion of our results to inform
researchers and practitioners interested in providing better support
for integrating human aspects in software development.

Reviews of COVID-19 apps discuss different human as-
pects: Our analysis identified 716 human-aspect-related reviews
out of the 2,611 reviews that we analyzed. If this number would
extend to the whole set of reviews available to us (222,350 reviews),
the human-aspect-related reviews would account for roughly 8.9%
of the reviews. This number reveals that human aspect reviews are
relevant for app users. Different human aspects are discussed in
different COVID-19 apps. Some of the human aspects are discussed
more commonly, such as privacy, location, language, and socioeco-
nomic status. Although there is a limited discussion for some other
aspects (i.e., gender, and disability), the discussion appearing in the
reviews related to these aspects reveal significant concerns with
the apps, which should be addressed as apps are developed.

Privacy, the most prevalent human aspect identified in our study,
is the most positively reported aspect. This could be due to the focus
that researchers and practitioners have on the privacy of mobile
applications [7, 11, 43, 46, 57]. However, the number of users nega-
tively reporting privacy aspects is significant and emphasizes the
need for further research on this topic. Our study also highlighted
that users have varying preferences in relation to privacy and de-
velopers need to be able to take the users’ diverse backgrounds,
abilities, and concerns into account [3]. Among our results, there
were also cases in which the resolution of the problem discussed
in a human-aspect-related review was not fully in the hands of
the app developers (e.g., apps using contact-tracing libraries that
required the apps to run on recent operating system versions). In
this case, developers could work on alternative solutions or, when
not possible, work early with other developers to help shape the
technology so that human aspects are suitably considered. Overall,
the aspects and related-issues that emerged reinforce the need for
better software engineering techniques to address human aspects
in emergency/public health/public service apps.

Prevalence of human-aspect-related reviews varies among
apps and stores:Although location and socioeconomic statuswere
two aspects directly being discussed in this study, these can also in-
directly influence other human aspects. This can be a consequence
of the users’ location and culture, the technologies they have access
to, and software engineering practices that lead to the design of
the app in a specific country. Also, some human-aspect-related
issues lead to other issues, for example, not being able to access an
app from a certain location forces the user to use another app that
does not support the languages they understand. This highlights
that human aspects can be coupled with each other and having
techniques to account for such relations might help developers to
identify and solve multiple issues at once.

Various reasons lead to human aspect related reviews:
User experience is the most prevalent reason, both negatively and
positively rated, while the bug report is the most negatively rated
reason. This shows that developers need to not only take the user
experience into account, they should continuously improve the app
based on bug reports and requested features to address human-
aspect-related issues. Such issues might arise due to the lack of
understating of the end-users needs. Software engineers typically
have differing characteristics from most of their end-users, in terms
of their age, gender, socioeconomic status, and their physical/men-
tal impairments [23, 24]. Alshayban et al. indicated the lack of
accessibility awareness in app developers [1]. This situation in-
fluences the degree to which the app developers understand and
incorporate end-users needs. This reflects the need for a methodol-
ogy to continuously monitor how our apps impact the users in non
traditional ways. Moreover, users need better ways to report their
human aspect related issues to developers. For example, there could
a dedicated field in reporting systems, which may also provide an
automated categorization of the issue based on our results. The
option to have a structured section for human aspects would also
raise awareness of these among users and app developers.

Better approaches to identify human aspects from natu-
ral language are needed: Human-centered design aims to create
solutions centered around the people who use the product [17].
Online app reviews provide a rich resource for users who were not
originally considered in the design process to effectively communi-
cate their needs and express their concerns and opinions regarding
the system. However, analysing the large number of app reviews
is beyond the developers’ capacity. In our study, we extended an
existing keyword-based approach [51] to identify reviews likely
related to human aspects. However, the tool gave us a significant
number of false positives, i.e., only 716 of the 2,611 reviews we
manually analyzed were actually related to human aspects. This
indicates that there are currently limited techniques to identify and
account for human aspects. Better tools and techniques are required
for users to report human aspect related issues, and for developers
to gather such information without a manual review process.

6 THREATS TO VALIDITY
Internal Validity. Themain internal validity concerns in our study
are related to non-English reviews, and the notion of relevance
between review rating and human aspects discussed in the review.
We translated non-English reviews to English, which could have
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potentially led to miss-categorization or missing out on reviews.
To mitigate this threat, we leveraged Google Translate – known to
have accurate performance on a large number of languages [21].

Our analysis relates reviews’ ratings to human aspects. This
might be imprecise for reviews discussing multiple human aspects,
or the ones that discuss a human aspect and other topics. This po-
tential threat did not largely affect our results as 695 out of the 716
human-aspects-related reviews focused only on one aspect. Fur-
thermore, the raters verified that the review’s description was in
line with the review rating, and no mismatch was found. Our com-
parison of AS and GS apps did not account for the user perception
of the app platform and that could lead to different results.
Construct Validity. The main construct validity concerns in our
study is related to the manual analysis of reviews. Our manual tasks
might have introduced errors. We mitigated this by having multiple
authors involved in the manual analyses we performed.
Conclusion Validity. The main conclusion validity concern in our
study is related to the keyword-based filtration process. We selected
the keywords for filtering relevant reviews over a statistically sig-
nificant sample, however the reviews we analyze might not have
included some keywords to identify relevant human aspects. We
attempted to mitigate this threat by expanding our set of keywords
with relevant synonyms from different sources so as to identify as
complete as possible set of reviews likely related to human aspects.
External Validity.Our resultsmight not generalize to other COVID-
19 apps or apps in general. We attempted to mitigate these threats
by analyzing statistically significant samples from 57 nationally
endorsed apps from both the Apple App Store and Google Play
Store. Additionally, our results also depend on the development
processes used to create the considered apps and those processes
might be different from the ones used to create other apps.

7 RELATEDWORK
App reviews, in recent years, have been used for analysing security
and privacy issues [65], extracting feature requests, bug reports and
requirements-related information [27, 34, 36, 44, 45], and studying
user satisfaction and sentiments [20, 26, 41]. Our work most closely
relates to the analysis of app reviews for COVID-19 contact-tracing
apps. Below, we position our work against these research strands.

Rekanar et al. [54] manually analyzed 1,287 app reviews from
the Google/Apple app stores and performed sentiment analysis
and identified users’ focus in those reviews for the Irish contact-
tracing app. The authors reported that the overall perception of
the users was mostly positive towards the app, and users’ reviews
helped highlight data protection and transparency issues. Haggag
et al. [27, 28] analyzed 2 million app reviews to understand users’
privacy concerns and compared them with users perceptions of
security and privacy on social media platforms. Haggag et al. [28]
reported that inaccessibility and instability of the contact-tracing
apps decreased their popularity and user uptake. Bano et al. [3, 4]
analyzed user reviews of 16 contact-tracing apps to determine the
success or failure criteria for such apps. The authors report that a
mix of technical (such as Bluetooth and battery) and non-technical
(such as lack of consideration for the socio-cultural landscape of
countries) issues contributed to the success or failure of these apps.
Garousi et al. [19] performed exploratory analysis of nine European

countries using a commercial tool based on ≈40,000 app reviews.
Similar to Bano et al. [4], they highlighted the technical and non-
technical issues in the apps, as reported by the users.

Some research strands focus on the privacy of contact tracing
apps [5, 6, 10, 12, 30, 40, 55]. Our work is different in that we do not
focus on privacy or other aspects purely from a technical point of
view. We consider such aspects from the point of view of various
diverse end-users of the apps with differing requirements and is-
sues. Moreover, we consider a comprehensive set of human-centric
aspects rather than just focusing on one aspect.

Obie et al. [51] analysed ≈22,000 app reviews from Google Play
store using natural language processing techniques to understand
user reported issues. Using Schwartz theory of basic values from
social sciences, they detected violations of user values caused by the
feature offered in their selected mobile apps. The reported values
violations included curiosity; a general lack of the desired infor-
mation to satisfy users questions or queries e.g. lack of prompt
notifications, updated information and statistics about the app in
use; honesty and transparency e.g. charging fee right after the free
trial version without any notification and a general lack of app’s
helpfulness or usefulness. The authors did not study or report viola-
tion of values relating to factors such as age, gender, or physical
and mental abilities.

This is the first comprehensive study of app reviews to identify
and discuss human aspects. While others [4, 28] did note some
human aspects in their analysis, none of the existingworks analyzed
the app reviews for human aspects systematically at this scale, i.e.,
57 official contact-tracing apps.

8 CONCLUSION
We presented an empirical study that characterized human aspects
in reviews from COVID-19 contact tracing apps. We manually ana-
lyzed 2,611 reviews from 57 apps and identified 716 human-aspect-
related reviews. We categorized human aspects into nine different
categories, identified that human-aspect-related reviews are dis-
cussed both positively and negatively, and confirmed that human
aspects are not always suitably considered as apps are developed.
In key future work, we plan to devise a technique to automatically
identify human-aspect-related reviews leveraging our dataset. We
will perform an empirical study to extend our work by analyzing
human aspects from other sources (e.g., GitHub issues) and in dif-
ferent software domains. We will also investigate an approach to
relate human-aspect-related reviews to app features, combining
natural language processing with static analysis techniques to iden-
tify feature descriptions in reviews and connect them to code in
the apps. We will define an approach to identify and extract code
examples from apps that accounted for human aspects and provide
such examples as suggestions to developers of other relevant apps.
Future work could look at human aspects in other apps by following
a similar methodology. Finally, we want to work on techniques to
help better incorporate human aspects during app development.
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