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Summary7

Computational Fluid Dynamics (CFD) is a field of computational physics that has a very8

high utilization of modern Advanced Research Computing (ARC) resources (Cant, 2002).9

The spatial and temporal resolution required to solve modern CFD problems means that10

it is well suited to take advantage of the full benefits of large-scale distributed memory11

parallelization that is available on high-performance computing (HPC) systems on ARC12

infrastructure. The field of CFD has a broad and diverse user base that transcends many of13

the classical boundaries in science and engineering. As CFD tools have progressed over the14

past decades, their robustness, predictive capabilities, and user-friendliness have drastically15

improved, which means that these tools are increasingly being adopted by nontraditional16

HPC users such as new graduate students, experimentalists, theoreticians, and student17

design teams. Advanced Research Computing for Computational Fluid Dynamics, or18

ARC4CFD, is an open source, asynchronous online course (https://arc4cfd.github.io) that19

is developed to help learners with a basic understanding of fluid dynamics and CFD bridge20

the knowledge gap toward the effective usage of CFD on modern ARC resources.21

Statement of need22

Although most science and engineering programs offer CFD courses, which have become23

standard part of the curriculum in mechanical, civil, chemical, and aerospace engineering,24

these courses generally focus on the fundamental understanding of the physics, modelling,25

and numerics as well as the practical usage of CFD tools. At the end of a typical26

undergraduate CFD course, the student has learned to use a CFD tool to solve small-scale27

problems, understand the modelling assumptions, quantify numerical errors, and visualize28

the results. The CFD problems used in the tutorials of these courses are designed to29

run on students’ personal or local workstations. The jump from small-scale CFD usage30

on a local workstation to the effective utilization of this same CFD tool, on a much31

larger problem size, on modern HPC systems is nontrivial and requires additional specific32

training. Although generic HPC and parallel computing training is widely available,33

targeted training material for CFD users on HPC systems is not readily found. Thus, these34

learners must either: a) “translate” the knowledge from generic HPC training material35

to the field of CFD, or b) rely on mentorship and external help to effectively utilize36

these computational resources. As these CFD tools are continually improving, they are37

increasingly being adopted to complement experimental campaigns, inform the design of38

experiments, or help solve theoretical fluid dynamics problems. This underserved user base39

is seeking focused training materials for the effective utilization of CFD on HPC systems,40

as they do not have the same mentorship opportunities or access to expertise as graduate41

students. ARC4CFD was developed to provide a CFD-specific training material for the42
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effective use of HPC systems in advanced research computing architectures. The course is43

built in an asynchronous format for a broader adoption, and many hands-on problems44

are integrated to help the learner further their understanding and learn independently.45

We value the ability to freely share and exchange with the community, and thus the46

focus is placed on an entirely open-source toolset, from meshing, solving, and visualizing47

the results. Although this course is intended for use on remote HPC systems, and more48

specifically on the Digital Research Alliance of Canada clusters, a user can easily follow49

on a local multiprocessor computer, or any other HPC system.50

ARC4CFD is intended to be an introductory course that combines concepts from CFD51

and computing with an end-user focus. The course is built with the assumption that52

students have: a) a undergraduate-level knowledge in fluid dynamics, b) introductory53

knowledge in Computational Fluid Dynamics, and c) familiarity with navigating terminal54

and bash commands on remote systems. The target audience is: - New graduate students in55

computational physics or engineering. - Experimentalists and theoreticians complementing56

their work with numerical simulations on HPC. - Undergraduate students on student57

design teams interested in leveraging CFD with HPC.58

Given the prerequisite knowledge and target audience, the end-user focus means that the59

course needs to provide both the theoretical understanding of parallel computing and the60

systematic, hands-on approach to set up an effective workflow for CFD on HPC. The61

classes are developed to first provide a conceptual understanding and then apply that62

understanding to specific CFD problems; a summative example is woven into the course63

which follows the learner through the main CFD workflow.64

Course structure and learning outcomes65

The course is expected to take about 16 hours to complete and is divided into three66

sections. Each section consists of several classes with individually-defined learning outcomes.67

The sections are structured in a way that the learner can first develop a foundational68

understanding of high-performance computing (Section 1), translate those concepts to69

specific challenges in CFD and establish a systematic workflow (Section 2), and then70

effectively manage the resulting research data (Section 3). The course guides the learner71

through all the necessary steps towards the effective usage of CFD on HPC, by providing72

a theoretical understanding of the concepts, which is supplemented with many practical73

examples and interactive quizzes. Section 2, the core section of the course, provides most74

of the CFD-specific knowledge for usage in HPC; for that reason, the classes in this section75

were devised to directly map onto a CFD workflow on HPC system. Therefore, each step76

in the CFD workflow is an individual class, so that we have:77

• 2.1 Definition of the CFD workflow.78

• 2.2 Plan the large-scale CFD simulation.79

• 2.3 Estimate the HPC requirements.80

• 2.4 Preprocess the CFD simulation.81

• 2.5 Optimize the CFD for HPC.82

• 2.6 Running the CFD on HPC.83

• 2.7 A posteriori analysis.84

The structure of Section 2 provides the learner with a comprehensive overview of a standard85

workflow for a CFD problem on HPC systems. A summative example, which is based on86

the simulation of a backward facing step, is integrated into the classes of Section 2 and87

follows the main steps of the CFD workflow.88

There are five learning outcomes for ARC4CFD. At the end of the course, the learner89

should be able to:90

1. Define the main concepts of parallel and high-performance computing.91
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2. Conduct an a priori estimate of the computational cost of a CFD simulation.92

3. Explain the modelling impact of the assumptions on HPC cost.93

4. Optimize the simulation parameters of a CFD problem for HPC.94

5. Develop a research data management strategy for a CFD workflow.95

The learning outcomes for each class are presented and reinforced with questions at the96

end of each lecture.97

Philosophy of learning98

ARC4CFD is an asynchronous online course that accompanies the learner in develop-99

ing skills to effectively utilize Advanced Research Computing for Computational Fluid100

Dynamics. The course is built using an integrative learning approach in which concepts101

from a wide range of scientific disciplines are brought together (e.g., parallel computing,102

programming, numerics, fluid dynamics, CFD) and directly put into practice through103

hands-on examples and quizzes. This course is built around the usage of an entirely104

open-source meshing, solving, and visualization toolset. This is a key feature of the course105

that we hope will encourage a broad adoption of the training material. For this reason,106

the course is licensed under the Creative Commons BY-NC-SA license, and all the original107

files (e.g., svg files or Python scripts) are included in the repository. The main open-source108

toolkits used include: Gmsh (meshing), SU2 (CFD solver), OpenFoam (CFD solver),109

Paraview (visualization), and Python (postprocessing and analysis).110

The course is developed to: 1) emphasize the development of a systematic approach for111

the effective utilization of CFD usage on ARC systems, 2) provide a high-level theoretical112

understanding of the main concepts for using CFD on HPC, and 3) provide hands-on113

examples for the learners to put these concepts into practice. The multimodal course114

content includes written content, videos, interactive quizzes, and hands-on examples that115

cover various aspects of ARC.116

Course features117

The asynchronous courses are built within a GitHub Pages website ARC4CFD using118

the static site generator Astro and the Astro Starlight theme. This Astro template119

enables highly interactive engagement through the use of self-correcting quizzes, direct120

copy-pasting of code snippets, and visually appealing course navigation. The main website121

is supplemented with a more traditional Git repository which contains all the examples122

used in the course. Many of the courses feature a short introductory video to guide the123

learners through the context of each class.124

A unique aspect of the training material is found in Section 3 on Research Data Management125

(RDM). As RDM approaches are continually being integrated into scientific disciplines, we126

opted to provide some CFD-specific perspective to the RDM discussion. The content will127

undoubtably evolve with these concepts, but we hope that this training material will be of128

assistance to CFD users that are increasingly being asked to develop Data Management129

Plans (DMPs) as part of grant proposals.130

Story of the project131

This course was conceived primarily from the need to train new graduate students in the132

Multi-Physics Interaction Lab at the University of Waterloo to bridge the gap between133

their undergraduate CFD education and the effective utilization of these CFD tools on134

high-performance computing. The typical undergraduate CFD coursework focuses on135

the numerical modelling, and usage of CFD tools, whereas the majority of HPC training136
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material tends to emphasize the computer science aspects of HPC. The effective utilization137

of modern Advanced Research Computing facilities requires the integration of knowledge138

from both CFD and HPC. It was from the need to centralize the information on the usage139

of CFD in ARC that the idea for this course was born. Previously, this information was140

transmitted, piecemeal, to students as needed during their graduate training. This led to141

inhomogeneous training, which often left unresolved knowledge gaps for these otherwise142

highly qualified graduate students.143

A timely opportunity arose during a sabbatical through a call for proposals from Compute144

Ontario for the development of training material for underserved HPC users. This145

opportunity provided the means to build a team to centralize the necessary information146

and build this course. The team built the course by focusing on three user groups: 1) new147

graduate students that plan to use HPC resources to run CFD simulations, 2) theoreticians148

and experimentalists that want to use CFD on HPC to supplement their work, and 3)149

undergraduate design team members who want to develop skills in HPC. Inspired by the150

“12-steps to the Navier-Stokes” course (Barba & Forsyth, 2019), which is a staple of our151

graduate student training, we tried to recreate a very systematic approach towards the152

usage of CFD on HPC systems. The initial idea of building everything within a Jupyter153

notebook eventually shifted to an interactive webpage with video content due to the154

challenges of directly using HPC systems through a pythonic interface.155

Looking ahead, this course will continue to evolve over the coming year and will serve as156

the basis for a synchronous course that will be given as part of Compute Ontario’s summer157

school. As learners benefit from the course and we continually adjust the course based on158

user comments, we will be able to improve the content to meet the changing needs of new159

graduate students in CFD, experimentalists and theoreticians, and undergraduates that160

are interested to learn CFD on HPC.161
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