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HCI, AI & ML

• HCI - “A discipline concerned with the design, 
evaluation and implementation of interactive 
computing systems for human use and with the 
study of major phenomena surrounding them.” 
(ACM)

• How do we design interfaces or interactions 
around AI and ML?

• How do we evaluate them?
• Critical to achieve responsible ML in healthcare



HCI as a Broad Multi-disciplinary Area

• Technology: electronics & computer science
• Design 
• Cognitive Psychology 
• Social Science

 
(Image from Sharp, Rogers, Preece, 2002)



“Can’t we simply ask people?”

• Why is it a challenge to design user studies?
• Why do we need to borrow research methods 

from psychology and social science?
• Is it not just about simple questionnaires?
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• Comparing Computer Vision Feedback Strategies
• Classification confidence information
• Evaluating CNN explanations
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Cognitive Bias on AI Performance

• Animation Condition

• Which system works better?
• Which one will people choose as working better?



Results

16 participants in the lab

16 participants on m-turk

Animation No Animation Same

Animation No Animation Same



Explanation: Human-like Qualities?
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Explanation: Human-like Qualities? No!

16 participants on m-turk

Animation No Animation Same



Mental Model Influence?

• Pre-study question eliminates the effect
– “You are about to evaluate a hand-writing recognition 

system – how do you think this kind of systems work?”
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Alternative Animation

Original version

Alternative version



Matching or Mismatching Explanations



Results

Matching conditions
32 participants on m-turk

Mismatching conditions
32 participants on m-turk

Animation No Animation Same

Animation No Animation Same

Pedro García García, Enrico Costanza, Jhim Verame, Diana Nowacka & Sarvapali D. 
Ramchurn (2021) Seeing (Movement) is Believing: The Effect of Motion on Perception of Automatic 
Systems Performance, Human–Computer Interaction, 36:1, 1-51

https://doi.org/10.1080/07370024.2018.1453815
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Comparing Feedback for Computer Vision

• How to guide user interaction 
with image recognition 
applications?

• Are keypoint markers
helpful?

Jacob Kittley-Davies, Ahmed Alqaraawi, Rayoung Yang, Enrico Costanza, Alex 
Rogers, Seb Stein, Evaluating the Effect of Feedback from Different Computer 
Vision Processing Stages: a Comparative Lab Study, In Proceedings CHI 2019



Setting Users up to Fail

• Feedback is especially useful when things go 
wrong

• Challenges of controlled, non-obvious failure
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Keypoint Markers vs No-feedback

• Keypoint markers do not seem to help
• Users seem expect higher-level information

Number of participants demonstrating 
correct understanding of the system





Higher-level Feedback Works Better

Number of participants demonstrating 
correct understanding of the system
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Can Users Make Sense of Confidence?

• Some ML / pattern recognition algorithms can
provide confidence information about 
their inferences

• Can this information help
users? Or is it just “noise”?

Jhim Verame, Enrico Costanza, Sarvapali Ramchurn, The effect of displaying 
system confident information on the usage of autonomous systems for non-
specialist applications: a lab study, In Proceedings CHI 2016



Lab Experiment

• Participants were offered to perform a number of 
micro-tasks for pay (somewhat similar to m-turk)

• Two types of tasks:
A. Fix grammatical mistakes in text
B. Check and fix output from hand-writing recognition 

system
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Lab Experiment

• Participants were offered to perform a number of 
micro-tasks for pay (somewhat similar to m-turk)

• Two types of tasks:
A. Fix grammatical mistakes in text – manual
B. Check and fix output from hand-writing recognition 

system – AI assisted

• Which tasks will participants favour?
– Does confidence information make a difference?



Confidence Condition

• Confidence information from the handwriting 
recognition algorithm shown
– Five confidence levels: from very low to very high



No-confidence condition



Confidence Helps

• More AI-related tasks were completed when 
confidence information was available than when it 
was not

Means comparison for agent tasks completed across different displays of 
confidence information with the 95% confidence bars (Tukey-HSD).



How Confidence Guides Choice

• Tasks with very high confidence level were 
completed more often than those with lower 
confidence levels

Means comparison for completed agent tasks 
per confidence level across all confidence levels
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Background: CNNs & Saliency Maps

• Saliency Maps have been proposed as an 
explanation technique for CNNs
– Red indicates pixels most 

responsible for the 
classification

• How well do they work?



Measuring Saliency Maps’ Peformance

• Can Saliency Maps help participants predict the 
behaviour of a CNN?

Examples

Questions



Four Experimental Conditions

• Different groups of participants experienced 
different conditions:
– Saliency Map & Classification Scores
– Saliency Map & no Classification Scores
– No Saliency Map & Classification Scores
– No Saliency Map & no Classification Scores
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Running the Study + Results

• Study implemented as interactive Web application
• Recruited 64 participants on the “Prolific” 

platform
– Can recruit tens of participants in few minutes

• Main result: 
When saliency maps 
were shown, 
participants were 
signifcantly more 
accurate in predicting 
the CNN's outcome
-- still not much better
than chance

60.7%
55.1%
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Ahmed AlQaraawi, Martin Schuessler, Philipp Weiß, Enrico Costanza, Nadia Berthouze. Evaluating 
Saliency Map Explanations for Convolutional Neural Networks: A user study. In Proceedings ACM IUI’20



Qualitative Results

• When Saliency Maps were shown, participants 
referred more frequently to features localized to 
pixels around the objects of interest
– E.g. “eyes” or “legs” 

rather than 
“size” or 
“image quality”

Ahmed AlQaraawi, Martin Schuessler, Philipp Weiß, Enrico Costanza, Nadia Berthouze. Evaluating 
Saliency Map Explanations for Convolutional Neural Networks: A user study. In Proceedings ACM IUI’20
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W-i-P: Saliency Map Follow-up Study



W-i-P: Optometrists Study

• Evaluating how specialist optometrist interpret 
deep learning results for ambiguous or challenging 
cases
– Applying a model published by others 



Summary

• Small range of studies around user interaction 
with AI/ML

• Users’ perception and understanding of these 
systems is not always straightforward

• Making the systems operation visible can help 
(but not anything helps!)

• Important to take into account user interfaces and 
user interactions around AI/ML systems for 
responsible ML in healthcare

e.costanza@ucl.ac.uk
https://uclic.ucl.ac.uk/people/enrico-costanza

mailto:e.costanza@ucl.ac.uk
https://uclic.ucl.ac.uk/people/enrico-costanza
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