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Fairness of AI systems





Gender bias in AI systems



Racial bias in AI systems
Face recognition

Source: Buolamwini & Gebru, 2018. Conference on Fairness, Accountability and Transparency



Lack of data diversity and underrepresentation

Source: Zou, James, and Londa Schiebinger. "AI can be sexist and 
racist—it’s time to make it fair." Nature, (2018): 324.

“Biases in the data often reflect deep and hidden 
imbalances in institutional infrastructures and social 
power relations.”



Fairness in 
ML

Medical Image 
Computing+
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What is the impact of gender 
imbalanced datasets in deep learning 

models for medical image classification?



Deep Learning for X-ray CAD systems
Multi-label setting (non-mutualy exclusive labels) 

Input image Convolutional Neural Network Output score

Pathology Score

Hernia 0.0

Fibrosis 0.0

Emphysema 0.7

Edema 0.2

Cardiomegaly 0.9

…

Pneumonia 0.1



Imbalanced dataset

Protected Attributes
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Including demographic data is not a common practice 
within the MIC community 

Abbasi-Sureshjani, Raumanns, Michels, Schouten, Cheplygina. ”Risk of Training Diagnostic Algorithms on Data with Demographic Bias”

https://arxiv.org/abs/2005.10050

The authors screened the MICCAI 2018 proceedings for 
papers on diagnosis using macroscopic images. 

https://arxiv.org/abs/2005.10050


Experimental Setting

CNN 
Architectures

Datasets

NIH Chest X-ray 14 Dataset CheXpert Dataset

112.120 images
~ 57% male patients
~ 43% female patients

224.316 images
~ 60 % male patients
~ 40% female patients



Datasets

Experimental Setting

CNN 
Architectures

DenseNet
(Huang et al, 2016)

ResNet
(He et al, 2016)

InceptionV3
(Szegedy et al, 2016)



We analyzed two scenarios

Full 
imbalance

Partial
cases

Training sets Test set

Male / Female

Male / Female



Experimental setting

● We repeated the experiment 20 times with different training/test folds and 
observe the trends

● The folds were constructed so that for every pathology, we have the same 
number of male/female patients.

● We measured the Area Under the ROC curve (AUC) for every model using 
different test sets.



Full imbalance experiment

M Model M

FF Model

Direct prediction

Direct prediction

Training Test



Test set = female only

**** p < 0.00001.      *** 0.00001 < p < 0.0001.        ** 0.0001 < p < 0.001 * 0.001 < p < 0.01 ns p > 0.01



Test set = male only

**** p < 0.00001.      *** 0.00001 < p < 0.0001.        ** 0.0001 < p < 0.001 * 0.001 < p < 0.01 ns p > 0.01



DenseNet
Dataset NIH



DenseNet
CheXpert Dataset



ResNet
NIH Dataset



ResNet
CheXpert Dataset



Inception v3
NIH Dataset



Inception v3
CheXpert Dataset



Why is it happening?

• Model trained with male images, and tested on female patients, on the
lung opacity task.

• Class Activation Maps generated for False Positive predictions



Why is it happening?



Why is it happening?

Interpretable Machine Learning in Healthcare
ICML 2021 Workshop



Partial imbalance

M Model 75%/25% M

FF

Model 50%/50%

Model 25%/75%

Predictions75%

Training Test



Test set = male only



Test set = male only

Direct Prediction Crossed Prediction



Test set = female only

Crossed Prediction Direct Prediction



So should we train a classifier per gender?

Only Male

All images

Area Under the Curve (AUC) when testing with Male patients



So should we train one classifier per gender?

Only Female

All images

Area Under the Curve (AUC) when testing with Female patients



Limitations of our study

• We used the term “gender” to characterize our imbalance study following the 
demographic variables reported in the original NIH dataset publication. 

• However, we are aware that gender is a fluid cultural construct and binarizing this 
concept constitutes a limitation of our study.

• Given that some anatomical attributes are reflected in X-ray images, the term ”sex” 
could be more accurate, according to the Sex and Gender Equity in Research 
guidelines.

36



Some takeaways

● The performance of CAD systems should be audited at the group-level
considering demographic attributes like sex/gender.

● Authors should report demographic information together with their MIC 
papers and (specially) public datasets

● CNNs are prone to learn features useful for specific subgroups seen 
during training, which may lead to a decrease in performance due to 
population shifts in the test set.

● Diversifying your dataset is important! But…. 



Limitations of our study



Limitations of our study



Limitations of our study

“Understanding which model 
design choices disproportionately 
amplify error rates on protected 
underrepresented features is a 
crucial first step in helping curb 
algorithmic harm.”
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Three reasons behind biased systems: 
data, models and people

41



The health research community is starting to look
into these problems

Extracted from Andrew King’s presentation at FAIMI 2022



Recent survey

A Survey of Fairness in Medical Image Analysis: Concepts, Algorithms, Evaluations, and Challenges. Zikang Xua et al. 2022 https://arxiv.org/pdf/2209.13177.pdf

https://arxiv.org/pdf/2209.13177.pdf


MICCAI 2021MICCAI 2020 MICCAI 2022

The MIC research community is starting to look
into these problems



Recent works

MICCAI 2021



Recent works

Pujol–Antón et al, 2021 (MICCAI)



Recent works



https://future-ai.eu/

Useful guideliness



https://arxiv.org/pdf/2109.09658.pdf



FUTURE-AI Fairness Guidelines

1 . Inter-disciplinarity: […] take into account diverse perspectives brought by multi-disciplinary teams comprising
AI developers, radiologists and specialists, but also patients and social scientists (e.g. ethicists).

2 . Understanding bias: In collaboration with domain experts, potentially hidden and application-specific sources
of bias (e.g. under-representation of high breast densities in breast imaging datasets) should be carefully
analysed and identified beyond standard categories such as sex or ethnicity.

3 . Metadata labelling: […] non-imaging metadata such as sex, age, ethnicity and income should be included […]

4 . Estimating data (im)balance: […] across diverse patient groups in the datasets […] to identify potential biases
and apply appropriate corrective measures.



FUTURE-AI Fairness Guidelines

5 . Multi-centre datasets: AI models should be trained and tested on multi-centre datasets to account for
differences in populations, resources and geographies across radiology centres.

6 . Fairness evaluation: Algorithmic fairness should be thoroughly and continuously evaluated as an integral part
of the AI evaluation process, by using dedicated datasets with adequate diversity, as well as dedicated metrics
such as Statistical Parity, Equalised Odds and Predictive Equality.

7 . Fairness optimisation: When bias is detected, corrective measures should be investigated […] to neutralise
discriminatory effects and optimise the fairness of the AI algorithm.

8 . Information and training on fairness: Adequate information and training material should be provided to raise
awareness and inform end-users on the fairness, biases and limitations of the AI algorithm.



Other research lines: fairness of ML 
for EHR analysis

• Incorporate machine learning and data science to 
improve Argentina’s Electronic Health Records 
system

• Project funded by the International Development 
Research Center (IDRC) from Canada and the 
Swedish International Development Cooperation 
Agency (SIDA)



Incorporating transversal responsible 
ML practices

Team composition

Data Collection and Analysis

Predictive Model Audit



Rethinking our data models

Data Collection and Analysis

De-binarization of gender identity in the EHR data model Revising the Argentine version of the SNOMED-CT clinical 
vocabulary to reduce EHR-mediated violence



Impact of ML on Queer Communities



¡Muchas gracias!
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AUC example



Different disease prevalence
(40% and 20% for blue and red 
subjects respectively)

A model achieved 
100% accuracy
on the test set

The model would not fulfill the
demographic parity criterion 
since the positive prediction 
rates vary between sub-groups

40% (8 positive predictions over 20 cases) 
for the blue sub-group vs. 
20% (4 positive predictions over 20 cases)
For the red sub-group

The model would fulfill the equal 
opportunity criterion, as true 
positive rates match for both sub-
groups reaching the value of 100%
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