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Who am I?

 Pharmacist (2016)
* PhD in regulatory science (2021)

 Received an EliteResearch Travel Grant 2020 from the
Danish Ministry of Higher Education and Science

 Invited young scientist to Lindau Nobel Laureate
Meeting 2020.

» Since then, PostDoc at CeBIL at the Faculty of Law

» Biologics project as part of the CeBIL collaborative research
centre, supported by the Novo Nordisk Foundation (grant
NNF17SA0027784).

* Now: CLASSICA project on Al assisted surgery ‘)
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Al, Machine Learning & Evolving Regulations
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'Zoom out’ for regulatory and legal aspects
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Emerging super-complex regulatory
ecosystem in Europe

* Medical Device Regulation (MDR)

« EU AI Act (Al Regulation)

* European Health Data Space (EHDS)

« General Data Protection Regulation (GDPR)
 EU Data Governance Act

 Digital Services Act (DSA)

. Digital Markets Act (DMA) AN
* European Open Science Cloud (EOSC)
- Evolving EU liability regimes 2 )

e Just to name a few.....
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Definition of the term “medical device”:
The new MDR defines the term “medical device” broadly as

« "any instrument, apparatus, appliance, software, implant, reagent, material or
other article intended by the manufacturer to be used, alone or in combination,
for human beings for one or more of the following specific medical purposes: —

« diagnosis, prevention, monitoring, prediction, prognosis, treatment or
alleviation of disease, — diagnosis, monitoring, treatment, alleviation of, or
compensation for, an injury or disability, (--)

« and which does not achieve its principal intended action by pharmacological,
immunological or metabolic means, in or on the human body, but which may be
assisted in its function by such means” (MDR, Art. 2(1)).
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Software as a medical device under the MDR

« Software intended to provide information which is used to take
decisions with diagnosis or therapeutic purposes is classified as class
Ila,

« except if such decisions have an impact that may cause: — death or an
irreversible deterioration of a person’s state of health, in which case it
is in class III;

« or, — a serious deterioration of a person’s state of health or a surgical
intervention, in which case it is classified as class IIb.

« "software intended to monitor physiological processes is classified as
class IIa” only in cases where it is not “intended for monitoring of
vital physiological parameters, where the nature of variations of those
parameters is such that it could result in immediate danger to the patient”
(class II b) (Rule 11 in Chapter IIl of Annex VIII)39,40.




Intellisoft
Key changes of the new MDR

- -

-

Product scope Implementation of unique Rigorous post-market Identification of person Common specifications
expansion device identification oversight responsible for regulatory

compliance

ooy mom ™ - ™
Reclassification of devices More rigorous clinical Systematic clinical No “grandfathering”
according to risk, contact evidence for class Il and evaluation of class lla and provisions

duration and invasiveness  implantable medical devices  class llb medical devices
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Al act and risks:

EU Artificial Intelligence Act: Risk levels

Social scoring, mass
surveillance, manipulation of
behaviour causing harm

Prohibited

i] - Conformity

W A' assessment

Access to employment,
education and public services,
safety components of vehicles,
law enforcement, etc.

High risk

Impersonation, Chatbots, . P«“’;\;‘ Trans parency
emotion recognition, s - . QU i 2
whO
biometric categorization Limited risk \Qo?v 7 Q| obl Igation
deep fake
A ©® 4
- . . . \|® [4 No
Remaining Minimal risk Jr S
g |obligation
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Selected challenges linked to regulating Al
and Machine Learning
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Data Privacy, Exportation, Exploitation, and Equitable Access
_ | i |

MDR vs GDPR
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Training Set Bias, Contextual Bias, and Trade Secrecy
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A crucial distinction of Al systems
for law and regulation

Locked vs. adaptive algorithms



o’ UNIVERSITY OF COPENHAGEN

The "Update” problem

3 F :
DEEP
LEARNING
MACHINE MACHINE LEARNING BASED
LEARNING ON ARTIFICIAL NEURAL NETWORKS
ARTIFICIAL ABILITY TO PERFORM TASKS
INTEELIGENCE WITHOUT EXPLICIT INSTRUCTIONS

AND RELYING.ON PATTERNS
ENGINEERING OF MACHINES

»THAT MIMIC COGNITIVE FUNCTIONS

https://www.dreamstime.com/artificial-intelligence-machine-learning-deep-learning-development-artificial-intelligence-machine-learning-
deep-learning-imagel70698524

@ dreamstime.com ID 170698524 © Elenabsl|
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For further issues, check this out!

Cohen, I, Minssen, T., Price II, W,
Robertson, C., & Shachar, C.
(Eds.). (2022). The Future of
Medical Device Regulation:
Innovation and Protection.

Cambridge: Cambridge THE FUTURE OF
University Press. | ~ |
doi:10.1017/9781108975452 N\ E D ‘ - A ;..

DEVICE
REGULATION

INNOVATION AND PROTECTION
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"Soft” (but nevertheless important) reqgulation and new
crucial guidance

Photo by Darth Liu on Unsplash
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“Ethics and governance of artificial intelligence for health”

The six key principles

1.
2.
3.
4.
5.
6.

Protecting human autonomy

Promoting human well-being, safety & the public interest
Ensuring transparency, explainability and intelligibility
Fostering responsibility and accountability

Ensuring inclusiveness and equity

Promoting Al that is responsive and sustainable.
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The CLASSICA PI’O_jeCt
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Study at UCPH

Faculty of Law

Research = News

Biomedical Innovation Law

Collaboration | Employment = About UCPH

CeBIL - Centre for Advanced Studies in

Search...

@ CeBIL

» About CeBIL
y Staff
» Research
s Al@Care: Law and Ethics and
Algorithmic Bias in
Healthcare
s CLASSICA - Regulatory and
legal aspects of an Al-
based medical device
= Collaborative Research
Program in Biomedical
Innovation Law
= Global IPR and Life Sciences
= Reconceptualising
Reproductive Rights
= Regulation of Patient
Centered Clinical Trials
(REPACT)
= RESPOND3 - Responsible
early Digital Drug Discovery
s Technologies of Death and
Dying at the Beginning of
Life
® |ce age - Entangled Lives,
Times, and Ethics in Fertility
Preservation
s JURFAST - The Legal
Framework for the use of
health data

CeBIL > Research > CLASSICA - Regulatory ...

CLASSICA - Regulatory and legal
aspects of an Al-based medical
device

CLASSICA is an EU-Horizon-funded project that evaluates an Al-based
clinical decision support tool for cancer surgeons through clinical
validation as well as investigation of regulatory and legal aspects.

Colorectal cancer is the third most common cancer type globally and the
second most common cause of cancer death, leading to almost one million
deaths annually. CLASSICA builds on breakthrough research in Al analysis that
allows excellent detection of cancerous tissue. In CLASSICA, we transform a
research prototype for such detection of colorectal cancer into a real-time

Funding

Funded by
the European Union

CLASSICA is a 4-year project
supported by EU-Horizon funds.

Project: Validating Al in Classifying
Cancer in Real-Time Surgery
(Grant 101057321)

Period: 2022-2026

Funded by the European Union.
Views and opinions expressed are
however those of the author(s) only
and do not necessarily reflect those
of the European Union or the Health
and Digital Executive Agency.
Neither the European Union nor the
granting authority can be held
responsible for them.
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Objective of CLASSICA project

* The objective of project CLASSICA is to clinically validate a novel
Al-guided intraoperative decision support technology in the
surgical care of cancer patients, across several clinics, surgical
teams and countries.

« An Al-based algorithm is used to differentiate between
cancerous and non-cancerous tissues in real time.
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Artificial intelligence in CLASSICA

* Unlike ‘deep-learning’-based Al systems, CLASSICA is a ‘white
box’ Al solution.

« The decision algorithms, the variables taken into account and the
recommendations made for each individual can be viewed,
analysed and explained to clinicians or patients whenever
required.

« This 'transparent’ nature of our Al removes sources of ethical
uncertainty associated with ‘black box' deep-learning-based Al
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Research parts of CLASSICA

1. Deploy the classification technique to five different clinical settings
(Ireland, Belgium, Austria, Italy, and the Netherlands)

2. Carry out a clinical validation study in each setting

3. Assess usability, safety, and performance of CLASSICA in multiple
settings

4. Create standard operating protocols for creation, interpretation, and
use of CLASSICA information

(--)

8. Assessment of requlatory landscape, bias, and liability
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Perils to be addressed and mitigated on a global scale

Opportunities and benefits to be harvested

The current regulatory frameworks lag behind the use of MML = regulatory
uncertainty with risks for manufacturers.

MML manufacturers must spend substantial effort and resources to understand
regulations in the particular context of MML devices.

Legal frameworks evolving but super-complex

Lots of work to do and much need for collaboration!

g@ World Health
WE®Y Organization
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E-mail:

Twitter:

LinkedIn:

Web:

News:

Thank you! Comments?

louise.druedahl@jur.ku.dk

@LCDruedahl, @CeBIL Center, @CLASSICA

https://www.linkedin.com/in/louisedruedahl
https://www.linkedin.com/in/cebil-copenhagen-3a0756157/

www.cebil.dk, https://jura.ku.dk/cebil/research/classica/

http://jura.ku.dk/cebil/subscribe-to-news-from-cebil/
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Funded by
the European Union

UNIVERSITY OF MICHIGAN

Funded by the European Union. Views and opinions expressed

are however those of the author(s) only and do not necessarily

reflect those of the European Union or the Health and Digital S
Executive Agency. Neither the European Union nor the SEPTES

granting authority can be held responsible for them.
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