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Context: sparse data support via SciPy sparse matrices
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/DOK
5% of use-cases, e.g.:
● Sparse matrices construction
● Generalized Linear Models
● Spectral{Biclustering,Embedding}
● AgglomerativeClustering

Used via SciPy’s Python API.
Use-cases’ needs are covered.

Animations courtesy of Matt Eding’s blog post on Sparse Matrices

Context: sparse data support via SciPy sparse matrices

https://matteding.github.io/2019/04/25/sparse-matrices/
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5% of use-cases, e.g.:
● Sparse matrices construction
● Generalized Linear Models
● Spectral{Biclustering,Embedding}
● AgglomerativeClustering

Used via SciPy’s Python API.
Use-cases’ needs are covered.

Used for performance:
● CSC: column-wise processing
● CSR: row-wise processing

Used via:
● SciPy’s Python API
● Dedicated low-level Cython routines in 

scikit-learn working on the arrays 
directly, e.g.:
sklearn/utils/sparsefuncs_fast
DistanceMetrics.(r)dist_csr
{Dense,Sparse}²DatasetsPairs

/DOK

Animations courtesy of Matt Eding’s blog post on Sparse Matrices

Context: sparse data support via SciPy sparse matrices

https://github.com/scikit-learn/scikit-learn/blob/2f65ac764be40e2420817cbeca3301c8d664baa3/sklearn/utils/sparsefuncs_fast.pyx
https://github.com/scikit-learn/scikit-learn/blob/a34a70d5dd8bbe3c374acf36ede6e3a6974b7137/sklearn/metrics/_dist_metrics.pyx.tp#L396-L460
https://github.com/scikit-learn/scikit-learn/blob/60cc5b596f38d0d236dab34e02c05d98b5a72bad/sklearn/metrics/_pairwise_distances_reduction/_datasets_pair.pxd.tp#L43-L70
https://matteding.github.io/2019/04/25/sparse-matrices/
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/DOK

95% of usages: a lot of transformers and 
machine learning algorithms

Use-cases’ needs can better be addressed. Animations courtesy of Matt Eding’s blog post on Sparse Matrices

Context: sparse data support via SciPy sparse matrices
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Sparse-Dense matrices operations: usage and needs
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Sparse-Dense matrices operations: usage and needs

Sandwich product use case in Generalized Linear Models’ solvers

where            : sparse and dense by blocks

https://github.com/scikit-learn/scikit-learn/blob/b9137b4ae361dd9dce4de525f80701f43facd284/sklearn/linear_model/_linear_loss.py#L468-L502
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Sparse-Dense matrices operations: usage and needs

Sandwich product use case in Generalized Linear Models’ solvers

where            : sparse and dense by blocks

Generalized Matrix-Matrix Multiplication on dense-sparse matrices’ pairs

where                                           : dense                            : dense, CSR

https://github.com/scikit-learn/scikit-learn/blob/b9137b4ae361dd9dce4de525f80701f43facd284/sklearn/linear_model/_linear_loss.py#L468-L502
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Sparse-Dense matrices operations: usage and needs

Sandwich product use case in Generalized Linear Models’ solvers

where            : sparse and dense by blocks

Generalized Matrix-Matrix Multiplication on dense-sparse matrices’ pairs

where                                           : dense                            : dense, CSR

Needs: efficient low-level implementations for such operations

https://github.com/scikit-learn/scikit-learn/blob/b9137b4ae361dd9dce4de525f80701f43facd284/sklearn/linear_model/_linear_loss.py#L468-L502
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Sparse-Dense matrices operations: possible solutions

💡 Recode the needed operations in Cython
● ✅ Pros:

○ full control on those implementations (tailorable to our use-cases)
● ❌ Cons:

○ maintenance complexity: 
■ fused-type restrictions on Cython extension types
■ indptr, indices dtypes runtime dependence (scipy#16774)

https://github.com/scipy/scipy/issues/16774
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■ fused-type restrictions on Cython extension types
■ indptr, indices dtypes runtime dependence (scipy#16774)

💡 Vendor/use some of SciPy’s private C++ routines for CSR/CSC:
● ✅ Pros: 

○ efficient and stable implementations
○ data, indptr, indices dtypes independent

● ❌ Cons: 
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Sparse-Dense matrices operations: possible solutions

💡 Recode the needed operations in Cython
● ✅ Pros:

○ full control on those implementations (tailorable to our use-cases)
● ❌ Cons:

○ maintenance complexity: 
■ fused-type restrictions on Cython extension types
■ indptr, indices dtypes runtime dependence (scipy#16774)

💡 Vendor/use some of SciPy’s private C++ routines for CSR/CSC:
● ✅ Pros: 

○ efficient and stable implementations
○ data, indptr, indices dtypes independent

● ❌ Cons: 
○ no-public C/C++/Cython API (but implementations are vendorable)
○ sandwich product not implemented

💡 Dependent (optionally) on another library like tabmat:
● ✅ Pros:

○ efficient and stable implementations
○ support block-wise sparse and dense structure arrays

● ❌ Cons:
○ would add another dependency
○ no-public C/C++/Cython API
○ potential costly data structures’ adaptations

https://github.com/scipy/scipy/issues/16774
https://github.com/scipy/scipy/tree/main/scipy/sparse/sparsetools
https://github.com/Quantco/tabmat
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Proposals of discussions for the Summit

🎯 Needs/wishes:

● API UX uniformity across NumPy and SciPy usages
○ output containers’ type returning match input containers’ type 
○ e.g.: np.{h,v}stack supporting SciPy matrices

● Ideally multi-thread and efficient implementations of the previous operations:
○ usable via a Python API with the @ operator
○ usable via a Cython or C API
○ based on SciPy’s sparsetools (i.e. sparse matrices C++ routine)?

https://github.com/scipy/scipy/tree/main/scipy/sparse/sparsetools
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○ output containers’ type returning match input containers’ type 
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● Ideally multi-thread and efficient implementations of the previous operations:
○ usable via a Python API with the @ operator
○ usable via a Cython or C API
○ based on SciPy’s sparsetools (i.e. sparse matrices C++ routine)?

❓ Questions:
● Regarding indices and indptr types

○ have unsigned integers historically been used for implementations?
○ does scipy#16774 makes sense? If so, is it solvable?

● Regarding the Array API:
○ would Sparse Arrays support this standard?

https://github.com/scipy/scipy/tree/main/scipy/sparse/sparsetools
https://github.com/scipy/scipy/issues/16774
https://data-apis.org/array-api/latest/
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● Regarding indices and indptr types

○ have unsigned integers historically been used for implementations?
○ does scipy#16774 makes sense? If so, is it solvable?

● Regarding the Array API:
○ would Sparse Arrays support this standard?

💡 Remarks:
● pydata/sparse from scikit-learn’s perspective

○ interesting extensions of sparse matrices to n-dimensional sparse arrays
○ useful for the community
○ can it be useful for our needs?

https://github.com/scipy/scipy/tree/main/scipy/sparse/sparsetools
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https://data-apis.org/array-api/latest/
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🎯 Needs/wishes:

● API UX uniformity across NumPy and SciPy usages
○ output containers’ type returning match input containers’ type 
○ e.g.: np.{h,v}stack supporting SciPy matrices

● Ideally multi-thread and efficient implementations of the previous operations:
○ usable via a Python API with the @ operator
○ usable via a Cython or C API
○ based on SciPy’s sparsetools (i.e. sparse matrices C++ routine)?

❓ Questions:
● Regarding indices and indptr types

○ have unsigned integers historically been used for implementations?
○ does scipy#16774 makes sense? If so, is it solvable?

● Regarding the Array API:
○ would Sparse Arrays support this standard?

💡 Remarks:
● pydata/sparse from scikit-learn’s perspective

○ interesting extensions of sparse matrices to n-dimensional sparse arrays
○ useful for the community
○ can it be useful for our needs?

Thank you for your attention! 

https://github.com/scipy/scipy/tree/main/scipy/sparse/sparsetools
https://github.com/scipy/scipy/issues/16774
https://data-apis.org/array-api/latest/
https://github.com/scikit-learn/scikit-learn/issues/17364

