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Abstract: The SRC network will receive ~600PB of data from the SKA Observatory
The Square Kilometre Array (SKA) is a project to build a radio-interferometre, considered the largest

generator of public data. Each year, it will produce around 600 Petabytes of data, which will be !

delivered to a network of SKA Regional Centres (SRCs). They will provide access to the SKA data o

and the analysis tools as well as the processing power necessary to fully exploit their science
potential.

At the IAA-CSIC, in Granada (Spain) we are developing an SRC prototype aiming both to support
users working with SKA precursors and pathfinders and to constitute a transversal, wavelength
agnostic facility enabling knowledge exchange among a diverse community of users. We have
deployed the first stage of the hardware, based on a cloud environment, and we are identifying and
integrating components, such as a JupyterHub server or Virtual Observatory services, capable of
supporting the scientific analysis according to the Open Science best practices.
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Astronomy and Particle Physics communities to build a multi-disciplinary
open environment in which they can share data, tools and methods

according to FAIR (Findable, Accessible, Interoperable and Reusable)
principles. In this project, we are contributing to the design of the ESFRI

Workflows and Provenance

In collaboration with the Spanish company GMV, we are
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Science Analysis Platform (ESAP), a Science Gateway that provides Avoid reinventing the studying how to adapt the IVOA Provenance Data Model to
access to this open environment. In addition, according to the current wheel p fthe SKA Sci D
ESAP design, we have deployed a JupyterHub service as one of the cover specific aspects of the SKA Science Data processor.
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Key piece to enable scientific reproducibility, the Do e Data and protoSRC resources within the European
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design of the archive deserves special attention. | ASHSSERSIRREE Methods open to Open Science Cloud. We are carrying out this

Hence, we will contribute to the Working Group, [ e s chile: deep scrutiny ew Ways activity in the framework of the H2020 ESCAPE
established by the SRC Steering Committee, in facilities Toldatoi- 00 | project and it will facilitate the integration of the

Science Archive

charge of the implementation and prototype of the VI (e sy /| Prototype into the ESCAPE data lake.

SRC Science Archive, chaired by the IAA-CSIC Oven to | |
protoSRC coordinator (L. Verdes-Montenegro, co- pe. _3 EUROPEAN OPEN
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We are also participating in the development of a data collaboration more

archive for WALLABY, a survey to observe three- understandable

quarters of the whole sky in the 21-cm line of neutral
hydrogen with the Australian SKA Pathfinder (ASKAP).
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We recently joined the International Virtual Observatory Alliance
. (IVOA) Radio Interested  Group, aiming to develop radio
ReprodUCIbIe Notebooks capabilities in the IVOA ecosystem. In particular, our objective is to

).\ | contribute to define standards for radio data interoperability
and to develop Virtual Observatory services for accessing
future SKA data.

We are identifying a set of best practices and tools to enable end-to-end
reproducibility of the scientific studies, from the initial data processing to the
generation of the plots and figures of the paper. This will facilitate both accessing the
research data and exposing the underlying methods for a particular study as well as
contributing to the verification of the analysis and the reusability of the digital experiment.
In addition, we are leveraging the work that we did in the SKA-Link project (

http://amiga.iaa.es/p/330-SKA-Link.htm), whose main objective was to define a set of CLOUD PLATFORM - FLEXIBILITY
Best Practices, to be applied on the SRCs, for achieving scientific reproducibility. Front| _Interior _|Back|_
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