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Introduction 
• GNNs are the de facto standard for graph representation learning. 

They perform neighborhood smoothing guided by the principle: 
proximity information from the surroundings of a node is a useful 
descriptor for predicting its labels.

• Mixing patterns in graphs characterize how nodes mix/connect based 
on their attributes. We show that the prediction performance of a 
wide range of GNNs are highly correlated with the notion of local 
assortativity in graphs.

• Motivated by this limit, we propose a graph transformation 
technique to boost GNN performance.

GNNs and local mixing

Heterogeneous mixing observed in real 
world networks

Improving GNNs in disassortative regime

Our idea: 
• Transform the original graph using both structural and 

proximity information to form a computation graph.
• Run GNNs on the computation graph. Adaptively choose 

between structure and proximity using attention.

Key ingredients:
• Pairwise node structural similarity measure by comparing 

ordered sequences at various neighborhoods.
• Pairwise node proximal similarity measure using original edges.
• Relations in computation graph encode the above notions.

• The shift in local 
assortativity shows 
computation graph 
is inherently more 
assortative.

• Explicitly captures 
structural similarity 
of far away 
disassortative 
nodes. suresh43@purdue.edu @susheel_suresh

github.com/susheels/gnns-and-local-assortativity

Contact and code

Our computation graph is more assortative

• Skewed and multimodal distributions observed.
• 𝑟global (blue dotted line) measures average mixing pattern for 

the whole network. Fails to capture heterogeneous mixing 
patterns.
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• GNNs behave poorly in disassortative regime. However, in 
assortative regime, they show strong performance.

• Significant gain over 
proximity only baseline 
when structure + proximity 
information is adaptively 
chosen.

• In high assortative regime, 
structure is not so 
important. 

• Attention mechanism helps.

Experiments and analysis

• Stacking multiple GNN 
layers known to cause over-
smoothing issues. 
Exacerbated when higher 
order neighborhoods are 
utilized (MixHop, H2GCN)

• Our WRGAT method 
achieves best overall rank 
among 12 benchmark 
datasets.  


