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Metrics Correlation Correction
Energy Efficienciency Aware 

Workload Scheduling

Project PEAKS

PEAKS (Power Efficiency Aware 
Kubernetes Scheduler) 

Scheduler uses metrics exported 
by KEPLER and correlation 
between energy efficiency, 

resource utilization, and 
hardware characteristics to 

schedule workload to achieve 
optimal performance per Watt

Online Workload Tuning 
for Energy Efficienciency

Project CLEVER

CLEVER (Container Level 
Energy-efficient VPA 

Recommender) uses ML models 
to predict and correct Pod 
resource usage to optimize 

performance per Watt

Container Level Power Metrics 
Reporting

Project KEPLER

KEPLER (Kubernetes-based 
Efficient Power Level Exporter) 

uses eBPF to probe energy 
related system stats and exports 

as Prometheus metrics

Cloud Native Sustainability

Carbon
Carbon Aware Workload Dispatching

Workloads are dispatched to 
zones that have low current 

and projected carbon 
emission footprint to ensure 
the sustainability objectives 

are retained during the 
workloads’ lifecycle.

Energy Efficiency = MC3



Power Supply

ProcessProcess ProcessProcess ProcessProcessContainer Container Container

Pod Pod

Power consumption 
by processes, 

containers. and Pods

Low Resource 
Usage High Resource Usage 

Cloud Native Power Measurement: Accuracy, Fair, Multi-granular



Kepler: Kubernetes-based Efficient Power Level Exporter
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- Reduced computational 

resource  used by the 

probe

- Using eBPF

RegressionReduction
- Scientific research based 

ML models

- Science based approach

Reporting

- Per Pod level energy 

consumption reporting, 

including CPU/GPU, RAM

- Support bare metal as well 

as VM

- Support Prometheus

https://github.com/sustainable-computing-io/kepler

https://github.com/sustainable-computing-io/kepler


Kepler Design Overview



Kepler Dashboard



Kepler is currently being contributed by developers 
from the following companies, in chronological order. 
It has applied for CNCF Sandbox



Problem: Frequency Awareness in Vertical Scaling

When frequency tuning controllers increase/decrease 
CPU frequencies, how can we guarantee the 
performance of workload stay the same?



Background: Vertical Pod Autoscaler on Kubernetes



CLEVER: Container Level Energy-Efficient VPA Recommender

Carbon footprint can be 
reduced via improving the 
objective of performance per 
watt for containers, namely 
finding efficient way to 
guarantee a certain 
QoS/performance for a 
workload.

- Lower Frequency: 
Reducing Energy 
Consumption.

- Increase CPU 
allocation: guarantee 
QoS



What is target Performance/QoS?

Computation Intensive Workload

==

Target Performance/QoS Actual Performance/QoS

KEPLER



Demo

1. Deploy Kepler
2. Show Kepler dashboard
3. Deploy VPA
4. Deploy Clever Recommender
5. Test workload using VPA with Clever Recommender

Kepler Clever



http://www.youtube.com/watch?v=qzeqk262n80


Beyond Power Reporting

Carbon Aware 
Workload ScalingCarbon Intensity Data

Kepler

Workload Power Consumption Metrics

Carbon Intensity Metrics 

High Impact Carbon 
Reduction

KEDA: Carbon Aware Scaling PoC



Looking forward

Carbon Reduce carbon footprint by carbon aware scheduling and scaling.
- At what carbon intensity to start the compute job?
- At which region to start the compute job?
- How many replica to scale under different carbon intensity?

Energy Measure, manage, and optimize workload energy consumption
- How much energy consumed by the workloads?
- How to improve the workload performance per watt?

Water Reduce water usage in Data Centers
- Reduce heat and cooling cost, improve workload energy efficiency
- Adopt metrics aware workload scheduling and scaling

Waste Reduce overhead in compute and storage, extend device lifetime
- Reduce resource requirement for workload and systems
- Reduce redundancy in compute and storage


