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ABSTRACT

This work presents a new workflow for the interpretation of seis-
mic volume data, as well as a novel approach to interactively trac-
ing seismic horizons. Instead of interpreting the seismic cube slice
by slice, in the proposed workflow interpretation is performed on
the planes connecting wells that have been drilled. Thereby the ad-
ditional data provided by the well logs can easily be used during
the interpretation process. Instead of manually picking the seismic
horizon, we propose an algorithm which uses numerical integration
over a vector field computed with diffusion tensors for automatic
tracing, based on a user-defined seed point.

Index Terms: Subsurface Exploration, Seismic Volume Data,
Seismic Interpretation

1 INTRODUCTION

Seismic interpretation as the first step in building a geological
model for efficient oil and gas exploration is becoming more and
more important with the decreasing availability of fossil fuels.
Computer-aided analysis of the subsurface is widely used to re-
duce drilling costs and obtain detailed information about the size
and location of oil and gas reservoirs. The seismic data are ac-
quired by sending sound waves into the Earth by detonating ex-
plosives and measuring the resulting reflections. The obtained 3D
seismic volumes are then interpreted by geoscientists. This inter-
pretation is often done manually, working from slice to slice in the
inline or crossline directions, i.e., parallel to one of the main axes.
With growing data sizes, manual interpretation becomes less feasi-
ble, and therefore image processing techniques are used to aid the
interpretation process. In addition to the seismic volume, data ac-
quired by drilling wells are available, which results in well logs.
These are used to support the user during the interpretation proce-
dure. In this work, we propose a novel workflow for seismic inter-
pretation, based on working from well log to well log, instead of in
axis-aligned slices, and we present an automated tracing algorithm
that exploits diffusion tensors.

2 RELATED WORK

The Seismic Analyzer [5] presented by Patel et al. is an integrated
solution for quickly interpreting and illustrating 2D seismic images.
The authors present a simple approach to trace seismic horizons and
use them to illustratively render the data. Jeong et al. [2] present
interactive 3D seismic fault detection utilizing graphics hardware.
They use diffusion filtering in a preprocessing step to smooth the
volume data and perform the fault detection similarly to edge de-
tection in conventional image processing. Diffusion filtering has
been analyzed and presented in detail [7], including the theoretical
background and different applications. Our visualization and inter-
pretation solution has been implemented as a plugin for the SimVis
framework [1].
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Figure 1: A seismic cube with a three-sided prism for interpretation,
resulting from the connection of three user-selected wells.

3 WORKFLOW

The current workflow for seismic interpretation is usually based on
manual or semi-automatic interpretation of every single inline and
crossline slice, so that a depth value for a specified seismic hori-
zon is assigned to every (x,y)-coordinate, where the (x,y) plane is
parallel to the Earths surface. Even though well logs provide addi-
tional information, they require further interpretation and consistent
integration with the information contained in the seismic volume.

Furthermore, structures between well logs are hard to identify
as neighboring logs usually are not on the same inline or crossline
slice.

In collaboration with our industrial partner, we developed a
workflow that is based on the position of the wells rather than the
axis-aligned inline and crossline slices. The user can define a set of
wells, usually three of them, which are then used to define the sides
of an n-sided right prism (compare Figure 1). For user interaction,
the faces of the prism are unfolded onto a single 2D plane.

Starting from a user-selected seed point, the tracing is then done
automatically along the faces of the prism. This process makes it
much easier to evaluate the quality of the tracing according to the
well logs, compared with the standard tracing methods based on
inline and crossline interpretation.

4 SEISMIC HORIZON TRACING WITH DIFFUSION TENSORS

Edge-enhancing anisotropic diffusion [7]is a non-linear smoothing
technique which preserves edges by computing an edge direction
vector for every sample and using this vector as a parameter for the
smoothing operation.

∂ut = div(D ·∇u), (1)

where D is the diffusion tensor, and ∇u is the gradient of the in-
tensity volume u(x,y,z). Together, D ·∇u determines the direction
which the divergence operator uses to smooth the image. In the
general 3D case, the diffusion tensor is computed as

D = [v1v2v3]
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Based on the edge-enhancing diffusion tensor, in our system the
first basis vector v1 is computed by applying a 7× 7× 7 Gaussian
derivative kernel to the volume at each sample point. This results in



Figure 2: Results of the different seismic horizon tracing methods we have implemented. (a) Euler vs. second-order Runge Kutta Integration,
(b) edge-enhancing vs. coherence-enhancing diffusion tensor and (c), just as (b), but with snapping to the largest scalar value.

the smoothed gradient∇uσ at position (x,y,z). A vector orthogonal
to v1 is then chosen as v2, and v3 is a vector orthogonal to both, v1
and v2. λ1, λ2, and λ3 are scaling factors, which are responsible for
rotating the gradient in the direction of the edge in order to prevent
smoothing across it. We define λ1 as the diffusivity g(||∇u||), and
λ2 = λ3 = 1. To compute the diffusivity, we use the Perona-Malik
model [6]:

g(||∇u||) = e
−
(
||∇u||

k

)2

. (3)

For our horizon tracing approach, we only need the vector field
computed by D ·∇u. However, even though we compute the vec-
tor field for each side of the interpretation prism using the whole
neighborhood in 3D, the tracing itself is done only on the 2D slices.
For this, the vectors need to be projected onto the sides of the prism.
The whole procedure of creating the vector field is done in real-time
on the GPU with a shader written in the Cg language [3].

The tracing itself is then performed by numerically integrating
the vector field from a user-selected seed point. For this integration,
we have implemented a second-order Runge-Kutta method in the
given vector field as well as simple Euler integration. A comparison
can be seen in Figure 2a for a step size of 1.

Jeong et al [2] use coherence-enhancing anisotropic diffusion fil-
tering as basis for fault detection in seismic data. In that work, the
tensor is computed as shown in Equation 2. However, instead of
directly using the smoothed gradient to create the diffusion tensor,
here the Eigenvectors of the structure tensor J at each position are
used as v1, v2, and v3, in order of their contribution. J is computed
as

Jρ (∇Iσ ) = Kρ ? (∇Iσ ⊗∇Iσ ), (4)

with
Kρ (x) =

1√
2πρ

e
− x2

ρ2 , Iσ = Kσ ? I (5)

and ? beeing the convolution operator. Additionally λ1 ≈ 0 and

λ2 = λ3 = e−
(vi ·∇I)2

k2 .
For comparison, we have also implemented a variant of our ap-

proach using the coherence-enhancing diffusion tensor. Results
showing the tracing, both with the coherence-enhancing, as well
as the edge-enhancing diffusion tensor are shown in Figure 2b.

Finally, as the horizons are marked by local extrema in the
scalar data, we have implemented an additional version of both
approaches that incorporates searching the scalar field for a local
maximum or minimum in the tracing algorithm. Rather than using
the result of an integration step directly as input for the next step,
the neighborhood of a user-defined size in the−z and +z directions
is scanned for the highest or lowest scalar value, respectively. The
location of this value is then used instead of the integration result
as support for the traced horizon, as well as as input for the next
integration step. Results for this method can be seen in Figure 2c.

5 RESULTS AND CONCLUSION

Figure 2 shows some exemplary results of the different tracing al-
gorithms. It can be seen that the higher-order Runge-Kutta integra-
tion results in much smoother horizons than simple Euler integra-
tion (Figure 2a) for all three test traces. Comparing tracing using
the edge-enhancing diffusion tensor with the coherence-enhancing
tensor (Figure 2b) shows that the former is a little closer to the ac-
tual areas of maximum amplitude and more responsive to changes
in the horizon direction. The difference between both incorporat-
ing the snapping to maximum intensity values is very small (Figure
2c), and for both the correctly traced parts are closest to the actual
horizon of all compared methods. However, the deviation from the
vector field there introduces a much higher chance of false classifi-
cation, as can be seen on the right side of the uppermost image.

It can be said that the presented approach is very promising for
automatically or semi-automatically tracing seismic horizons. For
the immediate future, we plan to use the traced horizons on the
faces of the prisms as seeds for building a complete surface mesh
inside each prism. The complete pipeline of building the vector
fields, tracing the horizons, and creating the surface mesh, will be
implemented on the GPU using NVIDIA CUDA [4].
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