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Why should children be learning about AI at all?
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1. For the same reason they learn about 
electricity:  AI is powering the next industrial 
revolution.

We need informed citizens who understand the 
issues raised by new technology, because AI is 
bringing huge economic and social changes.

2. Children are growing up with AI all around 
them. They should not regard it as magic.

3. Encourage thinking about AI-related careers.



The AI4K12 Initiative, a joint project of:

With funding from National Science 
Foundation ITEST Program 
(DRL-1846073)

3

AAAI (Association for the Advancement 
of Artificial Intelligence)

CSTA (Computer Science 
Teachers Association)



● Develop national guidelines for teaching AI in K-12
○ Modeled after the CSTA standards for computing education.
○ Four grade bands: K-2, 3-5, 6-8, and 9-12
○ What should students know? 
○ What should students be able to do?

● Develop a curated AI resource directory for K-12 teachers

● Foster a K-12 AI Education Research and Practice 
Community & Resource Developers
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Initiative: Mission



Steering Committee

Dave Touretzky
Carnegie Mellon 

AI for K-12 Working Group 
Chair

Fred Martin
(emeritus member)

UMass Lowell
Former CSTA Chair of Board 

of Directors

Deborah Seehorn
Co-Chair of CSTA 

Standards Committee

Christina Gardner-McCune
University of Florida
AI For K-12 Working 

Group Co-Chair

5



K-12 Teacher 
Working Group Members

Grades K-2
Vicky Sedgwick (Lead)
Susan Amsler-Akacem
Dr. April DeGennaro
Melissa Unger (New)
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Grades 3-5
Kelly Powers (Lead)
Dr. Marlo Barnett
Dr. Phillip Eaglin
Alexis Cobo (New)

Grades 6-8
Sheena Vaidyanathan (Lead)
Padmaja Bandaru 
Josh Caldwell
Charlotte Dungan
Rachael Smith (New)

Grades 9-12
Jared Amalong (Lead)
Dr. Smadar Bergman
Kate Lockwood
John Chapin (New)

Year 1 Alumni: Brian Stamford, Minsoo Park, Juan Palomares, Vincent Gregorio, Dianne O'Grady-Cunniff



Five Big Ideas in AI
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Big Idea #1: Perception
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Computers perceive the world using sensors. 

Perception is the extraction of meaning from sensory 
signals using knowledge.

● Human senses vs. computer sensors

● Types of perception: vision, speech 
recognition etc.

● How perception works: algorithms

Example Guidelines
● Identify sensors on computers, robots, and intelligent appliances.
● Explain how sensor limitations affect computer perception.
● Explain that perception systems may draw on multiple algorithms as well as multiple sensors.
● Build an application using multiple sensors and types of  perception (possibly with Scratch 

plugins, or Calypso).



Big Idea #2: Representation and Reasoning
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Agents maintain representations of the
world, and use them for reasoning.

● Types of representations

● Families of algorithms and the work they do

● Representation supports reasoning: algorithms 

operate on representations

Example Guidelines
● Create/design a representation of an (animal) classification system using a tree structure.
● Draw a search tree for tic-tac-toe
● Describe how AI representations support reasoning to answer questions
● Describe the differences between types of search algorithms



Big Idea #3: Learning
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Computers can learn from data.

● Nature of learning

● Fundamentals of neural networks

● Data sets

Example Guidelines
● Modify an interactive machine learning project by training its model.. 
● Describe how algorithms and machine learning can exhibit biases.
● Identify bias in a training data set and extend the training set to address the bias
● Train a neural net (1-3 layers) using TensorFlow Playground
● Trace and experiment with a simple ML algorithm



Big Idea #4: Natural Interaction
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● Natural language understanding

● Common sense reasoning

● Affective computing & interaction (e.g. with 
robots, or speech agents)

● Consciousness and philosophy of mind

Example Guidelines
● Recognize and label facial expressions into appropriate emotions (happiness, sadness, anger) 

and explain why they are labeled the way they are
● Experiment with software that recognizes emotions in facial expressions
● Construct a simple chatbot
● Describe some tasks where AI outperforms humans, and tasks where it does not
● Explain and give examples of how language can be ambiguous
● Reason about the nature of intelligence, and identify approaches to determining whether an 

agent is or is not intelligent.

Intelligent agents require many kinds of 
knowledge to interact naturally with humans. 



Big Idea #5: Societal Impact (1 of 3)
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“Artificial Intelligence can impact society in both
positive and negative ways.”

● Ethics of AI making decisions about people 

○ Fairness and bias

○ Transparency and explainability

○ Accountability

Example Guidelines
● Critically explore the positive and negative 

impacts of an AI system.

● Describe ways that AI systems can be designed 
for inclusivity.

Machine Bias: ProPublica.org



Big Idea #5: Societal Impact (2 of 3)
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“Artificial Intelligence can impact society in both
positive and negative ways.”

● Economic impacts of AI

○ Increased productivity

○ New types of services

○ Reduction in of some types of jobs

○ New career opportunities

Example Guidelines
● Design and explain how an AI system can be used to 

address a social issue.

● Understand tradeoffs in the design of AI systems and how 
decisions can have unintended consequences in the 
function of a system.



Big Idea #5: Societal Impact (3 of 3)
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“Artificial Intelligence can impact society in both
positive and negative ways.”

● AI & Culture

○ Living with intelligent assistants and robot 
companions.

○ Would you let your child travel unaccompanied 
in a self-driving car?

○ New YouTube genre: self-driving car mishaps.

Example Guidelines
● Critically explore the positive and negative impacts of an AI 

system.

● Describe the debate about whether people should be polite to 
agents and robots.
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11x14 Poster available for free download at AI4K12.org 



Adoption of the Big Ideas 
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Chinese Korean

Turkish

● Now being adopted by curriculum developers in the US 
and elsewhere.

● Translations available in Chinese, Korean, Portugese, 
Hebrew, and Turkish. Spanish, Japanese coming soon.



Drafting the Guidelines for One Big Idea
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K-2

3-5

6-8

9-12

Concept
List

Unified
Spreadsheet

Grade bands develop 
concept treatments

Synthesis
into a

Coherent
Progression

Grade bands and 
Steering Committee 
reconcile across 
rows (concepts) and 
columns (grade 
bands)

Revision 
Based on 

Public 
Comments

Steering Committee, 
with grade band 
input.
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Page 1 (of 4) 
of the draft 
guidelines for 
Big Idea #1: 
Perception
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Big Idea #1: Perception

Computers perceive the world using sensors.

Perception is the extraction of meaning from sensory 
information using knowledge.

The transformation from signal to meaning takes place 
in stages, with increasingly abstract features and 

higher level knowledge applied at each stage.



1-A: Sensing
○ 1-A-i: Living Things
○ 1-A-ii: Computer Sensors
○ 1-A-iii: Digital Encoding

1-B: Processing
○ 1-B-i: Sensing vs. Perception
○ 1-B-ii: Feature Extraction
○ 1-B-iii: Abstraction Pipeline: Language
○ 1-B-iv: Abstraction Pipeline: Vision

1-C: Domain Knowledge
○ 1-C-i: Types of Domain Knowledge
○ 1-C-ii: Inclusivity

Big Idea #1 Concept List
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1-A-i: Sensing in Living Things

K-2

LO: Identify human senses and 
sensory organs.

EU: People experience the world 
through sight, hearing, touch, taste, 
and smell.
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3-5

LO: Compare human and animal 
perception.

EU: Some animals experience the 
world differently than people do.

Unpacked: Bats and dolphins use 
sonar. Bees can see ultraviolet. Rats 
have no color vision...

LO (Learning Objective): What students should be able to do.
EU (Enduring Understanding): What students should know.
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Big Idea #3: Learning
Computers can learn from data.

Machine learning allows a computer to acquire behaviors 
without people explicitly programming those behaviors.

Learning of new behaviors is brought about by
changes in the internal representations of a reasoning 

model, such as a neural network or decision tree.

Large amounts of training data are required to narrow 
down the learning algorithm's choices when the reasoning 

model is capable of a great variety of behaviors.

The reasoning model constructed by the machine learning 
algorithm can be applied to new data to solve problems or 

make decisions.



3-A: Nature of Learning
○ 3-A-i: Humans vs. Machines
○ 3-A-ii: Finding Patterns in Data
○ 3-A-iii: Training a Model
○ 3-A-iv: Constructing a Reasoner
○ 3-A-v: Adjusting Parameters
○ 3-A-vi: Learning from Experience

3-B: Neural Networks
○ 3-B-i: Structure of a Neural Network
○ 3-B-ii: Weight Adjustment

3-C: Datasets
○ 3-C-i: Feature Sets
○ 3-C-ii: Large Datasets
○ 3-C-iii: Bias

Big Idea #3 Concept List
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What’s Next?
● October 2020: First release of Big Idea #3 progression chart for public 

comment.

● November 2020: Revised Big Idea #1 progression chart.

● Early 2021: drafts of progression charts for Big Ideas #4, 5, and 2.

● February 2021: EAAI-21 will have a special track: “Demos, Software Tools, 
and Activities for Teaching AI in K-12”.

24



Visit us:
http://AI4K12.org

Join the mailing list:
https://aaai.org/Organization/mailing-lists.php

Join Us in Developing the Guidelines, or Help
Grow the Community of AI Resource Developers
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