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Introduction



We present a simple yet effective approach for learning word sense embeddings.
In contrast to existing techniques, which either directly learn sense representations 
from corpora or rely on sense inventories from lexical resources, our approach can 
induce a sense inventory from existing word embeddings via clustering of ego-
networks of related words. An integrated WSD mechanism enables labeling of words 
in context with learned sense vectors, which gives rise to downstream applications. 
Experiments show that the performance of our method is comparable to state-of-the-
art unsupervised WSD systems.

Data & Code: http://github.com/cental/stc
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Visualization of the ego-network of the word "table" 
with the "furniture" and the "data" sense clusters. 
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The best configurations of our method on the SemEval 2013 Task 13 
dataset.  All systems were trained on the ukWaC corpus

Performance of our method trained on the Wikipedia corpus on the full 
(on the left) and on the sense-balanced (on the right) TWSI dataset. 

Word sense clusters from inventories derived from the Wikipedia corpus via 
crowdsourcing (TWSI), JoBimText (JBT) and word embeddings (w2v). 

Neighbours of the word “table” and its senses.
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Sense vector:

Context representation based 
on k context or word vectors:

Similarity- and probability-based disambiguation in context:

Filtering the k context words:

Data & Code: http://github.com/cental/stc

Schema of the word sense embeddings learning method.
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