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Stephan Rasp

The optimization dichotomy 
Why is it so hard to improve climate/weather models 

with machine learning?
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The premise

• Climate models continue to have large 
uncertainties 

• Mainly caused by the parameterization of 
clouds

• Cloud-resolving simulations (km-scale) 
appear to have reduced uncertainties

• But will remain computationally too 
expensive for decades

• Could machine learning provide a short-
cut?
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ML to the rescue?
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Challenge 1: Creating the training dataset

Super-
parameterization

• Rasp et al. 2018

• Emulating an embedded 
2D CRM

• Exact problem definition

• Not the real deal

Approximate coarse-
graining

• Brenowitz and Bretherton 
2018/19

• Compute residual 
tendencies by subtracting 
coarse-grained advection

• Model-agnostic

• Sensitive, no conservation 
properties

Exact coarse-graining

• Yuval and O’Gorman 2020

• Compute difference 
between LR and HR 
model versions after one 
time step

• Follows physical 
constraints

• Yet to test for long time 
steps, different models

Nudging tendencies

• Watt-Meyer et al. 2021

• Nudge model towards 
reanalysis. Learn nudging 
tendencies.

• Learns “observations”, 
only correction

• No conservation 
properties 
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Results in a nutshell: It works…
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…but with problems.
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Challenge 2: Optimization dichotomy

• We optimize for time step sub-grid 
tendencies

• We want good weather forecasts or 
climate statistics

• In-between the two are thousands of 
time steps with ML-physics interaction

• Traditional parameterizations can be 
tuned with “physical” parameters

• Can’t do that with ML models

Goal: 
Better weather/climate forecasts
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The ML parameterization continuum

Pure emulation

• Replacing existing, slow 
parameterization with fast ML 
emulator

• Radiation (ECMWF-Nvidia, etc.) 

• Microphysics (Gettelman et al. 
2020)

• Gravity waves (Chantry et al. 
2021)

High-resolution target

• Coarse-graining is difficult

• Resulting simulations struggle 
with biases and crashes

• High resolution better but still 
biased

Observations

• Nudging a potential method 

• But still not optimizing for the 
actual target
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Paths forward

Coupled Learning

Rasp, 2020. GMD

Differentiable Physics

∇𝜃 ℒ

∇𝜃

Gradient-free approaches (EnKF)

𝜃1, 𝜃2, … , 𝜃𝑛

ℒ1, ℒ2, … , ℒ𝑛

𝑐𝑜𝑣(𝜃′, ℒ′)

cf. 4DVAR (Alan Geer 2021)
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Big picture: Hybrid ML-Physics modeling

Neural networks are very capable function approximators

• (Theoretically) large potential for speeding up/improving complex simulations

• “There exists a neural network that creates better climate/weather simulations.”

Neural networks are only good at exactly what they are trained for

• Optimization dichotomy: Currently not the case

• Offline skill ≠ Online skill

Challenge: Train a NN in an environment that is close to reality

• Training within the coupled ML-Physics model
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