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Conditioning



Likelihood and inference

Fit parameters (e.g. kernel length scale) via 
maximum likelihood estimation or similar.

Log likelihood:

Simple 1D optimisation, gradients easy to compute.



Sampling

In practice, use the Cholesky decomposition instead of the 
true square root.



How to apply this to 
downscaling?



Conditioning on spatial averages

Covariance is linear:

Use to find covariances:

Condition on low 
resolution fields:

Given an observed low resolution field, what is our new distribution?



Spatial conditioning
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Spatial conditioning
Joint distribution of high res and low res fields:

Conditional distribution of high res conditioned on low res:

Estimate by maximum likelihood





Experiment on model data



Synthetic coarse-graining

mesoscale (4x4 pixels, ~10km)
synoptic (8x8 pixels, ~20km)
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• anisotropy (straightforward)

• spatial non-stationarity

• non-Gaussian variables

• speed

Ongoing workTake-aways

• stochastic / generative model

• using GRFs in a non-standard 
way

• (essentially) no training




