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ABSTRACT 
Virtual avatars are widely used for collaborating in virtual environ-
ments. Yet, often these avatars lack expressiveness to determine a 
state of mind. Prior work has demonstrated efective usage of deter-
mining emotions and animated lip movement through analyzing 
mere audio tracks of spoken words. To provide this information on 
a virtual avatar, we created a natural audio data set consisting of 
17 audio fles from which we then extracted the underlying emo-
tion and lip movement. To conduct a pilot study, we developed a 
prototypical system that displays the extracted visual parameters 
and then maps them on a virtual avatar while playing the corre-
sponding audio fle. We tested the system with 5 participants in 
two conditions: (i) while seeing the virtual avatar only an audio 
fle was played. (ii) In addition to the audio fle, the extracted facial 
visual parameters were displayed on the virtual avatar. Our results 
suggest the validity of using additional visual parameters in the 
avatars’ face as it helps to determine emotions. We conclude with a 
brief discussion on the outcomes and their implications on future 
work. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in collab-
orative and social computing; • Computing methodologies 
→ Virtual reality. 

KEYWORDS 
virtual reality, avatars, emotion, lip synchronization 

ACM Reference Format: 
Natalie Hube, Krešimir Vidačković, and Michael Sedlmair. 2022. Using 
Expressive Avatars to Increase Emotion Recognition: A Pilot Study. In CHI 
Conference on Human Factors in Computing Systems Extended Abstracts (CHI 
’22 Extended Abstracts), April 29-May 5, 2022, New Orleans, LA, USA. ACM, 
New York, NY, USA, 7 pages. https://doi.org/10.1145/3491101.3519822 

1 INTRODUCTION 
Non-verbal communication is an important part of social inter-
action in addition to spoken words. Humans can grasp a state of 
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mind of another person based on their non-verbal behavior, more 
precise, body language and facial expression [35]. More and more 
researchers dedicate their work to examine the infuence of the non-
verbal communication channel on virtual humans [6, 27, 34], as it 
goes mostly unattended in current avatar-supported Virtual Reality 
(VR) collaboration tools [2, 36, 44] which allow body language in 
a fattened form with full body avatars. Yet, an increasing number 
of tools already acknowledged the importance of non-verbal facial 
communication and implement facial expressions or voice mimick-
ing based on diferent input methods. For example, VRChat [20] 
uses the user’s voice or audio tracks to animate the virtual charac-
ters’ face and Vive Sync [10] allows using eye tracking and facial 
tracking [9]. Both applications allow using avatars to meet with 
other people in an immersive virtual environment. 

Our work is limited to interpersonal communication that is not 
conveyed through verbal language or body posture [21]. More 
specifcally, we address using voice to map facial expressions on 
avatars. Voice does not only contain important semantic meanings 
[5, 19], but with verbal pronouncement emotions can be expressed, 
named and conveyed. Neuroscientists suggest that emotions are 
essential for human cognition [38]. The majority of our processes 
of perception, thinking and acting with other human beings is 
determined through emotions. Thus, the general context of social 
communication, particularly in collaborative virtual environments 
(CVE), has an important role in shaping successful communication 
between virtual participants. 

Previous work [7, 23, 24] ofers promising approaches to the use 
of facial expressions on avatars. Building up on these results, in 
this work, we examine the recognizability of emotions mapped on 
an avatar through facial expressions extracted from audio tracks 
in an immersive setting. The animations of an avatars facial ex-
pression are inquired by two diferent factors: the visualization of 
lip movement and the display of emotions on the face of a virtual 
character, that can both be extracted from the user’s voice or an 
audio track. To investigate both, we conducted a pilot study with 
5 participants in a virtual environment to compare the accuracy 
and confdence when deciding on emotions. Our goal is to compare 
whether the use of facial animations makes it easier to determine 
specifc emotions in VR. Our pilot evaluation provides interesting 
preliminary evidence of the efcacy of using additional facial visual 
parameters such as emotional expressions and lip synchronization 
that we want to look closer at in future studies. 

2 BACKGROUND & RELATED WORK 
© 2022 Association for Computing Machinery. When studying virtual avatars and their impact on social interaction ACM ISBN 978-1-4503-9156-6/22/04. . . $15.00 
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(a) (b) 

Figure 1: Close-up screenshots of the female and male avatar used during the pilot study. Figure 1a displays the emotions on 
both avatars: neutral, happy, angry and sad. Figure 1b shows the most used visemes on the male avatar. 

aspects. Besides the degree of avatar realism, embodiment and be-
havioral realism [37], facial expressions, gaze direction and posture 
play a decisive role in order to not fall into the uncanny valley 
[8, 21], which describes the eeriness when looking at a humanly 
avatar. Movement can have an increasing impact on the uncanny 
valley [30]. 

Communication, with regard to verbal and non-verbal expres-
sions, is a critical factor for successful teamwork [41]. Users aware-
ness increases through communicative indicators when collaborat-
ing on a virtual platform in the group. Researchers [14, 29] found 
that presenting users’ emotions can even increase the performance 
within a team, while the lack of it can make it difcult to assess a 
person’s state of mind [18]. 

2.1 Determining Emotions From Speech 
The recognition of emotions in a virtual environment can be achieved 
through voice [22, 40]. Using voice as acoustic signal can convey 
information that goes beyond semantics [3]. Paralinguistic features 
such as tone of voice and intonation, as well as volume, speed, voice 
quality, hesitation or non-verbal sounds such as sighs and groans 
are crucial for understanding an emotion [15, 21, 43]. Studies have 
shown that people may have varying degrees of ability to under-
stand and express emotions through voice. Spackman et al. [40] 
found that test subjects developed a specifc strategy for recogniz-
ing emotions, through the characteristic pitches or intensities of a 
speaking person. 

In general, speech recognition system extract important features 
from the recorded speech signal. These features relate to diferent 
emotions within a speech signal, known as feature extraction. If 
necessary, the set of features can be reduced to a more manageable 
level at this point. The characteristics of the language are used in 
classifers, the core element of artifcial intelligence, which are then 
assigned to specifc emotions [39, 42]. 

In order to classify emotions using algorithms, mathematical 
models are required which can classify emotions. One methodology 
for classifying emotions is the discrete emotion theory. It focuses on 
the cognitive evaluation processes that are necessary to evoke the 
full spectrum of emotions in adults [28, 32]. Here, one approach is to 

focus on statistical models and data sets of qualitatively assessable 
emotions such as anger, happiness and sadness [1]. How emotions 
are then categorized in number and type, however, varies. 

2.2 Lip Synchronization 
By examining the speech signal, conclusions can be drawn from 
the visual information of the lip movement and mouth opening. 
A synchronized animation on a speaking avatar creates a realistic 
lip synchronization [33]. The aim of this mapping is to achieve a 
precise synchronization of a spoken word [25]. For methods of lip 
synchronization, the decision for the used characteristic to classify 
can be decisive for the achievable display accuracy. The facial move-
ment of the speaking person creates a specifc face image called 
viseme [16], which is used to classify lip synchronization [4]. 

For us, the question that arises from the resulting process is, 
on the one hand, how emotions and speech animation can be ad-
equately identifed and what infuence the representation of this 
information on an avatar has in a virtual environment. A general 
understanding formula has not yet been found in research, which 
is why numerous features that can be found within an audio track, 
such as the speed of speech, pitch, intensity still have to be taken 
into account. 

3 PILOT EVALUATION 
Virtual avatars in CVEs often lack social interaction. Yet, users are 
reluctant to use additional hardware, as it makes virtual collabo-
ration more complicated [18], making it necessary to recalibrate 
devices for each user. One approach to bridge this gap is to transfer 
a user’s facial expression on the avatar that would help to build 
meaningful interpersonal relations and without the necessity to use 
additional hardware. We set out to examine if the mapping of facial 
expressions on a virtual avatar extracted from audio tracks makes 
it easier to determine a user’s emotional state compared to only 
using the audio tracks together with the virtual avatar. In order to 
do so, we use our own natural audio data set consisting of 17 audio 
fles. 

In our controlled pilot study, we display emotions and lip syn-
chronization on a virtual avatar while playing the corresponding 
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Figure 2: The accuracy (see Figure 2b) and recognition rates (see Figure 2b) are plotted with 95%-confdence intervals for the 
condition audio and audio & visual. The results for the falsifed emotions’ audio & visual (false) are plotted in a separated 
interval. We added data points to the plot to display the individual results for each participant. 

audio track. We examine the recognizability of the visual parame-
ters, as well as the accuracy and confdence of each participant. A 
realistic avatar was chosen to present the visual parameters. Our 
aim is to provide preliminary evidence of the efcacy of enriching 
virtual avatars with emotion and lip synchronization to improve 
social interaction. 

3.1 Participants 
Due to the ongoing COVID-19 pandemic, we restricted the number 
of participants and decided to set up a pilot study design for prelim-
inary results. The pilot study involved 5 participants (2 female/3 
male) with a mean age of 24.4 years. 80% of the participants are 
familiar with VR applications, and 2 of 5 participants are working 
with VR on a regular basis. Three participants stated to have expe-
rienced being misunderstood by a peer in a virtual collaboration 
before due to missing non-verbal cues. 

3.2 Setup 
The participant is equipped with the VR head-mounted display 
HTC VIVE Pro. To avoid any bias from artifcial, non-reproducible 
social or behavioral cues such as appearance, postures, facial or 
gaze displays, participants were put in an empty virtual room where 
the user is standing in front of an avatar. Depending on the condi-
tion, the avatar is underlaid with an audio track or displayed with 
additional visual parameters, facial emotions and lip synchroniza-
tion. Our audio tracks have a duration from 3 to 9 seconds. The 
emotional expressions and lip synchronization were determined 
through audio tracks in advance to increase comparability between 
both conditions to anticipate illumination issues, false recognition 
and performance-wise fps drops. Figure 1 displays the male and 
female avatars used during the user study. 

3.3 Design & Measures 
Due to the small sample size, we used a within-subject design to 
investigate two conditions (audio only, audio & visual) in random 
order, while wearing a VR head-mounted display. We asked par-
ticipants to judge the emotional expression of a virtual avatar by 
choosing between four diferent emotions. As we used our 17 audio 
tracks for both conditions, a total of 34 judgements were performed 
in a random order. The two conditions difer as follows: 

• audio only The user is presented with a virtual avatar that 
does not inhabit any facial expression while playing an audio 
track. 

• audio & visual The user is presented with a virtual avatar 
that is displaying the visual facial parameters (emotions & 
lip synchronization) while playing an audio track. 

Three basic emotions (happiness, sadness and anger) were used to 
represent the emotions on the avatar’s face, as these are known and 
predictable by each human [13]. Additionally, we used a neutral ex-
pression as our baseline. Each audio track was displayed in random 
order. Although, the same emotions were used for both conditions, 
participants did not know how often an emotion appears, therefore 
avoiding tactical choices. By limiting answer options, we aim to 
increase comparability as no synonyms appear. 

3.3.1 Independent Variables. We considered one independent vari-
able: the animation of visual parameters in the virtual avatars face. 
The main independent variable distinguishes between audio only 
and audio with visual parameters. Additionally, we displayed false 
emotions on the avatar in the audio & visual condition during the 
study to measure its infuence on the recognition of emotions. Here, 
we substituted the emotion displayed on the face with another (see 
Figure 2). In addition, accuracy and confdence rates were measured. 
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Figure 3: The chart displays emotions selected by each participant during the study as well as the target emotion and fake emo-
tions in the second set of the study. The wrongly identifed emotions are additionally visualized by the color red . Emotions 
that were falsely identifed when showing the fake emotions are visualized through white hatching. 

3.3.2 Dependent Variables. The measured data includes the estima-
tion of the recognized emotion. Our questionnaire includes a set of 
demographic questions, the NASA-TLX [17] and a set of questions 
regarding the emotion recognition. Additionally, we collected the 
participants verbal feedback during the study. However, the key 
question is whether the mapping of additional visual parameters 
(emotions and lip synchronization) is more suitable to determine 
emotions in a verbal communication when using a virtual avatar. 

3.4 Task & Procedure 
Our user study consisted of two steps: 

Table 1: Recognition rates in percentage for each condition 
without false emotions. Every emotion was recognized bet-
ter in the audio + visual condition, except the baseline emo-
tion neutral. 

audio audio + visual 
happy 46.7% 93.3% 
angry 73.3% 80.0% 
sad 66.7% 100% 
neutral 95.0% 90.0% 

(Step 1) First, we introduced the system and the experiment. Then 
participants flled out a demographic questionnaire. Before 
each condition, participants were allowed to adjust to the 
immersive environment as needed. 

(Step 2) The avatar was presented to the participants in a randomized 
order for each condition and 17 audio tracks representing 
diferent emotions. Participants judged each presented facial 
expression and were asked to rate how confdent they were 
when deciding on the emotion. The study leader then selects 
the given answers and proceeds with the next expression. 
Participants were allowed to re-watch the current expression, 
but had to judge the emotion before the next expression. 
After each batch of expressions, participants flled out the 
NASA-TLX. There was a short break between batches. 

3.5 Prototype Description 
Our developed prototype ran on a Windows 10 computer with 32 
GB RAM and a NVIDIA Geforce 1060 GPU. The HTC VIVE Pro was 
used as the head-mounted display for the immersive environment. 
In practice, diferent approaches exist to create lip synchronization. 
In our prototype, we used SALSA, a real-time lip synchronization 
framework, which does not support a phoneme or viseme classif-
cation, instead uses the dynamic energy of the audio signal using 
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Figure 4: The NASA-TLX measures the perceived workload. The scale is rated within a 500 points rage (0: very low - 500: very 
high) and displayed with 95% confdence intervals. All ratings are combined to the task load index . We added data points to 
the plot to display the individual results for each participant. 

an approximation algorithm [11]. To determine the emotional state 
of our audio data set, we used a framework that chooses the best 
estimators to run the speech emotion recognition [45]. 

4 RESULTS 
In the following, we present our results including computed means, 
standard deviations and individual data points. Efect sizes are 
shown graphically with 95% confdence intervals. The results of 
our user studies were statistically evaluated using R1. 

4.1 Recognition Rates of Emotions 
After presenting an audio track, participants judged the emotion 
by choosing one of four emotional states (neutral, happy, sad and 
angry). The recognition rate was determined by correctly identifed 
emotions for each condition (see Figure 3). Participants received 
lower recognition rates for the audio condition (M = 70%, SD = 
20%) than for the audio with visual condition (M = 91%, SD = 8%) 
(see Figure 2b & Table 1). Additionally, to the recognition rate, we 
measured the confdence regarding the given answers using a Likert 
scale raging from 1 - 5 for each condition (see Figure 2a). 

a virtual collaboration was rated with M = 4.4 (SD = 0.5). Regarding 
the uncanny valley, we asked participants which representation 
would be more natural to them in a virtual collaborative setting. The 
majority (4 of 5) found the representation combining lip movements 
and expressive emotions to be most natural. In addition, participants 
(4 of 5) found the display of facial animation to be essential for 
communication between colleagues, although some (3 of 5) also 
referred to situations of miscommunication in VR from the past. 

4.3 NASA-TLX 
After each condition (audio or audio + visual), we asked partici-
pants to till out a weighted NASA-TLX. Weighted subjective items 
were then checked individually and plotted on a scale of 0-500 
(see Figure 4). In our case, we used a 95%-confdence interval to 
show tendencies for evaluating pilot study results with small sam-
ple groups. Due to the small sample size, the intervals of the plot 
in Figure 4 is rather high, thus, we added individual data points 
collected from each participant to show the distribution of results. 

5 DISCUSSION 

4.2 Visualization Quality of Visual Parameters 
In a subsidiary questionnaire, we asked participants to rate the 
visualization aspects of the virtual avatar and visual parameters. On 
a scale ranging from 1 (very bad) to 5 (very good) participants rated 
the lip synchronization with M = 3 (SD = 1.2). The authenticity 
of the emotions was rated with M = 3.4 (SD = 1.3). Opposed to 
that, participants rated that having a lip synchronization on virtual 
avatars would make virtual collaboration easier with M = 4.6 (SD = 
0.9) and the importance of having emotionally expressive avatars in 

1https://www.r-project.org/ 

The results of our pilot user study suggest that complementing a 
virtual avatar with visual facial parameters helps to determine the 
emotional state of an avatar. Although this fnding does not seem 
surprising, we wanted to provide preliminary evidence as similar 
studies [7, 23, 24] exist, but none addresses the usage of supporting 
visual parameters on talking avatars in VR to support further studies. 
In a recent study, Mukashev et al. [31] already found that including 
the voice itself enhances the correct recognition of an emotion. Our 
results show, that based on the accuracy of the emotion recognition 
(see Table 1), it is more likely for a user to determine an emotion 
correctly, when the virtual avatar is additionally displayed with 

https://1https://www.r-project.org
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a meaningful facial expression and lip synchronization. However, 
when using false emotions on a corresponding audio track, users 
tended to misjudge emotions (see Figure 3). With regard to the 
small sample size, we interpret this tendency as the importance to 
display emotions truthfully as it might otherwise infuence a user’s 
ability to detect an emotion correctly, though this fnding needs 
further investigation pointing us in an interesting direction. The 
highest recognition rate was determined for the emotions happy 
and sad. 

The confdence of the participants was also higher for the audio 
with visual condition, which had less variance within results. This 
could indicate that the interpretation of an emotion according to 
Spackman et al. [40] is highly person-dependent. The representa-
tion of further indicators of the emotion according to Darwin [12], 
for instance additional representation of facial expression, increases 
the recognition accuracy, which usually not exist in virtual envi-
ronments. Our approach uses emotional expressions and speech 
synchronization as additional visual parameters to increase the 
recognition accuracy. In a further investigation, we want to ex-
amine to what extent further indicators, such as gestures on the 
body, can improve the recognition of emotions, to have a full set of 
non-verbal cues. 

In addition to a change in accuracy and confdence, we expected 
that the task load index would decrease due to the representation 
of the emotion and lip movement. The statistical comparison of 
the task load index and its sub-categories based on the confdence 
intervals shows a minimal decrease in the index, which can be 
primarily related to the decrease in efort. Additionally, we see 
a slight increase in frustration, which can be related to the fact 
that participants were frustrated by falsifed emotions and less 
certainty in the classifcation. As participants did not know that 
we concealed falsifed emotions, we could not collect an isolated 
NASA-TLX. However, we need to regard these fndings with caution 
due to the small sample size. In further studies we plan on asking 
more explicit question to diferentiate between falsifed and correct 
emotions. 

Furthermore, we investigated to what extent participants get 
confused by falsifed emotional expressions on the avatar in their 
assessment (see Figure 2a and Figure 2b). This investigation shows 
the importance of correctly extracted emotions and that errors in 
the classifcation of an emotion via an AI framework can infuence 
the emotion recognition based on an audio track. From the par-
ticipants verbal feedback, we found that when the emotions are 
falsifed, the participants relate more to the representation on the 
face than to the representation in the audio signal. With the expres-
sions happy and angry, when we switched the emotion, resulted 
in incorrect recognitions by our participants. We expected errors 
at the linguistic level, since, as Lugger and Yang [26] also found, 
that characteristics of speech signals are very similar in happy and 
angry emotions. Yet, we need to fnd options to increase emotion 
recognition for these specifc emotions. 

6 CONCLUSION & FUTURE WORK 
In this work, we presented the results of a pilot study to examine 
the infuence of facial visual parameters on virtual avatars in VR. 
Therefore, we extracted emotions and lip synchronization from 

audio fles to then display the information on a virtual avatar in a 
virtual environment. Our preliminary results suggest that extract-
ing additional non-verbal cues and lip movement may help users 
to correctly identify emotions compared to mere verbal commu-
nication through an audio channel in a virtual setting pointing to 
further interesting research directions. To create meaningful ex-
pressive avatars, we plan to add more non-verbal cues, such as body 
language to increase identifcation of a user’s state of mind as well 
as looking into non-verbal features users rely on when determined 
a specifc emotion. However, it should be noted that further testing 
will be operated with a larger, more diverse population to see if the 
preliminary results from this work have the desired efects. This 
is an ongoing project, and work towards the approach mentioned 
above is currently underway. 
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