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ABSTRACT
Finding relevant documents is essential for researchers of all dis-
ciplines. We investigated an approach for supporting searchers in
their relevance decision in a digital library by automatically high-
lighting the most important keywords in abstracts. We conducted
an eye-tracking study with 25 subjects and observed very different
search and reading behavior which lead to diverse results. Some
of the participants liked that highlighted abstracts accelerate their
relevance decision, while others found that they disturb the reading
flow. What many agree on is that the quality of highlighting is
crucial for trust and system credibility.
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1 INTRODUCTION
Digital environments have generally changed reading behavior.
People very often only browse or scan documents and web pages,
look for keywords, read more selectively and spend less time on
in-depth reading [12]. This also applies for the document triage
process in digital libraries [4]. During this process, a user first
decides if a given document is relevant to her information need.
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Most often this relevance judgment is based on the title and the
abstract of a document [4, 11, 15]. Considering the importance of
the abstract on the relevance judgment and the changed reading
behavior, we present an approach to support keyword spotting by
highlighting the most important keywords in abstracts.

Highlighting search terms in search results is already a common
practice in web search and digital libraries to directly show users
in which part of the document the search term has been found.
In the research literature, one can find more specific approaches
like dynamic highlighting of sentences based on their accordance
with their salience [18], highlighting of whole sentences containing
conceptual keywords [5], highlighting of automatically generated
search query terms that were used to find a recommended docu-
ment [2], or different highlighting of keywords in abstracts that re-
late to predefined concepts [17]. In our previous work, we explored
the use of highlighting and other keyword summary visualizations
to prime readers a priori to support reading comprehension and
improve subjective impressions for which we found highlighting
to be most effective [1, 7]

Eye-tracking data of a user can provide a lot of information
about the search and reading behavior as well as the relevance
judgment [8, 9, 13]. Therefore, we conducted a user study utilizing
an eye tracker to find answers to the following research questions:
(R1) How do key-term-highlighted abstracts support users in their
document relevance decision? (R2) What effects have key-term-
highlighted abstracts on the reading behavior?

2 KEY-TERM-HIGHLIGHTED ABSTRACTS
We tested the effect of key-term highlighted abstracts with the
digital library system Sowiport. Sowiport [10] was a digital library
for social science information with 9.7 million bibliographic records,
full texts, and research projects1. Sowiport showed results to a
search query in a ranked result list and provided a detailed view
page for each result on demand with more metadata about the
selected article. This included in most cases a German or English
abstract. Figure 1 shows a detailed view page with a key-term-
highlighted abstract.

1Sowiport was discontinued at the end of 2017
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Figure 1: Detailed view page of Sowiport.

2.1 Approach
To identify the relevant key-terms we used the term-frequency
inverse document frequency (tf-idf) measure. The corpora used to
train the tf-idf models consisted of approximately 10,000 English
and 21,000 German full texts on topics of social science. These
texts were obtained via the Social Science Open Access Repository
(SSOAR)2 to train our German and English tf-idf models. Stop
words were filtered in both languages. Furthermore, we considered
only nouns and adjectives for scoring and thus highlighting, as
we considered them to be the most informative content words.
The preprocessing of the abstract (tokenization and part of speech-
tagging) and the scoring was done during run-time. To calculate
the scores of the abstracts’ terms the preprocessed sentences were
passed to the pre-trained models. The number of terms highlighted
in the abstract was determined in relation to the abstract’s length.
We set the number of terms to be highlighted to ten percent. If a term
occurred multiple times, it was highlighted in every occurrence.

2.2 Implementation
For the highlighting, the documents of the corpora and the abstracts
were preprocessed with TreeTagger [16] to obtain the lemmas and
the corresponding inflected forms of the words as well as their
parts of speech. To model the corpora and to calculate the tf-idf
models and to do the scoring of the abstracts’ tf-idf values we used
the gensim library [14] for Python. For the presentation of the
highlighted key-terms we used basic HTML and CSS and modified
their background color. Through a config file, we could easily turn
on or off the highlighting functionality for the abstracts.

3 EVALUATION
We conducted an eye-tracking study with 25 participants to exam-
ine what effect highlighting of the most important keywords in
abstracts has on the relevance decision and reading behavior in the
digital library Sowiport.

2https://www.gesis.org/ssoar/home/, SSOAR provides an Open Archives Initiative
Protocol for Metadata Harvesting (OAI-PMH) interface for metadata access

3.1 Experimental Setup
The study took place in our usability lab in single sessions under
controlled conditions without distraction. Participants were seated
alone in the usability lab in front of a 22-inch monitor. The SMI
iView RED 250 mobile eye tracker was attached to the lower frame
of it. The monitor and the eye tracker were connected to a laptop
that ran the eye tracking software. The eye gazes were recorded
with a sampling rate of 60Hz. The participant used a keyboard and
a mouse to interact with the system. The experimenter sat next
to the usability lab in an observation room in front of a monitor
showing the screen the participant saw. The experimenter captured
everything on the participant’s screen and the gaze behavior with
the capturing software Camtasia3 to be able to conduct a stimulated
recall interview after the task performance.

3.2 Participants
As the digital library comprised documents in the field of social
science, we needed participants with a background in social sci-
ence or a similar field of study. We recruited participants through
mailing lists and posters at the local university. Thirty participants
took part in our study. Due to technical problems with the eye
tracker we had to exclude the results of 5 participants from the
data analysis. Sixteen of the remaining participants were female
and nine male. Their age ranged from 23 to 45 years (mean: 28.6,
SD: 4.12). Fourteen hold a Bachelor degree, ten a Master degree
and one was a postdoctoral researcher. Twenty-four of them had a
background in Sociology while one was a psychologist.

3.3 Simulated Work Tasks
As we were interested in how the highlighting influenced users’
usual information seeking behavior in a digital library, we created
two simulated work task scenarios (according to [3]), which the
participants had to perform.

Task A: "Please use Sowiport to find publications on a topic you
are well familiar with, for example, your main research topic. Please
bookmark (using browser bookmarks) documents that seem to be
useful to you."

Task B: "Please use Sowiport to find publications on a topic you
are not familiar with, but you are interested in learning more about
it. Please bookmark (using browser bookmarks) all documents that
seem to be useful to you." The simulated work tasks provide context
for realistic searching and form the basis for reliable reading and
relevance assessment behavior.

3.4 Methodology
Data collection took place from August 2017 to January 2018 at our
research institute. We invited participants to single sessions. We
followed a within-subject design approach with the highlighting
and simulated work tasks (A and B) being the independent variables
in two conditions: (1) abstracts with key-term-highlights (named
highlighting) and (2) abstracts without key-term-highlights (named
non-highlighting). The condition sequence was counterbalanced
among participants.

3https://www.techsmith.com/video-editor.html
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284 265 178 112 106 153 118 132 166 133

13.38 (14.01) 13.02 (12.4) 12.44 (14.45) 13.19 ( 12.10) 14.96 (13.17) 12.89 (12.66) 21.63 (16.36) * 15.81 (12.25) * 7.52 (7.99) 10.25 (11.97)

(2) Relevance judgment 3.86 (1.29) 3.63 (1.38) 4.01 (1.21) 3.68 (1.44) 3.59 (1.39) 3.6 (1.33) 3.53 (1.48) 3.59 (1.47) 4.09 (1.9) * 3.68 (1.28) *

0.82 (0.44) * 0.73 (0.44) * 0.88 (0.42) * 0.71 (0.46) * 0.72 (0.46) 0.75 (0.43) 0.74 (0.55) 0.68 (0.47) 0.87 (0.33) * 0.78 (0.41) *

(4) Jumps in abstract 0.50 (0.50) * 0.68 (0.47) * 0.55 (0.5) * 0.68 (0.47) * 0.43 (0.5) * 0.68 (0.46) * 0.46 (0.50) * 0.62 (0.49) * 0.53 (0.50) * 0.74 (0.44) *

(5) Sequentially read 0.79 (0.41) 0.73 (0.44) 0.76 (0.43) 0.74 (0.44) 0.84 (0.37) * 0.73 (0.44) * 0.87 (0.34) 0.85 (0.36) 0.73 (0.44) * 0.62 (0.48) *

(6) Percentage read 0.44 (0.4) 0.48 (0.42) 0.39 (0.4) 0.52 (0.44) 0.53 (0.4) 0.44 (0.40) 0.67 (0.39) 0.63 (0.4) 0.27 (0.3) 0.33 (0.38)

less-readers highlighting Task A Task B more-readers

Number of examined  
documents 

(1) Average fixation time  
a on word in abstract 

(3) Ratio bookmarked and  
examined documents 

Table 1: Results for each dependent variable separated by the different subgroups, *p<0.05.

3.5 Procedure
All participants followed the same procedure: after greeting the
participant, the experimenter explained the purpose of the study
and asked to sign a consent form as well as to fill out a demo-
graphic survey. The experimenter provided a short introduction
to Sowiport and gave the participant time to familiarize with the
system. Afterwards, the eye tracker was calibrated and the first
task was given. The participant was asked to read the instruction
carefully. Then, she started searching for documents. There was
no announced time-constraint so that the participant searched un-
til she considered the information need was satisfied. After the
search in the highlighting condition, the participants filled out a
questionnaire to provide feedback on the highlighting. Afterwards,
the stimulated recall interview took place. For each bookmark or
closed detailed view page, the experimenter asked how useful this
document was to solve the task and why. The second run with the
other condition and the other task was conducted following the
same procedure as in the first run. In the end, the participant filled
out the post-questionnaire asking which of the two conditions she
would prefer and which advantages and disadvantages she saw in
the highlighting. We thanked the participants by compensating
their effort with 30€. Altogether, one session took about 2 hours.

4 RESULTS
Altogether, the 25 participants judged the relevance of 912 docu-
ments. To be able to answer our research questions we focused on
the detailed view pages that had an abstract because only those were
different in the highlighting and non-highlighting conditions. From
these documents, we further looked at just the documents which
had at least one fixation in the abstract because in the other cases the
other metadata was responsible for the relevance decision like the
title or author and not the abstract. That left us with 549 abstracts
for analysis. A total of 265 abstracts were with highlighting and 284
were without highlighting. On average, each participant looked at
10.6 (SD=3.34) detailed view pages in the highlighting condition
and 11.36 (SD=5.23) detailed view pages in the non-highlighting
condition. To determine the statistical significance of our results,
we conducted Wilcoxon Signed Rank tests with α = 0.05. Table 1
shows an overview of the results, which we will report on in the
following.

4.1 Dependent variables
Our analysis is based on the following dependent variables: (1)
Average fixation time on a word in abstract: value calculated by
dividing the fixation time per abstract by the number of words in the
abstract. In doing so, we address the different abstract lengths. (2)
Relevance judgment of document: For each bookmarked or rejected
document participants judged how useful the document for their
task was on a Likert-style scale from 1 (not at all useful) to 5 (very
useful). (3) Ratio between documents bookmarked and documents
examined. (4) Jumps in abstract: For each document, we identified
if a user jumped between different parts of the abstract (boolean
value). (5) Sequentially read: whether the abstract or part of the
abstract had been sequentially read (boolean value). (6) Percentage
read of the abstract: How much of the abstract relative to its length
had been read. This value is calculated by the number of rows a
participant had read and the abstract’s total number of rows.

4.2 Data recording and preparation
Sowiport has a logging component which logs every user action
within the whole session. These are user actions like typed-in search
query, the resulting list of search results, which detailed view has
been shown, which link has been clicked, etc. Additionally to the
logging data, we recorded the eye gaze data and used the SMI
analyzing software BeGaze to calculate the fixation times on the
abstract. To be able to do that we had to draw for every abstract the
Area of Interest on the detailed view page. Through questionnaires,
we collected the subjective assessments. The audio recording of the
stimulated recall interview had been transcribed.

4.3 How do key-term-highlighted abstracts
support users’ document relevance
decision?

4.3.1 Average fixation time on word in abstract. When we started
with our research, we assumed that the key-term-highlights allow
users to skim the text faster and to extract the gist of the text just
by reading the highlighted terms. We thought that based on that,
they could decide faster if a document is relevant or not. However,
the results do not confirm our assumption. We did not find any sig-
nificant differences regarding the average fixation time comparing
the documents in the highlighting and non-highlighting condition.
We wanted to know if there is a factor that influences this result
in any way. Therefore we looked at different subgroups. First, we
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checked if the task might play a role, but again there are no sig-
nificant differences in the highlighting condition, but we found
significant differences in the non-highlighting condition. Partici-
pants were quicker in their relevance decision when looking for
documents to a familiar topic (task A) (mean: 12.44, SD: 14.45) than
while looking for documents to an unfamiliar topic (mean: 14.96,
SD: 13.17) (p=0.022). Secondly, we divided the group of participants
into those who read much of the abstract (more-readers (n=13)
read on average >=33% of the abstract) and those who read little
of the abstract (less-readers (n=12) read on average <33% of the
abstract). More readers spent significantly less time reading the
abstract in the highlighting condition (mean: 15.81, SD:12.25) than
in the non-highlighting condition (mean: 21.63, SD: 16.36) (p=0.003).
The results of the less-readers were not statistically significant.

4.3.2 Relevance judgment of document. There were no significant
differences comparing highlighting vs. non-highlighting. When
looking at the two tasks, it is remarkable that participants judged
the relevance of bookmarked documents in the non-high-lighting
with task A (familiar topic) higher (mean 4.01, SD:1.21) than with
task B (mean 3.59, SD: 1.39) (p=0.008). We found that less-readers
judged the relevance of bookmarked documents higher in the non-
high-lighting condition (mean: 4.09, SD: 1.9) than in the highlighting
condition (mean: 3.68, SD: 1.28) (p= 0.004).

4.3.3 Bookmarked documents. Here, we found significant differ-
ences in the highlighting and non-highlighting condition. Partici-
pants bookmarked more documents in the non-highlighting condi-
tion (mean: 0.82, SD: 0.44) than in the highlighting condition (mean:
0.73, SD: 0.44) (p=0.033). This is also true for task A (familiar topic)
and the less-readers.

4.4 What effects have key-term-highlighted
abstracts on the reading behavior in digital
libraries?

4.4.1 “Jumps” in abstract. The highlights affected the reading be-
havior in so far that participants jumped more in the abstracts
in the highlight condition (mean: 0.68, SD: 0.47) than in the non-
highlighting condition (mean: 0.5, SD: 0.50) (p<0.0001). This is also
evident in all subgroups. This result is not surprising as the idea of
highlights is to guide the user’s attention to the highlighted terms.
In analyzing the gaze behavior of all participants, however, we
observed that there were three different types of interactions: (1)
participants first skimmed the highlighted terms and then decided
to read more or not, (2) participants started reading the abstract and
after a while stopped sequential reading and checked the remaining
highlighted key-terms, and (3) the highlighted key-terms were fully
ignored by participants.

4.4.2 Sequentially read. Most often jumps were combined with
sequential reading. Participants read significantly more sequentially
in the non-highlighting condition than in the highlighting condition
while performing task B (unfamiliar topic) (non-highlighting mean:
0.84, SD:0.37, highlighting mean: 0.73, SD: 0.37, p=0.04) and when
they were part of the subgroup less-readers (non-highlightingmean:
0.74, SD:0.44, highlighting mean: 0.62, SD: 0.49, p=0.041).

4.4.3 Percentage read. We could not find any significant differ-
ences in the amount of text participants read in the highlight-
ing and non-highlighting condition for all subgroups. There were,
however, significant differences in the non-highlighting condition
considering each subgroup: participants read more of the abstract
while searching for a document on an unfamiliar (task B) (mean:
0.53, SD:0.4) than on a familiar topic (task A) (mean 0.39, SD: 0.39)
(p=0.003). More-readers read more from the abstract (mean: 0.67,
SD: 0.39) than less-readers (mean: 0.27, SD: 0.33) (p<0.0001) and in
this case, this was also true for the highlighting condition.

4.5 Subjective Feedback
In the post-questionnaire, we asked participants which version
of the system they preferred. The answers were almost equally
distributed (14 in favor of highlighting condition vs. 11 preferring
non-highlighting). Answers given to 7-point-Likert-style scales re-
vealed that the highlighting distracted participants rather less while
reading the abstract (mean: 2.88, SD: 1.87, 1=not at all distracting
to 7=very distracting) but the usefulness of the highlighting was
rated mediocre (mean: 4.12, SD: 0.94, 1=not at all useful to 7=very
useful to 1=not at all useful). Participants mentioned three main
benefits of the highlighting: "faster relevance decision" (n=5), "quick
overview" (n=5) and "relevant keywords at a glance" (n=4). The
three most often stated disadvantages of the systems were: "Dis-
turb the reading flow" (n=8), "wrong/unimportant keywords were
highlighted" (n=6), "risk of overlooking important terms when they
are not highlighted" (n=4).

4.6 Discussion and Conclusion
To summarize the insights from our experiment: (1) Highlighting
not being beneficial for all: for some of the participants, highlights
had a positive effect on relevance judgment and reading behavior
but not for all. If a digital library plans to offer such a function,
we recommend an opt-out option. (2) Task A vs. Task B: With the
simulated work tasks A and B we intended to evoke a similar search
behavior for both conditions. However, the comparison of the de-
pendent variables of task A and task B in the non-highlighting
conditions revealed that there were already some differences in
search behavior (see table 1). (3) Versatile search and reading behav-
ior: we observed very different search and reading behavior in both
conditions. Some participants used a lot of search queries, visited
a high number of detailed view pages, took their time for solving
the tasks and read the abstract carefully. Others finished their tasks
quite soon with only using a few search terms. Most often they
just skimmed the abstract or ignored it at altogether. This is also
reflected in the rather large standard deviation of our results (see 1).
(4) Quality of highlighting: The quality of the highlighted keywords
is crucial and needs to be very high so that users can trust that
really the most important keywords are highlighted.

In future work, we plan to analyze the seeking and reading be-
havior further (similar as proposed in [6]) to find similar searching
or reading patterns that give us more indications for which user
group or which task a simple key-term-highlighting based on tf-idf
might be helpful for supporting document relevance judgment. We
further intend to address the quality issue by investigating different
approaches to highlighting most important keywords.
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