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ABSTRACT

We present a systematic review of 458 papers that report on evalua-
tions in mixed and augmented reality (MR/AR) published in ISMAR,
CHI, IEEE VR, and UIST over a span of 11 years (2009–2019).
Our goal is to provide guidance for future evaluations of MR/AR
approaches. To this end, we characterize publications by paper
type (e.g., technique, design study), research topic (e.g., tracking,
rendering), evaluation scenario (e.g., algorithm performance, user
performance), cognitive aspects (e.g., perception, emotion), and the
context in which evaluations were conducted (e.g., lab vs. in-the-
wild). We found a strong coupling of types, topics, and scenarios.
We observe two groups: (a) technology-centric performance eval-
uations of algorithms that focus on improving tracking, displays,
reconstruction, rendering, and calibration, and (b) human-centric
studies that analyze implications of applications and design, hu-
man factors on perception, usability, decision making, emotion, and
attention. Amongst the 458 papers, we identified 248 user stud-
ies that involved 5,761 participants in total, of whom only 1,619
were identified as female. We identified 43 data collection meth-
ods used to analyze 10 cognitive aspects. We found nine objective
methods, and eight methods that support qualitative analysis. A
majority (216/248) of user studies are conducted in a laboratory
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setting. Often (138/248), such studies involve participants in a static
way. However, we also found a fair number (30/248) of in-the-wild
studies that involve participants in a mobile fashion. We consider
this paper to be relevant to academia and industry alike in presenting
the state-of-the-art and guiding the steps to designing, conducting,
and analyzing results of evaluations in MR/AR.

Keywords: Mixed and Augmented Reality, Evaluation, Systematic
Literature Review.

Index Terms: I.3.7 [Computing Methodologies]: Computer
Graphics—Three-Dimensional Graphics and Realism; A.1 [General
Literature]: Introductory and Survey—

1 INTRODUCTION

Across multiple domains, there is an increasing interest in investigat-
ing approaches that employ mixed reality (MR) and augmented real-
ity (AR) technologies [100]. One example is data visualization, in
which researchers of the emerging immersive analytics [76] domain
study how adopting MR/AR technologies can boost the effective-
ness of displaying information and interacting with visualizations.
However, designing appropriate evaluations that examine MR/AR is
challenging, and suitable guidance to design and conduct evaluations
of MR/AR are largely missing. There are several strategies that can
be adopted to evaluate MR/AR approaches. When the subject of the
evaluation is an algorithm or a novel method, benchmarks can help
analyze increases in performance. Sometimes, when a user interface
is involved, user studies can provide rich data for the analysis not
only of user performance but also of user experience. If the focus
of the evaluation is on user environments and work places, surveys
and case studies can provide important insights. However, generally
it is difficult to identify a suitable evaluation strategy, variables to
be examined, and adequate methods to collect relevant data in an
evaluation for answering a particular research question.

https://orcid.org/0000-0002-5396-487X
https://orcid.org/0000-0001-7048-9292
https://orcid.org/0000-0003-2813-2235
https://orcid.org/0000-0003-1174-1026


Often, approaches are considered most effective when they boost
users’ performance in decision making. However, we observe that
there are several other cognitive aspects (e.g., perception, emotion,
presence, cognitive load, attention, learnability, and memory) that
can also play a fundamental role in the effectiveness of approaches
in MR/AR. We conjecture that there is an interplay of cognitive
aspects that require evaluations to be comprehensive, for instance,
to understand the reasons that led to a high user performance. Our
goal is to better understand MR/AR evaluation practices with an eye
toward guidance on when to perform which type of evaluation.

To address our goal we conducted a systematic literature review.
We concentrated on the analysis of papers published in ISMAR [8],
CHI [2], IEEE VR [6], and UIST [9]. We consider these to be
the leading venues in MR/AR research, offering a sound and repre-
sentative body of literature for MR/AR research. We confirm our
impressions based on the flagship A∗ classification that ISMAR and
CHI and the A classification that IEEE VR and UIST obtain in the
CORE ranking [4] (which considers various indicators such as ci-
tation rate, paper submissions, and acceptance rate). We opted to
select papers published in the recent past, and analyzed proceedings
of these main MR/AR conferences published across.

To facilitate the analysis of the papers, we relied on our expe-
rience and adopted a popular classification from the visualization
community [5], putting papers into one of five types based on their
main contribution. We observe that MR/AR encompasses multiple
topics. Consequently, we complemented the classification by paper
type with sixteen research topics that emerged from our analysis. We
also adapted the seven evaluation scenarios introduced by Lam et
al. [66] (of which we excluded one), and the scenario extended by
Isenberg et al. [50], to the context of MR/AR approaches. In the end,
we classified the scenario of evaluations into one of seven types. For
evaluations that involve users, we identified whether the evaluation
was conducted in-the-wild (the targeted real-world usage environ-
ment) or in a laboratory, and whether participants of such studies
used MR/AR while they were sitting or in a mobile way. To analyze
the implications of approaches that use MR/AR in human cognition,
we inferred ten cognitive aspects based on the data collection meth-
ods employed in user studies. An overview of the relationships of the
analyzed dimensions is presented in Fig. 1. The main contribution
of our paper is threefold: (a) a systematic analysis of paper types,
research topics, evaluation scenarios, cognitive aspects that emerge
from data collection methods, and configurations of evaluations in
MR/AR, (b) a synthesis that describes implications for evaluating
MR/AR approaches, and (c) a publicly available data set of the data
collected in our systematic literature analysis [82].

2 RELATED WORK

To elaborate on the related work, we discuss previous papers that
cover various aspects of evaluations in MR/AR. Next, we leverage
our experience in visualization research and extend our analysis to
visualization studies that share our focus on evaluations. Finally, we
elaborate on commonalities and differences of these related works
to our investigation.

There are a number of survey articles in MR/AR. Swan and
Gabbard [107] surveyed AR papers published in 1992–2004 and
analyzed 21 papers that describe user evaluations. Similarly, a few
years after, Duenser et al. [30] analyzed 161 AR papers published
in 1993–2007. Both studies classified papers by evaluation type
(e.g., perception, performance) and involved methods (e.g., objec-
tive/subjective measurements, qualitative analysis). They found that
47% of user evaluations measured user task, and 22% analyzed
variables of perception or cognition. We consider these works com-
plementary to our study. Zhou et al. [122] focused their literature
review on tracking, interaction, and display technologies. They
found an emerging trend of papers that focused primarily on evalua-
tions, which accounted to 5.8% of the reviewed papers. Kruijff et

al. [65] presented a classification of perceptual issues grouped into
categories such as environment, capturing, augmentation, display,
and individual user differences. Fite-Georgel [33] surveyed AR
industrial applications, organized into categories that relate to the
stages of the life-cycle of products. The applications were evalu-
ated using the following criteria: workflow integration, scalability,
cost/benefit, out of the lab, user tested, out of developers’ hands, and
involvement of the industry. Radu and MacIntyre [94] investigated
how AR designs relate to children’s skills, such as motor abilities,
spatial cognition, attention, logic, and memory. Krichenbauer et
al. [63] surveyed professionals who create 3D media content us-
ing AR user interfaces. A set of requirements were distilled and
implemented in a prototype tool. Grubert et al. [42] presented a
taxonomy for pervasive AR and context-aware AR based on context
sources, context targets, and context controllers. Chen et al. [21]
classified medical MR to identify areas with little research as well as
to provide references to practitioners. Recently, Kim et al. [56] re-
viewed the literature in MR/AR published in 2008–2017, and found
a sharp increase in AR evaluation to which they related 16.4% of
the reviewed papers. Fonnet and Pri [35] surveyed 177 immersive
analytics papers published in 1991–2018. They included in the
analysis aspects of evaluations such as immersion, technologies, in-
teraction, and visualization techniques. Dey et al. [26] reviewed the
MR/AR research literature that reports on user studies published in
2004–2014. They found an increasing trend of involving handhelds
in AR user studies. They also confirmed that most user studies are
conducted in laboratory settings. In contrast, our study includes
more recent papers and elaborates on a broader view that includes
both human- and technology-based evaluations.

There are studies in other fields that reviewed their respective lit-
erature and analyzed evaluations. We name a few examples from the
field of visualization: Carpendale [20] discussed characteristics of
information visualization evaluation in terms of evaluation strategies,
data collection methods, and analysis methods. She reflected on the
need for conducting more evaluations and postulated that evaluation
should be more diverse in terms of employed methodologies. Lam et
al. [66] identified seven scenarios of information visualization evalu-
ation. The scenarios encapsulate current evaluation practices, which
can guide researchers to design more effective evaluations. Isen-
berg et al. [50] later expanded the scenarios to include evaluations
based on qualitative results inspection. Elmqvist and Yi [31] pro-
posed a set of general and reusable patterns to commonly occurring
problems in evaluating visualization approaches. Merino et al. [81]
found that 62% of software visualization evaluations involved us-
age examples and anecdotal evidence, 29% experiments, and 7%
case studies. Our work is methodically inspired by these systematic
analyses, which we apply to MR/AR for the first time. In particular,
our coding scheme uses the paper types described by Munzner [84]
and seven of the evaluation scenarios defined by Lam et al. [66] and
Isenberg et al. [50].

3 METHODOLOGY

We employed a systematic literature review approach. To mitigate
potential biases in the results of the survey, we followed the com-
prehensive guidelines by Kitchenham [60]. The methodology offers
robust and transferable evidence for evaluating and interpreting rel-
evant research on a topic of interest. To this end, we defined a
review protocol to ensure rigor and reproducibility, in which we
determine (a) a data collection method, (b) selection criteria, (c) a
coding scheme, and (d) a coding process.

3.1 Data Collection Method
We collected papers published in ISMAR, CHI, IEEE VR, and UIST.
To find primary studies for our analysis, we collected all papers
in the proceedings of ISMAR of the period 2009–2019. Next, we
used the ACM Digital Library [1] to collect papers from CHI. We



Figure 2: The 458 included papers by publication year and venue.

used IEEE Xplore [7] to collect papers from IEEE VR and UIST.
In neither case, we included keywords such as “evaluation” in the
search. That is, we first identified MR/AR papers, and then manually
analyzed evaluations.

3.2 Selection Criteria
We analyzed the proceedings of 11 years (2009–2019) of ISMAR
and included 296 papers. These papers correspond to full and short
papers from 2009 until 2014, and T&S conference and TVCG jour-
nal papers from 2015 until 2019. We excluded other publication
formats that, due to their brevity, are unlikely to contain enough
details regarding an evaluation (e.g., posters, demos, keynotes, ex-
tended abstracts). Also, we collected 88 papers from CHI, 46 papers
from IEEE VR, and 28 papers from UIST. Since these venues not
only focus on MR/AR, we excluded papers that either focus on a
different topic (e.g., virtual reality) or do not report on evaluation
explicitly. Our set has 458 papers with 4 to 14 pages in length. A
temporal histogram of the selected papers is shown in Fig. 2.

3.3 Coding Scheme
To analyze the evaluations reported in the MR/AR literature, we
coded paper types, research topics, and evaluation scenarios. In
evaluations where we identified users studies, we also coded data
collection methods to infer cognitive aspects, number and gender of
participants, and the adopted configuration of mobility.
Paper Types. We classified the paper type according to categories
proposed by Munzner [84]. Although these categories aim at char-
acterizing visualization papers, we observed that the categories can
be generalized to MR/AR papers. As this classification has been
widely adopted in multiple studies in visualization research, using
it in our study of MR/AR evaluations provides a bridge between
the two fields that enables comparison. In summary, a paper can be
classified into one of five types from Table 1.
Research Topics. There are several research topics relevant
to MR/AR. Although there are previous classifications of top-
ics [56, 122], we opted to identify topics by ourselves. We think
that comparing our resulting list to previous ones can help confirm
the relevance of topics in common and identify as emergent topics
the categories that are different. To this end, we analyzed topics
listed in calls for papers and complemented the list with topics that
emerge from the analysis of paper titles and keywords. For each
paper included in our study, we identified one main research topic.
In the end, we defined the 16 topics listed in Table 3.
Evaluation Scenarios. For each paper in our analysis, we looked
for details of an evaluation, and, when we found some details, we
classified the evaluation scenario. A scenario is the context in
which an evaluation is carried out. We originally considered the
eight scenarios that characterize the context in which evaluations
are conducted in visualization [50, 66]. We observed that, while
most scenarios fit well the context of MR/AR, “Visual Data Analy-
sis and Reasoning” is too specific to the visualization domain, and

Table 1: Paper Types.

Technique Papers focusing on new algorithms that improve the
performance of an approach.

Evaluation Papers that elaborate on a judgment of the quality, im-
portance, or value of an approach. They can describe
careful examinations of a real-world case (i.e., case
study) or the behavior of users exposed to a tool (i.e.,
user study).

System Papers that elaborate on choices made in the design of
the architecture of a proposed system or framework,
and lessons learned from its use. These can be seen
as meta-techniques that enable the generation of new
techniques.

Model Papers that include (a) commentaries of an expert in
the field who argues to support a position, (b) for-
malisms of models, definitions, or terminology related
to techniques, and (c) taxonomies and categories to
help researchers analyze a domain.

Design study/
Application

Papers that describe how existing techniques can be
useful to deal with a concrete problem in a domain.

Table 2: Evaluation Scenarios.

Te
ch

no
lo

gy

AP Algorithm Performance: a quantitative evaluation of the tech-
nical performance, typically using benchmarks to compare
rendering speed or memory performance.

QRI Qualitative Results Inspection: a qualitative discussion of
results that encourages readers to agree on a quality statement.

H
um

an

UP User Performance: a quantitative or qualitative evaluation
of the performance of the users of a system. Typically, user
performance is measured in experiments using time and cor-
rectness of users to complete as set of tasks.

UE User Experience: an examination of how a user reacts to inter-
acting with a tool. Likert scale questionnaires for subjective
feedback, and interviews are commonly used to gather data
of user experience.

Te
am

UWP Understanding environment and Work Practices: an examina-
tion to understand the implications of adopting a technique
into a working environment. Common examples of data col-
lection methods are surveys and interviews with expert users.

COM Team communication in MR/AR: an assessment of the com-
municative value of a technique in regards to goals such as
teaching or presentation.

COL Team collaboration in MR/AR: an evaluation of the level of
support of a technique to facilitate collaboration in a team.

therefore we excluded it. We adapted the remaining seven scenarios
to the context of evaluation in MR/AR. We furthermore grouped
these scenarios according to the level of user involvement in an
evaluation: (a) technique-centered scenarios do not involve users,
(b) user-centered scenarios involve users who individually interact
with a technique, and (c) team-centered scenarios involve users who
interact with each other with the support of a technique (often simul-
taneously). Table 2 presents the scenarios adapted to the evaluation
of MR/AR approaches.
Cognitive Aspects. There are various aspects of human cognition
that can be considered in user evaluations of MR/AR, which can
allow researchers to obtain a more comprehensive understanding
of the impact of their approaches. Commonly, studies focus only
on a few cognitive aspects, so the scope of their analyses stays fea-
sible. However, understanding multiple cognitive aspects together
can be used to build theories that explain complex phenomena of
human factors in MR/AR. We did not find cognitive aspects explic-
itly described in evaluations. Therefore, we adopted a bottom-up
approach and inferred them from employed data collection meth-



Table 3: Research Topics.

Tracking Papers evolving around 3D tracking. It also contains
most papers dealing with simultaneous localization
and mapping, if the emphasis is on localization.

ReconstructionTechnical papers focusing on 3D reconstruction, either
as a prerequisite for MR/AR applications (which will
typically use the reconstructed models to derive some
form of spatial annotation), or SLAM papers where
the mapping part is most relevant.

Calibration/
registration

Papers focusing on spatial registration for real-time
tracking. These papers have a thematic overlap with
tracking and reconstruction.

Rendering Papers dealing with coherent rendering, in particular,
global illumination for MR, inverse rendering, and
photometric registration.

Displays Papers that deal with physical displays for MR/AR,
mostly head-mounted displays and spatial AR.

HCI tech-
nologies

Papers discussing technical solutions to interaction
problems.

Design/
human factors

Papers dealing with the design (and evaluation) of
interaction techniques or with the study of human
factors per se that occur in the context of MR/AR
systems. One important group are perceptual issues,
in particular, depth perception.

Applications Papers exploring MR/AR interfaces in specific ap-
plication use cases, covering both medical and non-
medical applications.

Multimodal
interfaces

Papers dealing with audio, haptics, and other non-
visual modalities.

Collaboration Papers describing collaborative MR/AR.
Mediated
reality

Papers on changing the appearance of physical objects
and scenes.

Spatial
annotation

Papers that display semantic information registered
to the real world, to instruct or guide the user. The
main difference to mediated reality is that the real
objects remain mostly visible and are “augmented”,
not “supplanted”.

Data
visualization

Papers that elaborate on the display of data registered
to the real world in an MR/AR display. Difference to
spatial annotation is that the data undergoes a notewor-
thy visual encoding, as opposed to annotations, which
are visually trivial in most cases (such as a colored
icon or text label).

Diminished
reality

Papers on all kinds of techniques that make real things
disappear or partially transparent.

Taxonomy Papers describing theoretical discussions and
taxonomies.

Software
architecture

Papers describing software architectures.

ods. We did not collect general data collection methods such as
questionnaires or interviews. Instead, we collected methods that
are used in evaluations to analyze specific human aspects that deal
with cognition. That is, these aspects deal with “the mental action or
process of acquiring knowledge and understanding through thought,
experience, and the senses” [3]. Therefore, we used these methods
as a proxy to identify aspects of human cognition involved in eval-
uations. For example, in evaluations that describe the use of the
Self-Assessment Manikin [17] method, we can infer that researchers
investigate emotions. In the end, we identified 10 cognitive aspects,
presented in Table 4.

Table 4: Cognitive Aspects.

Perception Relates to the interpretation of sensory information
(e.g., visual, auditory, or haptic) to understand infor-
mation of the environment.

Usability The ease of use.
Emotion A mental state that relates to thoughts, feelings, be-

havior, and affects.
Decision
making

The process of identifying and choosing from several
alternative possibilities.

Presence The feeling of having no mediation between oneself
and the (virtual) environment, which promotes the
psychological sensation of “being there”.

Cognitive
load

Relates to the mental load imposed by instructional
parameters, e.g., task structure, the sequence of infor-
mation given during an evaluation; and mental effort
that refers to the capacity allocated by participants of
a study to the instructional demands.

Attention The process of selectively concentrating on an aspect
while ignoring other information.

Learnability Capability of a system to enable users to learn how to
use it, usually considered as an aspect of usability.

Motion
sickness

A disturbance of the senses due to a difference be-
tween actual and expected motion.

Memory Relates to the ability of encoding, storing, and retriev-
ing information when needed.

Study Configurations. For each user evaluation, we extract the
number and gender of involved participants. As MR/AR devices
often allow mobile use, we analyze whether this characteristic is
present in user evaluations, or whether evaluations are conducted
with users in a static way. Moreover, we code whether user eval-
uations are conducted in a laboratory setting or whether they cor-
respond to field studies conducted in-the-wild. In-the-wild studies,
a term commonly used in human-computer interaction (HCI), are
conducted in a real-life scenario targeted by a MR/AR approach.
Notice that in-the-wild does not necessarily imply outdoor usage, as
multiple MR/AR approaches target indoor activities.

3.4 Coding Process
The coding process was carried out by the first three co-authors of
this paper. Each of them analyzed a similar number of papers. Each
paper was reviewed at least by two coders. Coders trained them-
selves by classifying the paper types of 72 publications of ISMAR in
2014–2018 and reached a “substantial” [67] 0.7353 Krippendorff’s
alpha [64] intercoder reliability. For all papers, we crosschecked the
results and discussed conflicting results to reach a consensus. We
built on our experience on visualization research to code paper types
and evaluation scenarios using a defined set of categories. Research
topics, cognitive aspects, and study configurations emerged from the
analysis of papers and were iteratively refined. Categories of paper
types, research topics, and study configuration are mutually exclu-
sive, whereas multiple evaluation scenarios and cognitive aspects
could be associated to individual papers.

To classify the papers, we followed an incremental reading ap-
proach. We started with the title, keywords, abstracts, and skimming
figures, which in many cases already clarified paper types and main
research topic. If unclear, we continued reading the introduction,
and in some cases the entire paper. For coding evaluation scenario,
cognitive aspects, and study configuration, we additionally identified
the respective evaluation sections in the paper and closely read those.

4 RESULTS

We now report on the results coding the 458 identified MR/AR
papers. The results are organized according to the coding scheme
introduced in Sect. 3.3 and Fig. 1. A summary of the results is



Figure 3: A classification of the 458 papers by type and publication
venue: technique, evaluation, design study, system, and model.

Figure 4: Trends of the types of papers per year.

presented in Table 6 with the number of papers in each research
topic classified by paper types, evaluation scenarios, and cognitive
aspects.

4.1 Paper Types
A summary of the results of our classification by paper type is
presented in Fig. 3. We observe that the types of papers vary across
venues. In ISMAR papers (296), technique papers (211) outnumber
evaluation papers (68) by a factor of three. In CHI papers (88),
evaluation papers (37), technique papers (31), and to a lesser extent
design study papers (20) are almost balanced. In IEEE VR (46),
papers are mostly of two types: evaluation (21) and technique (19).
UIST papers (28), mostly consist of technique papers (16) and
system papers (7).

We present the percentage of paper types over the total number
of published papers during 2009–2019 in Fig. 4. Only technique
and evaluation papers have non-marginal frequencies. Since there
are small differences in the percentage of papers over time, the sum
of the percentages of technique and evaluation papers is frequently
close to 100%, making them the core pillars of the MR/AR literature.
We observe that the percentage of evaluation papers is stable but
low until 2016, in which a noticeable steady increase appears. In
2019, for the first time the percentage of evaluation papers exceeds
the percentage of technique papers. We observe that this increase is
triggered by the increased number of evaluation papers published
in IEEE VR. We think that the increased focus on human-centric
papers is a positive symptom of MR/AR becoming a more mature
field, in which robust techniques and hardware are increasingly more
available.

4.2 Research Topics
We identified 16 different research topics, as summarized in Fig. 5.
When comparing the results to a previous study [56], we identified
some new topics: design/human factors, mediated reality, spatial
annotation, diminished reality, taxonomy, and software architecture.
Although there might be an overlap of topics that could explain many
differences, some of them could identify emergent topics in MR/AR.
The frequency of topics varies amongst venues. In ISMAR papers
(296), the main topics are tracking (64), design/human factors (43),
reconstruction (35), displays (28), and rendering (21). These topics

Figure 5: Research topics of interest to MR/AR.

Figure 6: Trends of research topics per year.

are coherent with the proportion of technique versus evaluation
papers that we found. In contrast, the main topics of interest in CHI
papers (88) are design/human factors (22), multimodal interfaces
(18), HCI technologies (14), collaboration (10), and applications (8),
which are in line with the balanced number of technique, evaluation,
and design study papers. In IEEE VR papers (46), main topics are
design/human factors (23), multimodal interfaces (6), applications
(4), calibration/registration (4), and rendering (3). In UIST papers
(28), the main topics are reconstruction (5), HCI technologies (5),
applications (3), displays (3), and spatial annotation (3). IEEE VR
and UIST seem to blend the topics of interest of ISMAR and CHI.

Fig. 6 shows a chart with the trends of the number of papers
by research topic over time that help us analyze emergent topics.
Indeed, since 2016, the number of papers dedicated to design/human
factors have been greatly increasing and become predominant, ex-
ceeding the number of papers that focus on tracking, which exhibit
a fairly decreasing trend. In turn, a fair number of papers dedicated
to spatial annotation are found between 2009 and 2012, but com-
pletely absent after 2015; however, this topic of interest reappeared
in 2018–2019. Other topics, such as diminished reality, software
architecture, and taxonomy, are intermittent. A steady number of



Figure 7: The 801 evaluation scenarios identified among the 458
analyzed papers: Algorithm Performance (AP), Qualitative Results
Inspection (QRI), User Performance (UP), User Experience (UE),
Understanding environment and Work Practices (UWP), Team Com-
munication (COM), and Team Collaboration (COL).

Figure 8: Trends of MR/AR evaluation scenarios (notice that an evalu-
ation can involve multiple scenarios).

applications, mediated reality, collaboration, rendering papers are
found in MR/AR.

4.3 Evaluation Scenarios
We summarize the number of papers per evaluation scenario in Fig. 7.
As the evaluations in a paper can involve multiple scenarios, we
found 801 evaluation scenarios in total, and we confirmed that:
(a) most papers (382) involve evaluations of technique-centered
scenarios (e.g., benchmarks), (b) many papers (363) describe evalu-
ations of user-centered scenarios (e.g., user studies), and (c) a few
papers (56) elaborate on evaluations of team-centered scenarios (e.g.,
surveys). We observe that evaluations in ISMAR frequently focus
on validating techniques involving AP+QRI scenarios (176/296) and
design/human factors involving UP+UE scenarios (100/296), and
much less frequently involving COL+COM+UWP (8/296). In con-
trast, evaluations in CHI and UIST mostly involve UP+UE scenarios
(84/116), less frequently involve COL+COM+UWP (19/116), and
rarely involve AP+QRI (11/116).

Fig. 8 shows a line chart with the trends of the seven evaluation
scenarios: technique-centered scenarios (AP+QRI) in blue tones at
the top, user-centered scenarios (UP+UE) in red tones in the middle,
and team-centered scenarios (UWP+COM+COL) in green tones at
the bottom of the chart.

4.4 Cognitive Aspects
We present the list of the 43 methods in Table 5, and a summary
of the 10 inferred cognitive aspects in Fig. 9. Notice that cognitive
aspects (and data collection methods) are not mutually exclusive.
That is, a user evaluation can involve multiple of them. In partic-
ular, 28% of user evaluations (69/248) involve various aspects of
perception (e.g., visual, haptic, auditory), and a similar number of
evaluations examined the usability of MR/AR approaches. We found
that 17% of evaluations (43/248) involve the analysis of emotions,

Figure 9: The number of papers that involve various cognitive aspects
in MR/AR evaluation.

e.g., intuitiveness, usefulness, or joyfulness. We rarely found de-
cision making explicitly mentioned as an aspect of evaluations in
MR/AR papers. However, we identified 15% of user evaluations
(36/248) that implicitly focus on it. Usually, these evaluations target
MR/AR approaches that support users to make better decisions, for
instance, in a short time and with high accuracy. Cognitive load is a
frequent aspect involved in 12% of user evaluations (29/248). Pres-
ence is included in 10% of evaluations (26/248), which sometimes
are combined with the analysis of awareness, embodiment, discern-
ability, immersion, influence, and privacy. Less frequently, we found
evaluations that examined (a) learnability (16/248) by means of pre-
and post-tests of performance, (b) attention (14/248), typically by
means of eye-tracking technology, (c) motion sickness (10/248), usu-
ally to assess fatigue amongst participants, and (d) memory (8/248),
regarding learning and spatial memory. We also found a few other
papers that reflect on cognitive aspects (but not in the context of an
evaluation). We found two surveys: one [85] that reports on emo-
tions of end-users who adopted an MR/AR tool, and another [87]
that describes collected data for the analysis of user perception in the
context of MR/AR. We found two model papers. One of them [94]
discusses the impact of MR/AR in cognitive aspects (i.e., percep-
tion, attention, memory). The other model paper [65] presents a
taxonomy to characterize human perception. We found three highly
comprehensive MR/AR evaluations [92, 95, 118] that involved five
cognitive aspects and three evaluations [58, 108, 120] that involve
four cognitive aspects each. We also found that 14 papers described
evaluations that involve 3 cognitive aspects, and the remaining 228
user studies involved up to 2 cognitive aspects.

We now describe examples of data collection methods of each
inferred cognitive aspect.
Perception. We found that 28% of user studies (69/248) analyze
perception to examine topics such as design/human factors (23/69)
and multimodal interfaces (14/69), which employ various methods
depending on the type of perception.

Visual. When conducting perception studies, researchers selected
either objective data collection methods, such as tracking head, eye,
and body movements, or subjective data collection methods, such as
(a) Absolute Category Rating (ACR11-HR) [68] (also called Single
Stimulus Method). In it, participants are asked to evaluate the quality
of a sequence of images that are presented one at a time and rated in-
dependently on a category scale. (b) Two-Alternative Forced-Choice
(2-AFC) [91] has been used to measure various types of perception
and attention. In it, participants are required to perform a central
task and a peripheral task (e.g., based on the visual angle or spatial
location) simultaneously. For instance, researcher asked participants
to scan a display panel, while at the same time, participants had to
respond to light stimuli perceived in the periphery of their visual
field. Head and eye movements are sometimes restricted depending
on the focus of the evaluation. Haptic. Studies that focus on haptic
perception (e.g., softness or stiffness) have used the Two-Interval



Table 5: Data Collection Methods.

Aspect Method Description Ref. Approach Type Sense
Perception 2-AFC Two-Alternative Forced-Choice method [32] Obj. Quant. A/H/V

2-IFC Two-Interval Forced-Choice method [119] Obj. Quant. A/H/V
ACR11-HR Absolute Category Rating [22, 110] Subj. Both. V
SAQI Spatial Audio Quality Inventory [71] Subj. Quali. A

Usability AD3 Ad-hoc Usability Questionnaire (Awareness) [51] Subj. Quant.
MREQ Mixed Reality Experience Questionnaire [98] Subj. Quant.
PEQ Post Experience Questionnaire [72] Subj. Quant.
SUS The Slater-Usoh-Steed Questionnaire [105] Subj. Quant.

Emotion GEQ Game Experience Questionnaire [49] Subj. Quant.
IMI Intrinsic Motivation Inventory [77] Subj. Quant.
PANAS Positive and Negative Affect Schedule [114] Subj. Quant.
SAM Self-Assessment Manikin [17] Subj. Quant.
USQ IBM’s Usability Satisfaction Questionnaire [70] Subj. Quant.

Presence AD1 Ad-hoc Post Experimental Questionnaire [106] Subj. Quant.
AD2 Ad-hoc Co-Presence Questionnaire [43, 59] Subj. Quant.
BRQ Body Representation Questionnaire (Embodiment) [12] Subj. Quant.
IOS Inclusion of Other in the Self Scale [11] Subj. Quant.
IPQ The Igroup Presence questionnaire [101] Subj. Quant.
MEC Spatial Presence Questionnaire [113] Subj. Quant.
SPQ Social Presence Questionnaire [44] Subj. Quant.
MTQ McKnight Trust Questionnaire (Trust) [79] Subj. Quant.
TPI The Temple Presence Inventory [73] Subj. Quant.

Cognitive load NASA-TLX NASA-TLX (Task Load Index) [45] Subj. Quant.
SMEQ Subjective Mental Effort Questionnaire [123] Subj. Quant.
Paas Paas Mental-Effort Rating Scale [89] Subj. Quant.
ECG Electrocardiogram [38] Obj. Quant.
GSR Galvanic Skin Response [38] Obj. Quant.
ST Skin Temperature [38] Obj. Quant.

Attention 2-AFC Two-Alternative Forced-Choice method [10, 32] Subj. Quant. V/A
AD4 Ad-hoc Self-Report Questionnaire [40] Subj. Quant. A
VisEng. User Engagement Self-Report Questionnaire [74] Subj. Quant. A
ET Eye-tracking [48, 88, 115] Obj. Quant. V
HT Head-tracking [48, 115] Obj. Quant. V

Learnability PRE Pre-tests [15] Subj. Both
POS Post-tests [121] Subj. Both
PAS Pattern-of-Search [62] Obj. Both
LOP Level of Pressure [62] Obj. Quant.
VAK Learning Styles Self-Report Questionnaire [34] Subj. Both

Motion sickness SSQ Simulator Sickness Questionnaire (Fatigue) [55] Subj. Quant.
Memory ASC Awareness State score [25] Subj. Quant.

ANAM Automated Neuropsychological Assessment Metrics [53] Subj. Quant.
CUED Cue recall [99] Subj. Both
FREE Free recall [99] Subj. Both

Table 6: A summary of research topics in MR/AR by paper type, evaluation scenario, cognitive aspect, and configuration.
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Topic Paper Type Evaluation Scenario Cognitive Aspect Configuration
Design/human factors 11 69 8 0 1 89 7 2 57 57 6 4 1 23 14 13 7 15 11 7 4 3 6 43 32 9 1
Tracking 65 3 0 1 0 69 62 49 4 7 1 0 0 3 2 0 3 0 0 0 0 0 0 2 4 0 0
Reconstruction 36 1 1 4 0 42 30 33 5 5 0 0 0 2 1 1 0 2 0 2 0 1 0 4 4 0 0
Multimodal interfaces 17 12 7 1 0 37 6 7 21 23 0 1 1 14 7 5 7 3 3 0 2 1 0 24 6 2 0
Applications 15 15 2 2 0 34 9 9 20 15 0 1 4 1 7 5 8 3 0 4 1 0 1 8 4 8 1
Displays 32 1 0 1 0 34 23 23 8 8 1 1 0 6 1 2 1 0 1 0 1 0 0 8 2 0 0
HCI technologies 20 12 1 1 0 34 9 7 21 22 2 1 0 3 6 3 5 1 3 0 1 1 0 16 7 3 0
Rendering 26 1 0 0 0 27 19 23 7 6 0 1 0 4 2 0 1 0 0 0 0 0 0 6 2 0 0
Collaboration 5 9 6 2 0 22 4 2 17 7 14 7 0 1 5 4 0 1 7 0 1 1 1 9 9 2 0
Calibration/registration 17 0 0 0 0 17 15 10 1 2 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0
Mediated reality 9 1 2 2 0 14 5 4 7 8 1 0 0 4 1 0 1 0 1 1 1 2 0 7 2 0 0
Spatial annotation 11 1 1 1 0 14 6 2 8 10 0 1 0 2 4 2 1 4 0 2 1 1 0 5 3 3 0
Diminished reality 8 1 0 0 0 9 5 8 0 4 0 0 0 3 0 0 1 0 0 0 0 0 0 4 0 0 0
Data visualization 3 2 2 0 0 7 0 0 5 5 1 2 0 2 1 0 1 0 0 0 2 0 0 2 2 3 0
Taxonomy 0 2 0 0 5 7 0 0 2 0 0 0 4 1 1 1 0 0 0 0 0 0 0 0 0 0 0
Software architecture 2 0 0 0 0 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Total 277 130 30 15 6 458 202 179 183 179 26 19 10 69 53 36 36 29 26 16 14 10 8 138 78 30 2



Forced-Choice (2-IFC) method [61], which is similar to 2-AFC, but
in which options are presented sequentially in two intervals. The
studies analyzed two variables: (a) Just Noticeable Difference (JND),
which is the point at which participants do not perceive differences
between two similar options, and (b) Point of Subjective Equality
(PSE), which is the point at which participants perceive options
of different nature as equal. Auditory. Studies that analyzed, in
particular, the relationship between auditory perception and spatial
perception employed the Spatial Audio Quality Inventory (SAQI)
vocabulary [40], which is intended for a qualitatively comparative
auditory assessment of acoustic scenes.

Usability. We found that 21% of user studies (53/248) assessed the
usability of MR/AR approaches. These studies often focused on
design/human factors (14/53) and involved methods such as: (a) The
Slater-Usoh-Steed Questionnaire (SUS) [16,23,99] , (b) Mixed Real-
ity Experience Questionnaire (MREQ) [97], and (c) Post Experience
Questionnaire (PEQ) [97] .

Emotions. We found that 15% of user studies (36/248) examined
the emotions of participants. We did not identify studies that applied
objective methods to analyze emotions. Instead, we observed that
studies often collect data of the emotions perceived by participants
to examine various emotions using methods such as: (a) Game Expe-
rience Questionnaire (GEQ) [23] to measure game experience based
on user engagement e.g., competence, sensory and imaginative im-
mersion, flow, challenge, positive affect, negative affect, tension,
and annoyance; (b) Intrinsic Motivation Inventory (IMI) [46] to
measure the overall user experience with regard to general exper-
imental tasks. Other methods used to assess emotions in general
were: (a) Positive and Negative Affect Schedule (PANAS) [27,28] to
assess positive and negative affect and (b) Self-Assessment Manikin
(SAM) [27, 28], which is a pictorial assessment technique to mea-
sure pleasure, arousal, and dominance associated with a person’s
affective impressions.

Decision making. We found that 15% of user studies (36/248)
analyzed decision making. Such studies complemented an analysis
of the time and the correctness of participants to complete tasks
by collecting data of head movements (e.g., rotation, exertion, or
velocity) to examine effort, efficiency, and effectiveness [47, 75].

Cognitive load. We found that 12% of user studies (29/248)
analyzed the cognitive load of participants exposed to MR/AR ap-
proaches. Cognitive load involves two concepts: (a) mental load
imposed by instructional parameters, e.g., task structure, the se-
quence of information given during an evaluation, and (b) mental
effort that refers to the capacity allocated by participants of a study
to the instructional demands. Therefore, when evaluating cognitive
load in laboratory settings, the mental load can be fixed and kept
the same across the evaluated conditions. Thus, measures of mental
effort can be considered an index of cognitive load. Studies that
examined cognitive load used objective data collection methods,
for instance, to examine the anxiety of participants. There exist
several physiological measures that have been examined to analyze
mental effort, such as pupil dilation [52], heart rate variability [83],
event-related brain potentials [29], muscle tension [111], adrenaline
level [36], skin temperature and galvanic skin response (GSR) [38].
Studies also used subjective methods such as: (a) Paas 9-step mental-
effort Likert scale (Paas) [13, 16, 112], in which score indexes of
metal effort go from “very, very low effort” (1) to “very, very high
effort” (9); (b) Subjective Mental Effort Question (SMEQ) [69],
in which participants indicate their mental effort using a scale that
goes from “not at all hard to do” (0) to “tremendously hard to do”
(150); and (c) NASA-TLX [51, 90, 102] that is the assessment of
total workload divided into six subscales: mental demand, physical
demand, temporal demand, performance effort, and frustration.

Presence. We found that 10% of user studies (26/248) analyzed
presence. Studies [38] that examine the feeling of presence use

several objective methods to measure presence-based physiolog-
ical responses: (a) Electrocardiogram (ECG), (b) Galvanic Skin
Response (GSR), (c) skin temperature, (d) brain activity (e.g., EEG),
(e) heart rate, and (f) respiration rate.

Studies can also use several subjective data collection methods.
The methods are based on questionnaires that participants in a study
are asked to fill to cover various aspects of presence e.g., co-presence,
spatial presence, social presence, social richness, closeness, or
connectedness. Other methods that can be used to complement
the analysis of presence are: (a) Ad-Hoc Usability Questionnaire
(AD3) [51] to analyze the awareness of participants in an immersive
environment; (b) Body Representation Questionnaire (BRQ) [97]
for the analysis of embodiment; (c) McKnight Trust Questionnaire
(MTQ) [57] to assess whether participants trust in technology, e.g.,
reliability, helpfulness, functionality, and situational normality.

Simulator Sickness Questionnaire (SSQ) [18, 51, 91]. SSQ is a
well-known test to check symptoms of nausea, fatigue, and disori-
entation, which could affect the integrity of participants, and in
consequence, the results of the evaluation. SSQ can be a suitable
complement to the analysis of multiple cognitive aspects. However,
we often observed its application in the assessment of presence.
Learnability. We found that 7% of user studies (16/248) analyzed
learnability promoted by MR/AR approaches. Studies focused on
learnability used general methods such as pre-tests to assess the
prior knowledge of participants of a subject. The results offered
researchers a baseline for comparing to the results of a post-test. A
significant increase in the measured knowledge suggested that the
approach under analysis promoted learnability. Other specific objec-
tive methods employed in the analysis of learnability of particular
topics are (a) Level of Pressure (LOP) [62] to assess learners use
of correct pressure or (b) Pattern-of-Search (PAS) [62] that is appli-
cable, for instance, to medical training of breast exams. The study
of learnability was complemented employing a classification the
learning styles self-assessment questionnaire (VAK) [121]. Learning
styles are characterized based on (a) the use of seen (visual), (b) the
transfer of information through listening (auditory), and (c) physical
experience (kinesthetic). However, we notice that the method has
some detractors [103].
Attention. We found that 6% of user studies (14/248) analyzed
the attention of participants of an MR/AR evaluation. Studies that
involved perception used various methods depending on the type of
perception.

Visual. Studies selected objective methods to collect data from
eye- and head-tracking. Using eye-tracking, experimenters analyzed
when participants were distracted. Eye-tracking complemented with
an analysis of head movements (e.g., orientation angle of partici-
pants heads) indicated when participants were distracted as well.
Visual attention was also analyzed based on subjective methods
that consider, for instance, the assessment of engagement, through
(a) Ad-hoc Self-Report Questionnaire of Engagement (AD4) [40] or
(b) User Engagement Self-Report Questionnaire (VisEngage) [74].
Auditory. Studies examined, in particular, the connection between
listener sensitivity in audio localization and experienced attention
for immersion in MR. Subjective auditory attention was measured
using an ad-hoc self-report questionnaire (AD4). Eyesight tests.
Snellen eye charts [88] were used to ensure the visual aptitude of
participants of studies that involved visual attention.
Memory. We found that 3% of user studies (8/248) analyzed the
recollection of participants of an MR/AR evaluation. Studies that
examined memory ensured first that participants in an evaluation had
a normal memory ability. To this end, they used the Automated Neu-
ropsychological Assessment Metrics (ANAM) survey [99]. Other
general methods for collecting data on the recollection of partic-
ipants in evaluations of MR/AR were: (a) Free Recall, in which
participants were asked to tell a narrative from their recollection;
(b) Cued Recall, in which participants were asked questions to drive



Figure 10: Histogram of the number of participants in user studies in
MR/AR.

Figure 11: The sample sizes by gender of 204 of the 248 user evalua-
tions in MR/AR (44 studies did not report on gender).

their recollection in order to recognize relevant points that were
missing in their narrative. Since the confidence of participants in
their recollection varied sometimes, researchers complemented the
analysis with measures of participants’ level of confidence using the
Awareness State score [25, 99].

4.5 Study Configuration
We found that 54% of all papers reported on evaluations with users
(248/458). One important choice when designing a user evaluation
is to define the number of participants that are going to be involved.
We found that user evaluations involved 5,761 participants in total,
of which only 1,619 were identified as female and 3,087 as male.
Fig. 10 shows a histogram of the distribution of the samples sizes
that we found among the reported user studies. We found that 93%
of user evaluations (231/248) include between 3 and 30 participants
(median of 15) of which a median of 4 were females. The remaining
7% of user evaluations include a median of 44 participants overall
and a median of 16 female participants. The sample sizes in MR/AR
seem larger than in HCI in general. A previous study [19] found that
the most common sample size is 12 in evaluations published in CHI.
Similarly, in visualization, most user studies involve ten or fewer
participants [50]. We found that 42% of the users studies (105/248)
include 11–20 participants, and user studies that involve a smaller
number of participants (i.e., 1–5) are not frequent in MR/AR. Such
smaller numbers are more common in qualitative studies, which
do not seem to be as frequent in MR/AR as in other domains. The
distribution of the number of participants involved in MR/AR user
studies is similar across the four analyzed venues.

We further examine the number of participants split by gender.
We present in Fig. 11 a scatterplot with the the percentage of females
versus the total number of participants. We observe that only a few
studies involve a majority of female participants. We excluded from
the chart 44 studies that do not specify the gender of participants.

We also analyzed whether user studies were conducted in a labo-
ratory setting or in-the-wild, as well as, whether participants in the
study where static (i.e., sitting or standing) or mobile. The results
are shown in Fig. 12. We split the results by venue. We observe that
the majority of user studies (i.e., 82% CHI–100% IEEE VR) are con-

Figure 12: A classification of the 248 user studies in MR/AR per
static/mobile and lab/in-the-wild configuration.

ducted in a laboratory. Amongst such studies, in UIST, 50% of user
studies involve participants using MR/AR in a mobile way, whereas
in IEEE VR, only 8% do so. In contrast, user studies occasionally
are conducted in-the-wild. User studies conducted in-the-wild usu-
ally involve participants in a mobile fashion, for example, to support
needs in the automotive industry [37, 80, 80, 115]. We only found
two in-the-wild studies in which participants were static [86, 121].
We did not identify in-the-wild studies published in IEEE VR.

5 DISCUSSION AND GUIDANCE

We now discuss considerations of cross-cutting concerns that
emerged from the analyzed dimensions that can guide researchers to
design evaluations in MR/AR.
Bridging technology-centric and human-centric evaluations.
We found two main types of MR/AR papers: (a) technology-
centric papers (293/458) that focus on topics such as tracking,
displays, reconstruction, rendering, or calibration, which are fre-
quently evaluated through AP+QRI scenarios, and (b) human-
centric papers (160/458) that deal with topics such as applica-
tions, design/human factors, which are frequently evaluated through
UP+UE scenarios. There seem to be a few small crossover top-
ics, i.e., spatial annotation, multimodal interfaces, or collabora-
tion. However, technology-centric and human-centric approaches
use methodologies that are mostly disjoint. Consequently, we ask
how we can bridge technology-centric and human-centric evalu-
ations when this combination helps address a research question.
In fact, we have observed some papers that followed such pat-
tern [14,39,41,54,68,93,96,104,109,116,117]. We call researchers
in the field to complement the results of benchmarks with user stud-
ies when techniques involve a user interface and the combination of
evaluations contributes to the research question at hand.
Toward comprehensive cognitive methods. We identified that
236 out of 297 cognitive aspects are involved in evaluations of
design/human factors, multimodal interfaces, applications, HCI
technologies, collaboration, and spatial annotation (see Table 5).
Based on their frequency (see Table 6), major concerns for (a) de-
sign/human factors are perception, presence, and cognitive load,
(b) applications are decision making, emotions, and cognitive
load/perception, (c) multimodal interfaces are perception and emo-
tions, and (d) spatial annotations are cognitive load, presence, and
emotions. We observe that the wide range of inherent topics to
MR/AR can pose a challenge for newcomers to the field. We think
our paper can help newcomers with such directions.

We found 34 subjective and nine objective data collection meth-
ods (see Table 5). We observe that evaluations that included objec-
tive data collection methods usually reported difficulties encoun-
tered when analyzing and interpreting the collected data (e.g., noisy
data) [38] and represent a valuable source of knowledge. Although
subjective questionnaires can be helpful to collect impressions of the
perception of participants, we observe a need for objective data that
avoids biases of subjective data collection methods. For instance,
participants in a study might be biased to share positive rather than



negative emotions. Objective data are not limited to physiological
sources, e.g., ECG, EEG, GSR, but can include behavioral measures
as well, e.g., eye-, head-, and body-tracking. We call researcher in
the field to involve multiple cognitive aspects that are suitable to
comprehensively examine a given research question.
Gender bias limitations due lack of female participants. Al-
though our results show that participants populations in MR/AR
are larger than populations in studies in HCI [19] and visualiza-
tion [50], we found that often such populations exhibit unbalanced
genders (see Fig. 11). Certainly, the unbalanced gender of partici-
pants in studies is related to the recruiting strategies, which often rely
on the (predominantly male) student population in computer science
programs. However, gender bias can be an important concern in
multiple fields [24] and should not be taken lightly. Recruiting an ad-
equate number of participants is a step to more credible quantitative
evaluation, but it should not be done at the expense of introducing
gender bias. We call researchers in the field to involve an adequate
participant population with a more inclusive and gender-balanced
distribution.
Increasing the ecological validity of evaluations. The papers that
we classified in the design study type (30), the applications topic (34),
the UWP scenario (10), or the in-the-wild configuration (32) report
on MR/AR approaches that were successfully used to deal with
concrete real-world cases. Studying a real-world use case in-situ is
clearly challenging, but, with more mature enabling technology at
our disposal, successful real-world deployment has become realistic.
We call to researchers in the field to conduct case studies that can
help investigate in-depth phenomena in a concrete real-world case.
We found that 87% of user evaluations (216/248) are conducted in
a laboratory setting, of which 78 involve participants in a mobile
fashion. We found that 13% of studies (32/248) are conducted in-the-
wild, which often involve participants in a mobile setting. We call
researchers in the field to increase ecological validity by conducting
in-the-wild evaluations with mobile or static participants depending
on the targeted user behavior.
Depth-first (re)search: qualitative vs. quantitative analysis. We
observe that thorough evaluations that entail qualitative approaches
(e.g., case studies) can facilitate a deep understanding of a phe-
nomenon [20]. However, we found that only 8 out of 43 different
data collection methods used in MR/AR can support qualitative anal-
ysis (see Table 5). Due to the nature of qualitative data, evaluations
that adopt a qualitative approach usually involve a limited number
of participants, and thus, the results of these evaluations are hard
to generalize to a large population. In contrast, evaluations that use
quantitative methods can involve a higher number of participants,
and, through the use of statistical analysis, can generalize results.
However, such studies need to be highly controlled, hampering
the application of results under real-world circumstances (ecolog-
ical validity). Picking the right method is a well-known trade-off
process with different methods offering different benefits and draw-
backs [78]. We think that to formulate appropriate hypotheses that
can be thoroughly tested and generalized using quantitative methods,
first, researchers need to obtain a deep understanding of the exam-
ined phenomenon and identify which qualitative methods are suited
best. An approach of depth-first and breadth-second (re)search is
clearly underrepresented in the surveyed MR/AR work, and we
speculate that it may offer interesting findings in several cases.
Where does my paper fit best: ISMAR, CHI, IEEE VR, UIST?
We now discuss the types of work that are mostly accepted at these
venues. Certainly, ISMAR is the main venue for MR/AR. Whereas
in the past most papers published in ISMAR centered on techniques,
today papers mostly focus on human-centered evaluations. Usually,
ISMAR papers describe thorough evaluations that involve the anal-
ysis of multiple cognitive aspects to help researchers address the
analysis of complex phenomena. CHI exhibits an increasing trend
of MR/AR papers with a balanced interest in techniques, evalua-

tions, and, to a lesser degree, design studies. Although CHI papers
mostly focus on design, human factors, and HCI technologies, there
is also interest in research that focuses on multimodal interfaces and
collaboration. Recently, IEEE VR and CHI doubled the number of
MR/AR papers with a balanced number of techniques and evalua-
tions. IEEE VR papers mostly focus on design and human factors.
In UIST, there is a small and consistent number of MR/AR papers
published every year, which mostly correspond to techniques. Often,
technique papers published in UIST focus on reconstruction whereas
evaluation papers focus on HCI technologies.
The future of MR/AR. In the future, we expect that the num-
ber of MR/AR papers will keep increasing and remain balanced
amongst ISMAR, CHI, and IEEE VR, and, to a lesser extent, UIST.
As MR/AR technologies become more mature, questions that in-
volve human aspects will gain focus in MR/AR research. Con-
sequently, we expect that future MR/AR papers will elaborate on
human-centered evaluations that involve not only the analysis of
user performance and user experience, but also the analysis of other
scenarios, like understanding the role of MR/AR in working places
and in communication and collaboration. Hence, we envision that
there will be an increasing need for developing methods that sup-
port researchers to deal with such scenarios, which might involve
in-the-wild configurations. Our results confirm that MR/AR is a very
complex technology. We observe that, even in laboratory settings, it
is difficult to conduct a user study in which higher-level cognition is
tested without being confounded by imperfections of MR/AR tech-
nology. For example, it is very hard to perform long-term studies
if mobile devices run out of batteries. Tasks that require much time
will likely not be carried out completely. That could explain why
authors tend to report on “low-level” user performance, which is
often complemented with questionnaires like NASA TLX to docu-
ment cognition aspects. The rise of commercial-grade devices like
the Microsoft HoloLens lowers the barrier of having standardized
conditions for evaluations, but we have yet to see this has an effect
in publications.

6 CONCLUSION

We analyzed evaluations reported in 485 papers of the research
literature of MR/AR. We confirmed that (a) technology-centric eval-
uations (through benchmarks of tracking, displays, reconstruction,
rendering, and calibration) and (b) human-centric evaluations (of ap-
plications, and design/human factors) are the core pillars of MR/AR
evaluation. We found a marginal number of team-centric evalua-
tions that involve collaboration, communication, and understanding
environments and work practices. We call researchers in the field
to conduct thorough evaluations by: (a) conducting user studies
that complement the results of benchmarks when techniques involve
a user interface and the combination is coherent with a research
question; (b) involving multiple cognitive aspects that can help
comprehensive examination of a research question; (c) choosing ap-
propriate methods for assessing the impact of an approach in human
cognition, for which they can consult our selected examples; (d) in-
volving an adequate participant population with a more inclusive
gender-balanced distribution; (e) increasing the ecological validity of
evaluations through in-the-wild and mobile or static configurations
depending on the intended user behavior.
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