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Abstract

In this paper, we use several supervised machine learning approaches and compare their success in predicting the
sentiment of Austrian parliamentary speeches and news reports (German language). Prediction results in learning-
based sentiment analysis vary strongly. They depend on the choice of algorithm and its parameterization, the
quality and quantity of available training data as well as the selection of appropriate input feature representations.
Our training data contains human-annotated sentiment scores at the phrase and sentence level. Going beyond
the dominant bag-of-words modeling approach in traditional natural language processing, we also test sentiment
analysis for neural network-based distributed representations of words. The latter reflect syntactic as well as
semantic relatedness, but require huge amounts of training examples. We test both approaches with heterogeneous
textual data, compare their success rates and provide conclusions on how to improve the sentiment analysis of
political communication.

1 Introduction

Sentiment analysis is a major area of interest within the field of data-driven journalism [35, 40]. While a variety
of definitions for data-driven journalism exist, we refer to “gathering, cleaning, organizing, analyzing, visualizing,
and publishing data to support the creation of acts of journalism” [16]. When sentiment is analyzed for publishing
purposes, the concept of negativity generally is crucial for a story to be news-worthy [23]. Hate speeches, shitstorms
and political incivility are concepts that easily attract people’s attention. Incivility of political communication [2, 14]
is often seen as a cause of increasing political polarization, lower electoral turnout and voter disaffection with politics
and democracy in general [5, 17, 18, 20, 27]. However, there is no agreement on the definition or measurement
of incivility. In this paper, we describe a framework for measuring negative and uncivil language based on a
supervised document classification approach. Although we focus on negativity, the process can also be applied
to a sentiment scale ranging from positive to negative statements. The focus of this work is the introduction of
a novel feature representation for document classification purposes to the social sciences. This model has several
advantages compared to the common bag-of-words modeling approach. The method illustrated in this paper is not
restricted to be applied to sentiment prediction. Other document classification approaches can be realized as well.
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The main contribution of this paper is the introduction of a supervised document classification method to the
social sciences. We demonstrate this method by predicting sentiment of parliamentary speeches. This method
relies on distributed word embeddings [21, 25] to model sentences as fixed-size feature vectors. Distributed word
embeddings (also known as word2vec) outperform traditional bag-of-words modeling approaches in many analysis
and prediction tasks since they inherently reflect syntactic and semantic relationships between words. To predict
sentiment scores for all modeled distributed sentence embeddings we use a neural network-based classifier. The
resulting sentence-level scores are eventually aggregated to reflect emotions on different scales. Such scales cover
individual speeches, authors, topics and time frames.

We show the effectiveness of our proposed method with a case study on the determination of negativity in the
Austrian national parliament. Covering 56,000 German language parliamentary speeches from 1996 to 2013, we
explore different political, institutional and individual factors that affect the level of negativity. Our findings
are validated against hypotheses on negativity in parliament predefined from political scientists. The factors we
investigate include the status (opposition/government) and the role (MP, cabinet, party lead) of politicians, which
both have a noticeable effect on the level of negativity observed in parliamentary speeches. We also take a closer
look at the most negative topics discussed in the Austrian national parliament.

The final results of our case study are published as web-based data story in German and English. Data stories serve
to communicate results from long-term, data-intense investigations to the public. Most often this happens in a visual
or interactive manner [22, 36, 38]. An extensive report on “The Art and Science of Data-driven Journalism” [16]
includes a section describing the need for “New Tools to Wrangle Unstructured Data”. We address this need
by designing a system that optimally fits into the data-journalistic tool chain, since sentiment analysis is of high
relevance for journalists who work with unstructured data [40].

2 Method: Supervised Sentiment Analysis with Word Embeddings

In this section, we introduce our approach for supervised sentiment analysis of documents. The documents that
represent our ‘data of interest’ are political speeches in German from Austria. We furthermore call them application
data (see topmost database in Figure 1). The basic idea for our system is to predict a negativity score for each
individual sentence within the application dataset (done by the classifier unit in Figure 1). These negativity scores
can eventually be aggregated to higher level scores to predict negativity for entire speeches, certain politicians or
whole parties. All available structured (meta) data, complementing the application dataset, is helpful for giving
insights at the final aggregation stage. Such meta data can range from chronological to location- or source-dependent
information information about the document corpus.

Since our method is based on supervised machine learning the core of this process is to build a classification model
that reliably predicts sentiment scores. Towards that goal, at the beginning some ‘ground truth’ data is needed that
can be used to train such a classifier. Our training data comprises politics-related sentences from political media
releases and parliamentary speeches. This data is labeled by human annotators from a crowd-coding platform.
Each individual sentence is labeled by at least 10 different participants on a scale from 0 (not negative) to 4 (very
negative). As both our training and application data stems from real world texts of different sources they comprise
a certain degree of messiness [19]. The first important step of working such datasets is to preprocess and clean
them. After the application and training datasets have been preprocessed the single ‘data units of interest’ (in our
case: individual sentences) need to be transformed into fixed-sized feature vectors to make them processable by the
classifier.

In traditional natural language processing, documents are often transformed into a so-called bag-of-words. These
‘one-hot’ representations treat different words as different features of a vector. The length of this vector is equal to
the size of the vocabulary within the considered corpus. The appearance of a word within a document results in
incrementing one particular feature within the corresponding document vector. This modeling approach is sufficient
for analytic tasks that, for instance, focus on the amount of different/shared words between documents (e.g. term
frequency comparison or topic modeling [3]). A task like sentiment prediction that is tightly intertwined with natural
language construction either needs tremendous amounts of training data or additional, complex, dictionary-based
logic to be fulfilled with this basic model. This is due to the fact that bag-of-words representations like TF-IDF
[34] do not take the ordering of words into account and therefore are not able to reflect syntactic or semantic
relationships. We introduce a feature representation for supervised sentiment classification that builds on pre-
trained distributed word embeddings (section 2.3 gives more background information on this modeling approach).
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After all sentences have been transformed according to their distributed word embeddings a classification (or
regression) model can process them. As soon as a model with high prediction accuracy has been found (trained
with and tested against the training data), it can be used to predict negativity scores of the so far unseen application
data. Figure 1 gives a technical overview of our proposed method and illustrates the main steps. The upper half
of the architecture shows the three different databases which serve as basis for this supervised learning approach
(application data, training data, transformation data). Below of these databases the processing units are visualized
in their order of execution. The supervised learning phase is color-coded with blue arrows. The classification (or
prediction) phase is marked green. At the left and at the bottom of the methodological pipeline all processing units
are incorporated into the corresponding units of the Knowledge Discovery in Databases (KDD) process [9].

Figure 1: System overview for supervised sentiment analysis based on distributed word embeddings

The single units of Figure 1 are explained in more detail within the following sections. We start with introducing
the different data sources (application, training and transformation data) that are needed to apply this method.
We explain the characteristics of the particular datasets we used for each unit. The orange arrows that point to
databases within Figure 1 indicate sources that are highly dependent an the use case. These application-dependent
data sources need to be collected and integrated by the end user of an equivalent system.

2.1 Document Corpus (Application Data)

For our use case we have created a database with about 56,000 speeches from the Austrian national parliament.
This data was scraped from the official web page of the national parliament [32]. This is our ‘data of interest’ for
which we want the system to return sentiment (in our case negativity) scores. The speeches we use for our analyses
cover the legislative periods from 1996 to 2013 and sum up to a total of 2.4 million sentences. All speeches are in
German. They cover speeches from 578 politicians and provide multiple additional (meta) data fields. This meta
data contains fields like name/gender/date of birth of politicians, party membership, and the date of a speech.
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These supplementary data can later-on be used to evaluate and interpret the sentiment scores and build custom
visualizations around them. For other kinds of use cases the application data could for instance comprise social
media comments from Facebook and Twitter or product reviews from business applications.

2.2 Sentence Scores (Training Data)

Our training dataset consists of about 20,000 German sentences. Figure 1 shows the origins of these sentences
covering different politics-relevant sources. Each sentence is labeled by at least ten different German-speaking
coders from the crowd-coding platform CrowdFlower. The sentences are rated on a 5-point negativity scale ranging
from 0 (not negative) to 4 (very negative). The sixth possible rating is ‘uncodable’ and leads to the exclusion of
that sentence instance from further analyses.

Individual coder performance is monitored during the coding process to identify cheating or spamming. Each
participant has to answer four test questions correctly before the actual coding task starts. In addition, one out
of five sentences presented during the coding task is actually a test item. Since sentiment coding on a five-point
ordinal scale is a difficult task [15, 30], we accepted two adjacent options on the five-point scale as correct answers
for all test items. These adjacent options were defined by reference codings established by some of the authors.
The probability of passing the entry test by guessing 3 out of 4 test items correctly is only 4%. Including the
‘uncodable’ answer a coder has six options of which two are accepted as correct: (2

6 )3 = 0.04. This probability gets
smaller with each additional test item.

Source Time period N %
Party press releases 1995-2015 14,242 70
Parliamentary debates 1995-2013 3,923 19
Media reports 2013 2,327 11
Total 20,593 100

Table 1: Training data of crowd-coded sentences

2.3 Word Embeddings (Transformation Data)

Previous work for supervised sentiment prediction in the social sciences heavily relies on the bag-of-words (respec-
tively the TF-IDF) feature representation. A publication of the year 2016 from Mozetič et al. compares more than
15 different sentiment classification systems for Twitter data within its related work section. The section finishes
with the statement that “Typically, features are based on the bag-of-words presentation of tweets, but there are
many subtle choices to be made.”

We propose to use another feature representation that covers the semantic meaning of words and is named dis-
tributed word embeddings (also known as word2vec). In 2010 Turney and Pantel published a survey on methods for
building so-called ‘vector space models of semantics’. However, the big popularity of word embeddings started in
2013 when Mikolov et al. introduced a new architecture to build them [24, 25]. Their proposed method for learning
word embeddings (as part of an unsupervised deep neural network training) was significantly more efficient than
prior techniques and triggered many further applications [21, 33, 41].

We recommend semantic word embeddings as feature representation for supervised sentiment analysis since se-
mantic and sentiment are tightly connected with each other. Already in the year 2003 Nasukawa and Yi applied
semantic analysis to achieve better results in sentiment analysis [28]. They stated that “In order to improve the
accuracy of the sentiment analysis, it is important to properly identify the semantic relationships between the sen-
timent expressions and the subject.” Word embeddings cover these semantic relationships since they consider the
surrounding context words during the phase of learning a word’s embedding. The famous distributional hypothesis
of Harris in 1954 states that words that occur in the same or similar contexts also have similar meanings [13].
These statements emphasize the value that semantic feature representations have for field of supervised sentiment
analysis.
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2.3.1 Simplified Comparison of Word Embeddings and Bag-Of-Word (BOW) Models

Supervised sentiment analysis systems for negative or abusive language are often trained on hundreds of thousands
of training examples [29, 43]. Not in every use case these amounts of training data are available. Our 20,000
training sentences cover some, but lack in many other words or phrases used in daily political language. This
section explains why word embeddings are the better feature representation choice if the training data quantity
gets smaller.

Bag-of-words representations treat words as single independent units. If a classifier is once trained on the BOW
representation of the word ‘good’ it is not able to perceive the word ‘great’ as similar or the word ‘bad’ as contrary
(unless it has been trained on these words too). On the contrary, a distributed word embedding for the word ‘good’
does to some extend reflect that word’s relationship to other words like ‘bad’ or ‘great’. This is due to the fact that
word embeddings are the result of an unsupervised training on huge corpora of unstructured text, which cover all
the relationships between the single words. These word embedding training corpora are independent of all

Table 2 tries to explain this relationship (although it clearly simplifies vector sizes as well as mappings of sentiment
to word embedding dimensions). In ‘real’ word embeddings a dimension (like in table 2 the first) cannot be mapped
so easily to the meaning of ‘sentiment’ as in this example. Since word embeddings are the outcome of unsupervised
trainings the resulting dimensions and their relations are unclear and unknown from a human perspective. What
is clear is that they reflect language syntax and semantics ‘in some way’. This ‘inherent knowledge’ of word
embeddings can extend the available training data in supervised classification systems. In other words: Word
embeddings as feature representations for classification purposes can somehow increase training data quantity by
adding their ‘inherent knowledge’ to the process.

feature representation word representation sentiment training sentiment prediction
bag-of-words ‘good’ [0, 1, 0, 0, 0, 0, 0, 0, 0, 0] 0

‘bad’ [0, 0, 0, 0, 0, 1, 0, 0, 0, 0] 1
‘great’ [0, 0, 0, 0, 0, 0, 1, 0, 0, 0] who knows?

word2vec ‘good’ [ 0.8, 0.1, 0.2, 0.3, 0.4, 0.5] 0
‘bad’ [-0.8, 0.1, 0.2, 0.1, 0.4, 0.5] 1
‘great’ [ 0.9, 0.1, 0.2, 0.4, 0.4, 0.5] very likely 0

Table 2: Comprehension example: Training of word sentiments with different feature representations

2.3.2 Pre-Trained Word Embedding Corpus

Distributed word embeddings in fact do need huge amounts of training data while they are created themselves.
When a ready-to-use corpus of pre-trained word embeddings is employed, these embeddings already cover language
dependencies and similarities learned from the corpus they were trained on beforehand. We used the pre-trained
German word embedding corpus from polyglot [1]. Polyglot is a natural language processing (NLP) library for
python. There are other word embedding corpora, for instance Google’s word2vec ?? (in English) or the GloVe
embeddings ??.

The German embeddings that we use (from polyglot) are trained on the German part of Wikipedia. Polyglot offers
other languages as well. Each embedding corpus covers the 100,000 most frequent words from the corresponding
Wikipedia corpus. These words cover 92 percent of the content of the German Wikipedia web page. The resulting
word embeddings have 64 dimensions. Each dimension is a floating point number. The polyglot word embeddings
do not just cover words but also punctuation tokens.

2.4 Sentence and Word Tokenization

In our case, the application and training data reflect different text items. The application data covers whole
speeches while the training data just consists of single sentences. To predict sentiment scores on sentence level we
use a sentence tokenizer for all parliamentary speeches (see figure 1). We use the sentence tokenizer provided by
polyglot. An alternative is the Natural Language Toolkit (NLTK) ?? which offers tokenizers on sentence and word
level as well.
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Sometimes language-dependent pre-processing steps have to be implemented even before the sentence tokenization
unit. In our case the Austrian variant of German comprises some academic titles that do not exist in Germany.
These titles followed by periods for abbreviation otherwise would have led to wrong sentence boundaries recognized
by polyglot. To avoid this we simply replaced some Austrian academic titles with the word ‘title’ (‘Titel’ in
German).

As soon as the application and training data is available as individual sentence strings the tokenization task
proceeds. All sentences need to be split into their single words (or ‘tokens’ if punctuation is considered as well).
For this step we also used the built-in word tokenizer of the polyglot library.

2.5 Pre-Processing

For building appropriate sentence embeddings (next section) it is crucial to retrieve many word embeddings per
sentence from the word embedding corpus. The lower the amount of matches of words per sentence with the
embedding corpus the worse the sentiment prediction accuracy gets. As said before our word embedding corpus
covers the 100,000 most frequent words of the German Wikipedia pages. The German language provides the ability
to produce new words by simply concatenating existing ones. This leads to a very high number of possible words
which obviously are not all covered within the 100,000 most frequent words of our embeddings.

Additionally our training data sources partly contain messy data. As described before, the training sentences are
sampled from several input sources. Due to an imperfect initial extraction of these sentences they encounter the
following problems:

• complete sentences written in upper case, e.g. titles of press releases

• unnatural words with hyphens because of surviving end of line hyphens

• unnatural compound words because of missing spaces between words originally separated by line breaks

While the German language has a lot of compound words, many of the compound words in our training dataset do
not exist in reality. To represent as much words per sentence as possible (by their corresponding word embedding),
our pre-processing unit comprises the following steps if a word is not present within the embedding corpus:

• lemmatization and stemming (to find words simply not covered in their conjugated form)

• lowering and capitalization (to find words written in upper case)

• complex substring mechanism (to find original words in unnatural compound words)

• replacement of numbers by # (2017 = ####) since polyglot treats number tokens like that

Some of these steps were applied in a nested manner. According to the initial counts our training dataset comprises
40,000 unique words (or more exactly: strings separated by blanks). After these pre-processing steps the number
dropped to about 30,000 unique words.

2.6 Sentence Embedding

To come from word to sentence embeddings we simply average all word embeddings related to a sentence. After
pre-processing the words (to achieve high word coverage), all embeddings for the pre-processed words are retrieved
from the embedding corpus. These (in our case) 64-dimensional word vectors are than averaged to build a 64-
dimensional sentence vector. This is a basic approach for building distributed sentence embeddings. It is possible
to build embeddings for entire documents (not just single sentences) as well. This averaging approach does not take
the ordering of words into account. There are further, more advanced techniques to build sentence or document
embeddings. We mention some of them in our conclusions section.
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2.7 Classification

When Mozetič et al. compare different sentiment analysis applications state that: “Apparently, there is a wide range
of machine learning algorithms used, and there is no consensus on which one to choose for the best performance.
Different studies use different datasets, focus on different use cases, and use incompatible evaluation measures.
There are additional factors with considerable impact on the performance, such as the natural language pre-
processing of tweets, and formation of appropriate features.” [26]

We use a neural network classifier to learn and predict sentiment. Our classifier is built with the python library
keras ??, runs 60 epochs and is configured as follows:

• one layer that takes 64 sentence input dimensions and maps them to 124 (rectangular activation function)

• one layer that maps 124 dimensions back to 64 (rectangular activation function)

• final layer that maps 64 dimensions down to 3 classes/buckets (softmax activation function)

• categorical cross-entropy loss function and adam optimizer

We also tested a dropout layer in-between that randomly sets 15% of the nodes to zero. These kinds of layers
help to prevent overfitting of a model. A model is overfitted if it performes very well on training examples but not
well on unseen test examples. However, our tests revealed that the accuracy for unseen test examples was better
without the dropout layer.

We apply 10-fold cross-validation for validating our classification model. This technique trains the model on 90 %
of the training data and evaluates it on the remaining (unseen) 10 %. This procedure is repeated ten times for ten
different splits.

2.8 Aggregation

Since our system is trained on sentence-level sentiment scores (and therefore classifies sentences) we need some
aggregation logic at the end of our pipeline. The simplest aggregation is to average all sentence-level sentiment
scores to build document-level (or speech-level in our case) scores. If there is additional meta data available that
describes the original documents (or speeches), such data can be very useful to both validate the model results and
get further insights into the application data.

Our application data comprises many additional fields regarding names, gender and ages of politicians, background
information for parties, topics, times and dates. These data items come from different sources and are stored in
different databases. We use Tableau ?? for merging these data items all together to the sentence level. Furthermore
we aggregate and visualize our sentiment scores by using built-in functions of Tableau. Some results of these
aggregations can be seen in section 4.

3 Evaluation

We evaluated our method in two different ways. The next section shows how our word embedding approach
compares to bag-of-words approaches by comparing the classifier accuracy measures precision and recall. The
section afterwards illustrates a validation of our approach according to hypotheses that our political scientists
defined prior to the implementation of our system.

3.1 Accuracy Measures on Training Data

Figure 2 shows the distribution of the average codings per sentence of our training data. The total number of
sentences is 20,000. The scale ranges from 0 (not negative) to 4 (very negative). The color-coded sections reflect
how we eventually split these training sentences into three buckets of an equal amount of training examples. The
grey areas reflect gaps (of width 0.5) which are not considered for training and testing. This decision is based on
the assumption that sentences classified as being near the border to the neighbor bucket are difficult to classify for
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both humans and machines. To have clear definitions what should be in a bucket are not, we trained and evaluated
our classification model without the sentences within these grey areas.

Figure 2: Negativity distribution of 20,600 training sentences from 0 (not negative) to 4 (very negative)

We actually tested four different bucketing settings. Two settings with two buckets and two settings with three
buckets. All settings have an equal number of training examples within each bucket. Therefore, no over-sampling
of specific buckets is needed. For each number of buckets two different settings are configured. One is without any
gaps and therefore uses the whole training data set. The other configuration removes all sentences within 0.5 broad
gap areas between the buckets. The accuracy results (precision and recall) for all four bucketing settings are shown
in table 3. The configuration which we finally used for applying our method to Austrian parliamentary speeches is
the setting in the last row of 3 and reflected by the distribution in 2.

number of buckets precision c1 precision c2 precision c3 recall c1 recall c2 recall c3 summary
2 73 72 68 76 68-76

2 (with gap) 82 82 83 81 81-83
3 69 54 63 68 54 64 54-69

3 (with gap) 75 65 68 74 67 68 65-75

Table 3: Precision and recall in percent for 2 and 3 buckets with or without gaps (see description)

To interpret the results from table 3 we refer to a statement from Socher et al. [37]: “Bag of words classifiers can
work well in longer documents by relying on a few words with strong sentiment like ‘awesome or ‘exhilarating’.
However, sentiment accuracies even for binary positive/negative classification for single sentences has not exceeded
80% for several years. For the more difficult multiclass case including a neutral class, accuracy is often below
60% for short messages on Twitter (Wang et al., 2012).” Therefore a bag-of-words approach for the three classes
positive/neutral/negative is often below 60% accuracy. The third row of table 3 reflects a three class approach
based on word embeddings. The classifier in the third row is trained and validated on sentences from the whole
distribution (without any gaps). Therefore the accuracy results of this row can be compared to the 60% reference
for bag-of-words classifiers. The only difference here is that the definition of our buckets is not as clear as positive
vs. neutral vs. negative, since we are working with a pure negativity scale. Our three buckets therefore are more
fine-grained: not/slightly negative vs. negative vs. very negative. These three classes are harder to distinguish
since changes on a negativity scale are not as obvious as changes from positive to neutral or from neutral to
negative. However, precision and recall for the two outer classes are all above 60% (see third row in table 3). Just
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the difficult middle class is 6% below that mark for both precision and recall. Therefore two out of three classes
of our distributed word embedding approach received a higher accuracy than the average bag-of-words modelling
approach even though our negativity range is harder to distinguish than a general sentiment range.

3.2 Hypotheses Validation on Application Data

Prior to our implementation of a supervised sentiment analysis system based on distributed word embeddings
the political scientists in our team defined several hypotheses which they wanted to validate against our final
classification results. We validated our approach against the following four hypotheses:

• Hypothesis 1: Debate speakers from government parties exhibit less negativity than debate speakers from
opposition parties.

• Hypothesis 2: The level of negativity/incivility in parliamentary debates has increased over time.

• Hypothesis 3: Parliamentary party group leaders are most likely to use negative/provocative statements,
followed by ordinary MPs. Cabinet members are least likely to use negative/provocative statements.

• Hypothesis 4: Urgent Question debates exhibit higher levels of negativity than other parliamentary debates.

We validate these hypotheses within the following section which covers a case study on negativity in Austrian
parliamentary speeches.

4 Case Study: Negativity in Austrian Parliamentary Speeches

We now illustrate the benefits of our proposed method by using it to analyze Austrian parliamentary speeches
from 1996 to 2013. What this data comprises is described in more detail in section 2.1. A quick summary: 56,000
speeches with 2.4 million sentences, 578 politicians and 7 political parties. We use our model, to investigate the set
of research questions defined in section 3.2. All diagrams of this section are created with Tableau [39].

4.1 Government vs. Opposition

Hypothesis 1: Debate speakers from government parties exhibit less negativity than debate speakers from opposition
parties.

Figures 3 to 6 show the average negativity level of five Austrian parties from 1996 to 2013. Two parties were
excluded from this analysis since there speeches just cover small periods of time. Figure 3 shows the two parties
that remained throughout the whole period on different sides of the government-opposition divide. The Peoples
Party (ÖVP) was always a government party, though as junior or senior partner in different coalitions. The Greens
remained always in opposition. The negativity of their speeches shows the expected pattern. The speeches of Green
Members of Parliament (MPs) on average constantly score higher on the negativity scale than the speeches of ÖVP
MPs. The trendline shown in the figure could also serve as a seperator for government vs. opposition state.

Figure 4 shows the Social Democratic Party (SP”O) and the Freedom Party (FP”O). What these two parties
have in common is that they switched from/to government/opposition back and forth. The line chart reflects this
pattern clearly. The FP”O starts in opposition (with a higher average level of negativity) while the SP”O starts
in government (with a lower negativity level). In the middle of the time axis there are about 6 years where both
parties simultaneously change their behavior, before going back to their prior level. This is exaclty the period of
time, where the FP”O switched to government and the SP”O switched to opposition.

Figure 5 shows all five parties (excluding two short-term parties) of the Austrian national parliament during the
investigated period of time. The figure shows the already mentioned four parties plus the orange-marked Alliance
for the Future of Austria (BZ”O). This party broke away from the FP”O in 2005. When the BZ”O appeared, it
directly went into the government for about 1.5 years without being elected before. This was a topic of discussion
among all remaining parties and explains why the orange line is even high during this short period of being in
government. If one would average the blue and the orange lines (back to one single blue FP”O line) the FP”O
would continue its negativity level from the beginning (slightly above the Greens).
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Figure 3: Negativity evolution of Austrian Greens and ”OVP from 1996 to 2013 (including trendline)

Figure 4: Negativity evolution of Austrian SP”O and FP”O from 1996 to 2013 (including trendline)

Figure 6 also shows all mentioned parties at once, including all the government coalitions for the years from 1996 to
2013. The changes for the blue and the red marked parties can be mapped clearly to their changes from opposition
to government. The overall trendline shows that opposition and government parties nearly can be seperated by
this line.

4.2 Overall Trend

Hypothesis 2: The level of negativity/incivility in parliamentary debates has increased over time.

This hyposeses is easy to validate by just looking at the increase of the trendline in figure 6.
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Figure 5: Negativity evolution of all Austrian parties from 1996 to 2013

Figure 6: Negativity evolution of all Austrian parties from 1996 to 2013 (including trendline)

4.3 Parliamentary Roles

Hypothesis 3: Parliamentary party group leaders are most likely to use negative/provocative statements, followed
by ordinary MPs. Cabinet members are least likely to use negative/provocative statements.

Figure 7 provides a fine-grained role differentiation: ministers, parliamentary group leaders, and ordinary MPs.
The time period from 1996 to 2013 covers five legislative terms (five elections) in the Austrian national parliament.
For every term (20st - 24th legislative period) the politicians who belong to one group are averaged. The pattern
which can be seen here is the expected one. Parliamentary party group leaders dole out stronger attacks than the
average Members of Parliament. Ministers furthermore tend to exhibit even more rhetorical restraint.
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Figure 7: Negativity by parliamentary role: Averages on cabinet, MP (Member of Parliament) and P-Lead (par-
liamentary party group leader) per legislative term

4.4 Urgent Questions

Hypothesis 4: Urgent Question debates exhibit higher levels of negativity than other parliamentary debates.

Figure 8 shows the average negativity level of ‘Urgent Questions’ compared to all other types of debates. The
averages are built for all five legislative terms. It is easily perceivable that the urgent questions always receive a
higher level of negativity in average than the other debate types.

Figure 8: Average negativity of ‘Urgent Questions’ compared to other debates per legislative term

4.5 Data Story

While we believe that the results of our case study are solid, we still want to conduct further analyses before
reaching out broadly to media. Nevertheless the drahtwarenhandlung, who is a supplier of data driven stories for
the ORF (Austrian broadcaster) has already published our preliminary results. As provider of data-journalistic
content they did present the findings and a description of the method behind it in an English [8] and a German
version [7].
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5 Conclusions

We presented a novel method for supervised sentiment analysis based on distributed word embeddings. The advan-
tage of this approach is that these types of embeddings inherently cover syntactic as well as semantic relationships
of natural language. While we achieved good accuracy results and validated hypotheses from political scientists
there are still some limitations of our evaluation and also some open issues for future work:

Pre-Processing: There are approaches to for handling the long compound words which are a characteristic of
the German language. One method to handle these long compound words is the translation of words that are not
present in the embedding corupus ‘unknown’ words into another language and the following translation of resulting
single words back to German [10]. The word pre-processing unit of our proposed pipeline could be extended
with such a logic to achieve better sentence embeddings by having a higher coverage of single word meanings
(embeddings).

Sentence/Document Embedding: The introduction of distributed word embeddings [25, 24] in 2013 had a
major impact on the field of natural language processing. Today, there are several approaches which build on the
concept of distributed embeddings for modelling documents. Many of modelling solutions are more sophisticated
than the concept of averaging ‘standarf’ word embeddings which we introduced in this paper. We used this basic
approach to introduce the concept of distributed word embeddings for supervised sentiment learning to social
scientists. Future work could compare the accuracy results of more sophisticated embedding approaches to our
current implemntation. One example of another distributed embedding technique are document embeddings built
according to the doc2vec approach [21]. Another option is to build and average ‘sentiment-specific’ word embeddings
[41] instead of standard ones. The decomposable attention model [31] introduces another very promising method
for document modelling. At the time of writing not all these approaches are suitable for German language. Parikh
et al.’s model for instance relies on the Stanford Natural Language Inference (SNLI) dataset [4] which currently is
just available for English.

Visualizaton: The last part of our proposed pipeline covers the aggregation and visualization of sentiment scores
according to different meta data variables. These meta data fields depend comprise additional structured infor-
mation extending the textual application data. Since our application data comprises many of these additional
structured data items, we could implement a more sophisticated text visualization tool for exploring the whole
dataset. There are many example publications that introduce advanced sentiment visualization tools [6, 12, 11]

Deployment: We plan to make our method implementation available as open source web application. Any research
community that is interested in predicting sentiment based on a supervised learning approach should be enabled
to do this with our tool. The feature set and language support of this future sentiment analysis web application
are not defined at the time of writing.
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