Modeling Sensors in Sim-to-Real: A Report

Mingyuan Chi
Department of Mathmatics. ETH Ziirich, Ziirich, Switzerland
minchi @student.ethz.ch

Abstract—This paper delves into the vital role of sensor mod-
eling in the Simulation-to-Reality (Sim2Real) transfer, crucial in
artificial intelligence and robotics. While Sim2Real offers safety
and cost benefits, it faces the reality gap” challenge due to
discrepancies between simulations and real-world conditions.

Focusing on sensors such as RGB cameras and depth sensors,
which are essential for real-world interaction, we review various
sensor models, their methodologies, and challenges. This paper
outlines the current state of sensor modeling in Sim2Real,
highlighting its significance and the need for precision. We
also explore future research directions to improve sensor model
accuracy and real-world applicability. The paper is structured
into three sections: an introduction to Sim2Real, a review of
sensor modeling, and a discussion on challenges and future
perspectives in sensor modeling within Sim2Real.

Index Terms—Sim2Real, Reinforcement Learning, Sensor
Modeling

I. INTRODUCTION

Training artificial intelligence systems or robots in real-
world environments poses potential dangers and incurs sig-
nificant expenses. Simulations offer a safer and more cost-
effective alternative, mitigating risks commonly associated
with real-world experiments. In scenarios where real-world
data is limited or challenging to collect, simulations provide
a viable means to generate the necessary data, thereby facil-
itating comprehensive training and testing. Sim2Real refers
to the process of transferring knowledge, skills, or models
developed in a simulated environment (Sim) to real-world
applications (Real). This approach bridges the gap between
theoretical models and practical, real-world utility. A primary
challenge in Sim2Real is the “reality gap,” characterized by
discrepancies between simulated and real-world conditions.
These discrepancies may arise from differences in physics,
sensor data, lighting, and other environmental factors. To
address the reality gap, techniques such as Domain Random-
ization are employed. This method introduces variability into
simulations to better approximate the unpredictability of the
real world, thereby enhancing the robustness of Sim2Real
transfers. [7] Another approach involves the use of high-
fidelity simulations, which strive to enhance the realism of
simulated environments. Improvements in physics modeling,
material properties, lighting, and sensor behavior aim to more
closely replicate real-world conditions. [2], [3], [5], [13], [24],
[25]

Developing models that exhibit generalizability and robust-
ness is also crucial. This includes implementing continuous
learning strategies and improving model architectures to en-
sure effective Sim2Real applications. [1]

Transitioning from the broader context of Sim2Real chal-
lenges, this paper narrows its focus to a critical component:

sensor modeling. Sensors, including RGB cameras and depth
cameras, are the primary means through which a policy
interacts with the real environment. Therefore, the precise
modeling of these sensors is essential in the Sim2Real pro-
cess. This paper aims to explore the complexities of sensor
modeling within the Sim2Real framework, underscoring its
importance and addressing the unique challenges it presents.
Our discussion will contribute to the understanding of how
sensor accuracy impacts the effectiveness of Sim2Real trans-
fer, thereby offering insights into optimizing sensor models
for real-world applications.
The structure of this article is as follows:

o Introduction to Sim2Real : The first section offers a
comprehensive introduction to the concept of Sim2Real.
It underscores the pivotal role of sensor modeling in
bridging the gap between simulated environments and
real-world applications, setting the stage for a deeper
exploration of the subject.

o Sensor Modeling in Sim2Real : The second section
provides an extensive review of various sensor mod-
els utilized in Sim2Real. It encompasses a range of
sensor types, including RGB cameras, depth sensors,
Inertial Measurement Units (IMUs), force sensors, and
encoders. This section aims to dissect the methodologies,
advantages, and limitations associated with each sensor
type, offering insights into their practical applications in
Sim2Real scenarios

o Challenges and Future Directions : The third section
is dedicated to summarizing the prevailing challenges in
sensor modeling within the Sim2Real context. It also
outlines potential future research directions, aiming to
address these challenges and enhance the efficacy of
sensor models. This section aims to stimulate further
research and development in the field, paving the way
for more sophisticated and reliable Sim2Real transitions.

II. REVIEW OF LITERATURE
A. RGB camera

RGB cameras, notable for their accessibility and affordabil-
ity, offer a high-density information format through pixels.
The standard approach, as Zhu et al. [32] illustrate, employs
a Convolutional Neural Network (CNN) to encode the RGB
stream from the camera, followed by a Long Short-Term
Memory (LSTM) network to model the signal sequence.

Inspired by the impressive capabilities of Neural Radiance
Fields (Nerf), Byravan [3] utilized NeRF to construct simula-
tion environments from short mobile phone videos. Although
it’s easy to take a video of 4 5 mintes, this process, involving



lengthy preprocessing with COLMAP! (3-4 hours) and NeRF
training (20 minutes on 8 V100 GPUs), is resource-intensive.
Additionally, it demands manual calibration of the NeRF
mesh with the real world and struggles with dynamic objects,
which are instead incorporated using the MuJoCo simulation
environment. Figure 1 detailed illustrates the whole pipeline
of this approach.
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Fig. 1. The overview of pieline from Paper [3]. A.First collect a video using
a generic phone, B. then use structure-from-motion software to label a subset
of they video with camera poses. C. Third, a NeRF is trained on the labeled
images, D. The image is rendered using the camera on the robot. E. And the
well-trained Nerf is used to extract scene geometry as a mesh. F. Combine
the rendered scene, mesh and dynamic objects together
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Expanding upon the Neural Radiance Fields (NeRF) con-
cept, Yang [28] introduced an innovative approach using
voxel rendering, as opposed to traditional mesh rendering,
to enhance memory efficiency and facilitate the handling
of dynamic objects. In this methodology, a hypernetwork is
employed to generate voxel-based representations for each
dynamic actor within the simulated environment. This tech-
nique effectively manages the complexities of dynamic scene
rendering, balancing detail and computational load.

To provide a clearer depiction of this technique, Figure 2
illustrates the voxel rendering process. As shown, the 3D
scene is bifurcated into a static background (grey) and a
set of dynamic actors (red). The static scene is represented
through a sparse feature-grid, while the hypernetwork dy-
namically generates the voxel representation for each actor.
This representation leverages a learnable latent space, and the
scene is subsequently brought to life via neural rendering. This
innovative approach, as visualized in the figure, underscores
the efficiency and adaptability of voxel rendering in complex,
dynamic environments.

Beyond environment creation, some research, like
Yang’s [29], focuses on generating realistic training images.
This method involves a Surface element (Surfel)> GAN to
transform surfel-rendered images into realistic RGB camera
images, as described in Equation 1:

Surfel GAN

Image(from Surfels) ° < Images(from RGB cam) (1)

Although the surfel method can generate a more realistic
dataset, it still suffers from problems like. a) Surfel GAN is
unable to recover from broken geometry, b) Places where
surfel map does not cover will cause Hallucination.

Addressing dataset augmentation, Lim, et al. [15] focus
on Planar Robot Casting (RPC) problem, combining both

I!COLMAP is a general-purpose Structure-from-Motion (SfM) and Multi-
View Stereo (MVS) pipeline

2A surfel is a small, oriented disk used to represent a portion of a 3D
surface
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Fig. 2. Overview of the approach in Paper [28]. The 3D scene is divided
into a static background (grey) and a set of dynamic actors (red). The static
scene is modeled with a sparse feature-grid, and a hypernetwork is utilized to
generate the representation of each actor from a learnable latent. The neural
feature description is then produced through neural rendering.

the simulation data and reality data as a large dataset to
train the policy. It first lets the robot randomly interact
with the environment to collect the reality dataset Dypy =
{random real interaction}. Then they sample a subset of the
reality dataset to tune the robot parameters in the simulation
Osim = argmin(Sreal, Ssim,9). Third, they let the robot to ran-

domly inteﬁact with environment in the simulation to get the
simulation result Dyg;,, = {random sim interaction}. Then,
they use the combined dataset to train the policy to obtain
a better result 7 = Model(weighted combine(Dphy, Dsim))-
However, Their work is hard to extend to 3D and inherent
uncertainty about static and dynamic friction.

B. Depth Sensor

Depth cameras, such as LiDAR, are instrumental in con-
verting 2D RGB images to 3D spatial representations. Li-
DAR, leveraging laser time delay for distance measurement,
is known for its reliability and precision, making it a popu-
lar choice in autonomous driving and robotics. Additionally,
structured light methods, utilized in products like Kinect,
Zed Camera, and Real Sense, offer alternative depth-sensing
techniques. They are more flexible and accessible than LiDAR.

Although the depth from LiDAR is accurate compared to
the structure light method, it still suffers from phenomena
like a) Unretruned pulse because of fast amplitude decay %,
b) Multiple echos caused by multiple surfaces, ¢) Spurious
returns caused by beam divergence, d) Noisy points caused
by ambiguity in waveform peak, and so on. Some work [18]
uses methods like drop points, add points, spurious points,
and noise points to bridge the reality gap in the simulation.
Similarly, other work [6] use a Gaussian additive model and
Bernoulli distribution approximation to model the noise model
and point dropout. Their parameters are obtained through
Equation 2 and Equation 4. And the parameters are assumed
to obey the quadratic polynomial fit 35
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where k1 — kg and p; —pb6 are obtained by least squares fitting.
d is the distance to the origin and « is the angle with forward
axis. o is the deviation and p, is the Bernoulli distribution
parameter. np;, np, are the theor etical/observed number of
points.

Similar to SurfelGAN [29], CycleGAN is also used to
generate more realistic simulation data [20]. It considers the
problem from real LiDAR data to simulation LiDAR data
as an image-to-image translation, therefore, it’s viable to
use a CycleGAN to learn this translation. Furthermore, not
only CycleGAN could be used to do the data augmentation,
Neural Style Transfer model could used to augment the dataset
from simulation. Sallab [21] provides a general framework to
augment the LiDAR dataset with different methods including
CycleGAN and NST. The overall architecture could be ab-
stracted as Equation 6

Realistic = G(Simulation, Real) (6)

where the G could be CycleGAN in former work [20], and G
is either CycleGAN or NST in latter work [21].

Apart from LiDAR, Kinect is also a typical choice for depth
sensors. Mallick gives a detailed study on the noise model of
Kinect [17]. And they also categorize the noise in the Kinect
into three main classes, namely, spatial noise, temporal noise,
and inference noise.

Chang [4] focuses on the DRC Plug task. Based on the
Kinect RGBD image, they could restore the 3D position
of the robotic arm. For the real world, they use a visual
servoing approach, which uses the reverse Jacobian of the
difference between PRE-INSERT frame and the “cable_tip”
frame, to align the cable-tip pose with the socket pose. After
each iteration, they will use the reality result to update the
parameters in the simulation process, to be specific to the
stiffness and damping matrix in the kinematics Equation 7.

argmin|| Mg+ Cq+ G+ J fe + Kq+ Dq—7|| (7
K,D

where, K, D are the stiffness and damping matrix which are
parameters for the simulation. M, C', G are matrices for inertia,
centrifugal, Coriolis forces, and gravitational forces or torques.
Therefore, their method is a closed loop for simulation and
reality trials.

Tong [26] focus on the Deformable Linear Objects problem.
In the experiment, they use the Realsense camera to capture
the 3D position of nodes on the linear object. Based on the
geometry of the linear object and the target pattern, a policy
network is trained in simulation and then is deployed to the
real robot.

C. Inertial Measurement Unit

The Inertial Measurement Unit (IMU), primarily used for
measuring acceleration, is often integrated with other sensors

like encoders and RGBD sensors rather than being used
standalone. Unlike RGBD sensors, IMUs generate signals at
a significantly higher frequency, posing challenges in syn-
chronizing these asynchronous signals, a topic still open for
research.

A straightforward approach is to sample IMU signals at
a specific frequency f, as explored by Iscen et al. [12].
They suggest directly feeding these sampled signals into the
policy network and coupling them with motor position data
for input to a Proportional-Derivative (PD) controller, thereby
stabilizing the output.

In terms of signal processing, Gu [9] applies a Butterworth
low-pass filter with a 15 Hz cutoff frequency to IMU data
for denoising and outlier removal, with the IMU sampling
frequency set at 30 Hz. Subsequently, a Long Short-Term
Memory (LSTM) controller is employed to interpret these
time-sequenced signals.

Further, Imai et al. [11] adopt a multi-modal policy network,
integrating inputs from RGB video, 4D IMU data (capturing
roll and pitch angles and angular velocities), 12D robot joint
rotation, and 12D of the last executed action. They address
the asynchrony issue using a visual observation buffer and
implement a Multi-Modal Delay Randomization (MMDR)
technique to enhance Sim2Real transfer.

Principal Component Analysis (PCA) offers another method
for interpreting IMU data, as demonstrated by Weerakoon et
al. [27], who focus on trajectory navigation. By analyzing
the first two principal components of IMU data, they extract
surface-level vibration information. Additionally, they employ
a Dynamic Window Approach (DWA) to penalize velocities
and prevent robot flip-overs.

Lastly, IMUs can provide vital heading information, par-
ticularly when combined with Real-Time Kinematic (RTK)
GPS for precise localization. Zhang et al. [30] utilize an
Extended Kalman Filter for velocity estimation in this setup.
This facilitates the calculation of error states relative to a
target reference trajectory, which can then be fed into a Model
Predictive Control (MPC) controller for enhanced navigational
accuracy.

D. Force Sensor

In their comprehensive review, Luo et al. [16] delineate the
primary categories of force sensors utilized in robotic appli-
cations, classifying them into three distinct groups: single-
point contact sensors, tactile sensor arrays, and optical tactile
sensors. Single-point contact sensors, exemplified by devices
such as the ATI Nano and biomimetic whiskers, are char-
acterized by their high precision in measuring contact force
and vibration, albeit limited to a singular point of contact. In
contrast, tactile sensor arrays, which include technologies like
fiber optics, MEMS-based barometers, and DigiTacts, trade-off
precision for broader measurement capabilities. Optical tactile
sensors, a burgeoning field of research, combine accuracy with
high-density measurement capabilities, with notable examples
including GelSight, GelTip, TacTip, and DIGIT.

The traditional way to model the tactile array is to use
a numerical approach [14]. A jacobian could be calculated



according to the tactile pattern signal from the tactile array.
Different patterns correspond to different Jacobian. Figure [?]
gives some examples of this. Then inverse of Jacobian could
be fed backward to the controller system. The pipeline is
numerical robust and fast. However, it’s coarse and limited
to specific contact configurations.
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Fig. 3. The Inverse Jacobian Example for Tactile Array

In the context of specialized shape sensors like the Syn-
Touch BioTach, Narang et al. [19] employs Two Variational
Auto Encoders structure for modeling. The first autoencoder
encodes the mesh deformation m; € R**3 from simulation
into a latent space z,, € R'2%, And the second one will encode
the electrode signals e; € R from the sensor into another
latent space z,, € R®. Then two Fully Connected Networks
are used to bridge the two latent spaces.

As for optical tactile, a simple deformation-rendering model
can be used to describe how the GelSight work [8]. In
this work, they first generate a Rough elastomer heightmap
according to the contact region. Secondly, Gaussian filtering
is applied to simulate the strain of the membrane. Finally, a
simulation image could be rendered using Phong’s model. The
pipeline is expressed compactly in Equation 8.

RGB = Phong(GF(Hheight map)) ®)

While this method is both rapid and robust in generating tac-
tile sensor data, it is important to note that the rough elastomer
heightmap, Gaussian filtering, and Phong’s model collectively
offer only an approximate representation. This approximation
may lead to inaccuracies in the model, particularly in contexts
where fine details of tactile interaction are crucial. To provide
a clearer understanding of this process, Figure 4 illustrates the
rendering pipeline as per Equation 8.

To better visualize the Equation 8, Figure 4 is shown here.

The Finite Element Method provide a more precise mod-
eling approach. Several studies have focused on bridging the
gap between FEM simulation and Real-world indentations.

Sferrazza [23] directly utilize the simulation force distri-
bution from FEM to train the model. Anothor significant
work [22] combine the optical flow from FEM simulation with
force distribution as a training dataset.

For specific tasks like determing the in-hand pose of tubar
objects, Zhao [31] employs an AngleNet to extract the angle
of the tubar from the image provided by DIGIT force sensor.
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Fig. 4. The two steps of Equation 8. First elastomer heightmap is first
approximated from the depth camera. Then, the image is smoothed using
Gaussian filter and rendered utilizing Phong’s illumination model.

The parameters of AngleNet are trained thourgh the simula-
tion process in Gazebo. To enhance the corelation between
simulated and real-world data, a CycleGAN-like architecture
”CTF-CycleGAN” is utilized for transforming the simulated
images into more realistic representations.

E. Encoders

Normally, encoders are electrical sensors inside the motor
that turn the angular velocity or torque into electrical data.
They have been widely used to get feedback since the early
years. In most cases, encoders are used with other sensors like
IMU and RGBD cameras. Unfortunately, there are only a few
studies in modeling the encoders in the simulation.

In the simulation framework NeuronGym [10], the encoders
are modeled using Gaussian noise model 9

@i(t) = wi(t) +n®n® ~ N(pie, oe) ©

where p. and o. are the mean and standard deviation of
the measurement noise.

III. CONCLUSION

In this paper, we have explored the critical importance of
sensor modeling in the Sim2Real process, highlighting its
benefits for safety, cost-effectiveness, and data availability in
Al and robotics.

Our focused examination of sensor models, especially RGB
cameras, depth sensors, IMU, force sensors, and encoders,
revealed their significance in accurately bridging the gap
between simulated and real environments.

From the studies, we found that,

e There are not many works modeling the encoders in

sim2real.

¢ CycleGAN is widely used for learning the transition from

simulation data to real-world data.

Therefore, future research in Sim2Real is encouraged to
cover a wider range of sensors like encoders. Moreover,



the

robustness of the model is also an open topic. The

advancements in this field will be instrumental in furthering
the capabilities and efficiency of Al and robotic systems in
real-world scenarios.
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