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Zama is a cryptography company providing
open source homomorphic encryption solutions

for blockchain and AI.
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Security
breaches

Source: https://www.verizon.com/business/resources/reports/dbir/

https://www.verizon.com/business/resources/reports/dbir/


Data is encrypted only during the transport
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With FHE, the data remains encrypted
during processing
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Typical use cases where privacy is needed

Government Biometrics Finance
Digitalize government

services without trusting
cloud providers

Authenticate users
without revealing their

real identities

Enable confidential
credit scoring, dark

pools and more

Healthcare Advertising Defense
Enable private AI
diagnostics and

collaborative R&D

Match privacy-preserving
ad based on

encrypted profiles

Collaborate between
agencies without
revealing secrets
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Libraries
Everything is available on Zama’s Github repo: zama-ai

Free for research and prototype
Our libraries are free for research and prototype. It’s only when used in commercial
products that licenses change

Bounties
We encourage people to showcase some use-cases with our  Bounty Program:
github.com/zama-ai/bounty-and-grant-program

Demos
We show our own examples, including on our Hugging Face: zama-fhe

Ecosystem
We build an ecosystem around FHE, by helping companies and granting them. Also we
co-build fhe.org

Community support
We offer free support to users on Discord: discord.com/invite/fhe-org

We are open-source
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https://github.com/zama-ai
https://github.com/zama-ai/bounty-and-grant-program
https://huggingface.co/zama-fhe
https://fhe.org/
https://discord.com/invite/fhe-org


Image filtering as a demo

https://huggingface.co/spaces/zama-fhe/encrypted_image_filtering
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https://huggingface.co/spaces/zama-fhe/encrypted_image_filtering


Tree-Based ModelsTree-Based ModelsLinear ModelsLinear Models Neural NetworksNeural Networks

DataframesDataframesLarge Language ModelsLarge Language Models

Collaborative computeCollaborative compute

Confidential trainingConfidential training

Model IP protectionModel IP protection

Concrete ML
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Our APIs are already familiar
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FHE is getting faster and faster
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Concrete ML Other FHE MPC
(multi party computation)

TEEs
(trusted execution environment)

Models supported

Layers supported

Performance

Computation result

Hardware acceleration

Developer experience

Security

Comparison with other PETs
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Concrete ML Other FHE MPC
(multi party computation)

TEEs
(trusted execution environment)

Models supported

Anything
Layers supported

Performance Fast

Computation result Exact

Hardware acceleration Yes

Developer experience Medium

Security
Prone to side channel

attacks

Comparison with other PETs
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Concrete ML Other FHE MPC
(multi party computation)

TEEs
(trusted execution environment)

Models supported Limited due to
large

communication
Anything

Layers supported

Performance Fast Fast

Computation result Exact Exact

Hardware acceleration No Yes

Developer experience Hard Medium

Security
Nodes can collude
to reveal the data

Prone to side channel
attacks

Comparison with other PETs
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Concrete ML Other FHE MPC
(multi party computation)

TEEs
(trusted execution environment)

Models supported Limited depth Limited due to
large

communication
Anything

Layers supported
Basic support for
non-linear layers

Performance
Medium to fast

depending on the
model

Fast Fast

Computation result Approximate Exact Exact

Hardware acceleration Yes No Yes

Developer experience Hard Hard Medium

Security No known attack
Nodes can collude
to reveal the data

Prone to side channel
attacks

Comparison with other PETs
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Concrete ML Other FHE MPC
(multi party computation)

TEEs
(trusted execution environment)

Models supported

Anything

Limited depth Limited due to
large

communication
Anything

Layers supported
Basic support for
non-linear layers

Performance
Medium to fast

depending on the model*

Medium to fast
depending on the

model
Fast Fast

Computation result Exact and Approximate Approximate Exact Exact

Hardware acceleration Yes Yes No Yes

Developer experience Simple Hard Hard Medium

Security No known attack No known attack
Nodes can collude
to reveal the data

Prone to side channel
attacks

Comparison with other PETs

*ASIC acceleration for Concrete ML will be available in 2025 and offer up to 1000x speedup
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Thank you.



Contact
and Links zama.ai

github.com/zama-ai

community.zama.ai/

discord.fhe.org

benoit.chevalliermames@zama.ai
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https://www.zama.ai/
https://github.com/zama-ai
https://zama.ai/community
https://zama.ai/community
https://zama.ai/community

