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Preface

Audience

This guide contains information about configuring, and running Oracle GoldenGate for
Big Data to extend the capabilities of Oracle GoldenGate instances.

e Audience (page xiv)
*  Documentation Accessibility (page xiv)
* Related Information (page xiv)

e Conventions (page xv)

This guide is intended for system administrators who are configuring and running
Oracle GoldenGate for Big Data.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at ht t p: // www. or acl e. cont pl s/t opi ¢/ | ookup?
ct x=accé& d=docacc.

Accessible Access to Oracle Support

Oracle customers who have purchased support have access to electronic support
through My Oracle Support. For information, visit htt p: // ww. or acl e. coni pl s/ t opi ¢/
| ookup?ct x=acc& d=i nf o or visit ht t p: / / ww. or acl e. con pl s/t opi ¢/ | ookup?

ctx=acc&i d=trs if you are hearing impaired.
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Additional Oracle GoldenGate information, including best practices, articles, and

solutions, is found at:

Oracle GoldenGate A-Team Chronicles

Conventions

The following text conventions are used in this document:

ORACLE

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated
with an action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for
which you supply particular values.

monospace Monospace type indicates commands within a paragraph, URLSs, code

in examples, text that appears on the screen, or text that you enter.
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Introduction to GoldenGate for Big Data

This chapter provides an introduction to Oracle GoldenGate for Big Data concepts and
features. It includes how to verify and set up the environment, use it with Replicat,
logging data, and other configuration details. It contains the following sections:
Topics:

e Introduction (page 1-1)

e Understanding What is Supported (page 1-1)

e Setting Up Oracle GoldenGate for Big Data (page 1-9)
e Configuring GoldenGate for Big Data (page 1-10)

1.1 Introduction

The Oracle GoldenGate for Big Data integrations run as pluggable functionality into
the Oracle GoldenGate Java Delivery framework, also referred to as the Java
Adapters framework. This functionality extends the Java Delivery functionality. Oracle
recommends that you review the Java Delivery description in the Delivering Java
Messages.

1.2 Understanding What is Supported

Oracle GoldenGate for Big Data supports specific configurations, the handlers are
compatible with clearly defined software versions, and there are many support topics.
This section provides all of the relevant support information.

Topics:

»  Verifying Certification and System Requirements (page 1-1)
e Understanding Handler Compatibility (page 1-2)

* What are the Additional Support Considerations? (page 1-6)

1.2.1 Verifying Certification and System Requirements

ORACLE

Make sure that you are installing your product on a supported hardware or software
configuration. For more information, see the certification document for your release on
the Oracle Fusion Middleware Supported System Configurations page.

Oracle has tested and verified the performance of your product on all certified systems
and environments; whenever new certifications occur, they are added to the proper
certification document right away. New certifications can occur at any time, and for this
reason the certification documents are kept outside of the documentation libraries and
are available on Oracle Technology Network.
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Chapter 1
Understanding What is Supported

1.2.2 Understanding Handler Compatibility

This section describes how each of the Oracle GoldenGate for Big Data Handlers are
compatible with the various data collections including distributions, database releases,
and drivers.

Topics:

e Cassandra Handler (page 1-2)

e Flume Handler (page 1-2)

e Elasticsearch Handler (page 1-3)

e HBase Handler (page 1-3)

e HDFS Handler (page 1-4)

e JBDC Handler (page 1-5)

« Kafka and Kafka Connect Handlers (page 1-5)
e Kinesis Streams Handler (page 1-6)

e MongoDB Handler (page 1-6)

1.2.2.1 Cassandra Handler

The Cassandra Handler uses the Datastax 3.1.0 Java Driver for Apache Cassandra.
This driver streams change data capture from a source trail file into the corresponding
tables in the Cassandra database.

The Cassandra Handler is designed to work with the following versions :

Distribution Version

Apache Cassandra 1.2
2.0
2.1
2.2
3.x

Datastax Enterprise Cassandra 3.2
4.0
4.5
4.6
4.7
4.8

1.2.2.2 Flume Handler

ORACLE

The Oracle GoldenGate for Big Data Flume Handler works with the Apache Flume
versions 1.6.x, 1.5.x, 1.4.x, and 2.8.0. Compatibility with versions of Flume before
1.4.0 is not guaranteed.

The Flume Handler is compatible with the following versions:
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Distribution Version
Distribution: Apache Flume Version: 1.7.x, 1.6.x, 1.5.x, and 1.4.x
Hortonworks Data Platform (HDP) HDP 2.6 (Flume 1.5.2)

HDP 2.5 (Flume 1.5.2)
HDP 2.4 (Flume 1.5.2)
HDP 2.3 (Flume 1.5.2)
HDP 2.2 (Flume 1.5.2)
HDP 2.1 (Flume 1.4.0)

Cloudera Distribution Including Apache CDH 5.11x (Flume 1.6.0)
Hadoop (CDH) CDH 5.10x (Flume 1.6.0)
CDH 5.9.x (Flume 1.6.0)
CDH 5.8.x (Flume 1.6.0)
CDH 5.7.x (Flume 1.6.0)
CDH 5.6.x (Flume 1.6.0)
CDH 5.5.x (Flume 1.6.0)
CDH 5.4.x (Flume 1.5.0)
CDH 5.3.x (Flume 1.5.0)
CDH 5.2.x (Flume 1.5.0)
CDH 5.1.x (Flume 1.5.0)

1.2.2.3 Elasticsearch Handler

The Elasticsearch Handler is designed to work with the following versions :

Distribution Version

Elasticsearch 2.X -2.0.X
-2.1.X
-2.2X
-2.3.X
-2.4.X
Elasticsearch 5.X -5.0.X
-5.1.X
-5.2.X

1.2.2.4 HBase Handler

Cloudera HBase 5.4.x and later did not fully adopt the Apache HBase 1.0.0 client
interface so it is not fully in sync with the Apache HBase code line to provide reverse
compatibility in that HBase client interface. This means that Cloudera HBase broke
binary compatibility with the new HBase 1.0.0 interface resulting in NoSuchMet hodEr r or
when integrating with the Oracle GoldenGate for Big Data HBase Handler. This can be
solved one of the following two ways:

*  Configure the HBase Handler to use the 0.98.x HBase interface by setting the
HBase Handler configuration property, hBase98Conpat i bl e, to tr ue.

» Alternatively, you can use the Apache HBase client libraries when connecting to
CDH 5.4.x and later HBase.
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The Cloudera HBase compatibility issue is solved by dynamically using Java
Reflection. You can use Oracle GoldenGate 12.3.1.1.0 or later to stream data to
HBase in Cloudera CDH 5.4.x and later, You simply leave the hBase98Canpati bility
property unset or set to f al se, which uses the newer HBase 1.0 interface.

The HBase Handler is designed to work with the following:

Distribution Version

Apache HBase 0.98.x and 0.96.x when you set the
hBase98Conpat i bl e property to true

1.2.x, 1.1.x and 1.0.x

Hortonworks Data Platform (HDP) HDP 2.6 (HBase 1.1.2)
HDP 2.5 (HBase 1.1.2)
HDP 2.4 (HBase 1.1.2)
HDP 2.3 (HBase 1.1.1)
HDP 2.2 (HBase 0.98.4) when you set the
hBase98Conpat i bl e property to t r ue.
Cloudera Distribution Including Apache CDH 5.11.x (HBase 1.2.0)
Hadoop (CDH) CDH 5.10.x (HBase 1.2.0)
CDH 5.9.x (HBase 1.2.0)
CDH 5.8.x (HBase 1.2.0) .
CDH 5.7.x (HBase 1.2.0).
CDH 5.6.x (HBase 1.0.0).
CDH 5.5.x (HBase 1.0.0).
CDH 5.4.x (HBase 1.0.0).

CDH 5.3.x (HBase 0.98.6) when you set the
hBase98Conpat i bl e property to t r ue.

CDH 5.2.x (HBase 0.98.6) when you set the
hBase98Conpat i bl e property to t r ue.

CDH 5.1.x (HBase 9.98.1) when you set the
hBase98Conpat i bl e property to t r ue.

1.2.2.5 HDFS Handler

The HDFS Handler is designed to work with the following versions :

Distribution Version

Apache Hadoop 2.8.x
2.7.x
2.6.0
2.5.x
2.4.x
2.3.0
2.2.0
3.0.0-alpha
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Distribution Version

Hortonworks Data Platform (HDP) HDP 2.6 (HDFS 2.7.3)
HDP 2.5 (HDFS 2.7.3)
HDP 2.4 (HDFS 2.7.1)
HDP 2.3 (HDFS 2.7.1)
HDP 2.2 (HDFS 2.6.0)
HDP 2.1 (HDFS 2.4.0)

Cloudera Distribution Include Apache = CDH 5.11.x (HDFS 2.6.0)

Hadoop (CDH) CDH 5.10.x (HDFS 2.6.0)
CDH 5.9.x (HDFS 2.6.0)
CDH 5.8.x (HDFS 2.6.0)
CDH 5.7.x (HDFS 2.6.0)
CDH 5.6.x (HDFS 2.6.0)
CDH 5.5.x (HDFS 2.6.0)
CDH 5.4.x (HDFS 2.6.0)
CDH 5.3.x (HDFS 2.5.0)
CDH 5.2.x (HDFS 2.5.0)
CDH 5.1.x (HDFS 2.3.0)

1.2.2.6 JBDC Handler

The JDBC handler internally uses generic JDBC API. Although it should be compliant
with any JDBC complaint database driver we have certified the JDBC handler against

t

he following targets:

Oracle Database target using Oracle JDBC driver.
MySQL Database target using MySQL JDBC driver.
IBM Netezza target using Netezza JDBC driver.
Amazon Redshift target using Redshift JDBC driver.

Greenplum target using the Oracle branded DataDirect Greenplum JDBC driver.
Contact Oracle support for the branded JDBC driver files.

1.2.2.7 Kafka and Kafka Connect Handlers

These handlers are not compatible with Kafka version 8.2.2.2 and later.

ORACLE

These handlers are designed to work with the following:

Distribution Version

Apache Kafka 0.11.0.x
0.10.2.x
0.10.1.x
0.10.0.x
0.9.0.x
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Distribution Version

Hortonworks Data Platform (HDP) HDP 2.6 (Kafka 0.10.1.2)
HDP 2.5 (Kafka 0.10.0)
HDP 2.4 (Kafka 0.9.0)

Cloudera Distribution Including Apache Cloudera Distribution of Apache Kafka 2.1.x (Kafka

Hadoop (CDH) does not currently 0.10.0.0)

include Kafka. Cloudera currently Cloudera Distribution of Apache Kafka 2.0.x (Kafka
distributes Kafka separately as 0.9.0.0)

Cloudera Distribution of Apache Kafka

Confluent Platform 3.2.x (Kafka 0.10.2.x)

3.1.x (Kafka 0.10.1.x)
3.0.x (Kafka 0.10.0.x)
2.0.0 (Kafka 0.9.0.0)

1.2.2.8 Kinesis Streams Handler

The Kinesis Streams Handler is hosted on the Amazon cloud so does not have a
public version. The assumption is that compatibility to Kinesis is assured as long as
compatibility to the Amazon Software Development Kit (SDK) is maintained. The
Kinesis Streams Handler was developed using the 1.11.x version of the Amazon SDK.

1.2.2.9 MongoDB Handler

The MongoDB handler uses the native Java driver version 3.2.2. It is compatible with
the following MongoDB versions:

e MongoDB 2.4
*  MongoDB 2.6
*  MongoDB 3.0
*  MongoDB 3.2
e MongoDB 3.4

1.2.3 What are the Additional Support Considerations?

ORACLE

This section describes additional Oracle GoldenGate for Big Data Handlers additional
support considerations.

Pluggable Formatters—Support
The handlers support the Pluggable Formatters as described in Using the Pluggable
Formatters (page 13-1) as follows:

* The HDFS Handler supports all of the pluggable handlers .

»  Pluggable formatters are not applicable to the HBase Handler. Data is streamed
to HBase using the proprietary HBase client interface.

*  The Flume Handler supports all of the pluggable handlers described in Using the
Pluggable Formatters (page 13-1).

1-6



Chapter 1
Understanding What is Supported

» The Kafka Handler supports all of the pluggable handlers described in Using the
Pluggable Formatters (page 13-1).

* The Kafka Connect Handler does not support pluggable formatters. You can
convert data to JSON or Avro using Kafka Connect data converters.

* The Kinesis Streams Handler supports all of the pluggable handlers described in
Using the Pluggable Formatters (page 13-1).

* The Cassandra, MongoDB, and JDBC Handlers do not use a pluggable formatter.

Avro Formatter—Improved Support for Binary Source Data

In previous releases, the Avro Formatter did not support the Avro bytes data type.
Binary data was instead converted to Base64 and persisted in Avro messages as a
field with a string data type. This required an additional conversion step to convert the
data from Base64 back to binary.

The Avro Formatter now can identify binary source fields that will be mapped into an
Avro bytes field and the original byte stream from the source trail file will be
propagated to the corresponding Avro messages without conversion to Base64.

Avro Formatter—Generic Wrapper

The schema_hash field was changed to the schema_fingerprint field. The
schema_fingerprint is along and is generated using the par si ngFi nger pri nt 64( Schenma
s) method on the or g. apache. avr 0. SchenaNor mal i zat i on class. This identifier provides
better traceability from the Generic Wrapper Message back to the Avro schema that is
used to generate the Avro payload message contained in the Generic Wrapper
Message.

JSON Formatter—Row Modeled Data

The JSON formatter supports row modeled data in addition to operation modeled
data.. Row modeled data includes the after image data for insert operations, the after
image data for update operations, the before image data for delete operations, and
special handling for primary key updates.

Java Delivery Using Extract

Java Delivery using Extract is not supported and was deprecated in this release.
Support for Java Delivery is only supported using the Replicat process. Replicat
provides better performance, better support for checkpointing, and better control of
transaction grouping.

Kafka Handler—Versions

Support for Kafka versions 0.8.2.2, 0.8.2.1, and 0.8.2.0 was discontinued. This
allowed the implementation of the flush call on the Kafka producer, which provides
better support for flow control and checkpointing.

HDFS Handler—File Creation

A new feature was added to the HDFS Handler so that you can use Extract, Load,
Transform (ELT). The new gg. handl er . name. openNext Fi | eAt Rol | =t r ue property was
added to create new files immediately when the previous file is closed. The new file
appears in the HDFS directory immediately after the previous file stream is closed.
This feature does not work when writing HDFS files in Avro Object Container File
(OCF) format or sequence file format.
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MongoDB Handler—Support

The handler can only replicate unique rows from source table. If a source table
has no primary key defined and has duplicate rows, replicating the duplicate rows
to the MongoDB target results in a duplicate key error and the Replicat process
abends.

Missed updates and deletes are undetected so are ignored.
Untested with sharded collections.

Only supports date and time data types with millisecond precision. These values
from a trail with microseconds or nanoseconds precision are truncated to
millisecond precision.

The dat et i me data type with ti mezone in the trail is not supported.

A maximum BSON document size of 16 MB. If the trail record size exceeds this
limit, the handler cannot replicate the record.

No DDL propagation.

No truncate operation.

JDBC Handler—Support

The JDBC handler uses the generic JDBC API, which means any target database
with a JDBC driver implementation should be able to use this handler. There are a
myriad of different databases that support the JDBC API and Oracle cannot certify
the JDBC Handler for all targets. Oracle has certified the JDBC Handler for the
following RDBMS targets:

Oracle
MySQL
Netezza
Redshift
Greenplum

The handler supports Replicat using the REPERROR and HANDLECOLLI SI ONS
parameters, see Reference for Oracle GoldenGate for Windows and UNIX.

The database metadata retrieved through the Redshift JDBC driver has known
constraints, see Release Notes for Oracle GoldenGate for Big Data.

Redshift target table names in the Replicat parameter file must be in lower case
and double quoted. For example:

MAP Sour ceSchema. SourceTabl e, target “public”.”targetable”;
DDL operations are ignored by default and are logged with a WARN level.

Coordinated Replicat is a multithreaded process that applies transactions in
parallel instead of serially. Each thread handles all of the filtering, mapping,
conversion, SQL construction, and error handling for its assigned workload. A
coordinator thread coordinates transactions across threads to account for
dependencies. It ensures that DML is applied in a synchronized manner
preventing certain DMLs from occurring on the same object at the same time due
to row locking, block locking, or table locking issues based on database specific
rules. If there are database locking issue, then Coordinated Replicat performance
can be extremely slow or pauses, see Administering Oracle GoldenGate for
Windows and UNIX
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Delimited Formatter—Limitation

Handlers configured to generate delimited formatter output only allows single
character delimiter fields. If your delimiter field length is greater than one character,
then the handler displays an error message similar to the following and Replicat
abends.

oracl e. gol dengate. util.ConfigException: Deliniter Iength cannot be nore than one
character. Found delimter [|]]

1.3 Setting Up Oracle GoldenGate for Big Data

The various tasks that you need to preform to set up Oracle GoldenGate for Big Data
integrations with Big Data targets.

Topics:

e Java Environment Setup (page 1-9)
e Properties Files (page 1-9)

e Transaction Grouping (page 1-10)

1.3.1 Java Environment Setup

The Oracle GoldenGate for Big Data integrations create an instance of the Java virtual
machine at runtime. Oracle GoldenGate for Big Data requires that you install Oracle
Java 8 JRE at a minimum.

Oracle recommends that you set the JAVA_HOME environment variable to point to Java 8
installation directory. Additionally, the Java Delivery process needs to load the
libjvmso and libjsig.so Java shared libraries. These libraries are installed as part of
the JRE. The location of these shared libraries need to be resolved and the
appropriate environmental variable set to resolve the dynamic libraries needs to be set
so the libraries can be loaded at runtime (that is, LD LI BRARY_PATH, PATH, or LI BPATH).

1.3.2 Properties Files

ORACLE

There are two Oracle GoldenGate properties files required to run the Oracle
GoldenGate Java Deliver user exit (alternatively called the Oracle GoldenGate Java
Adapter). It is the Oracle GoldenGate Java Delivery that hosts Java integrations
including the Big Data integrations. A Replicat properties file is required in order to run
either process. The required naming convention for the Replicat file name is the
process_name. prm The exit syntax in the Replicat properties file provides the name and
location of the Java Adapter properties file. It is the Java Adapter properties file that
contains the configuration properties for the Java adapter include GoldenGate for Big
Data integrations. The Replicat and Java Adapters properties files are required to run
Oracle GoldenGate for Big Data integrations.

Alternatively the Java Adapters properties can be resolved using the default syntax,
process_nane. properties. It you use the default naming for the Java Adapter properties
file then the name of the Java Adapter properties file can be omitted from the Replicat
properties file.

Samples of the properties files for Oracle GoldenGate for Big Data integrations can be
found in the subdirectories of the following directory:

Gol denGat e_i nstal | _di r/ Adapt er Exanpl es/ bi g-dat a
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1.3.3 Transaction Grouping

The principal way to improve performance in Oracle GoldenGate for Big Data
integrations is usingtransaction grouping. In transaction grouping, the operations of
multiple transactions are grouped together in a single larger transaction. The
application of a larger grouped transaction is typically much more efficient than the
application of individual smaller transactions. Transaction grouping is possible with the
Replicat process discussed in Running with Replicat (page 1-10).

1.4 Configuring GoldenGate for Big Data

This section describes how to configure GoldenGate for Big Data Handlers.
Topics:

e Running with Replicat (page 1-10)

e Logging (page 1-12)

e Schema Evolution and Metadata Change Events (page 1-14)

e Configuration Property CDATA[] Wrapping (page 1-14)

e Using Regular Expression Search and Replace (page 1-14)

e Scaling Oracle GoldenGate for Big Data Delivery (page 1-16)

e Using Identities in Oracle GoldenGate Credential Store (page 1-19)

1.4.1 Running with Replicat

This section explains how to run the Java Adapter with the Oracle GoldenGate
Replicat process. It includes the following sections:

Topics:

»  Configuring Replicat (page 1-10)

* Adding the Replicat Process (page 1-11)

* Replicat Grouping (page 1-11)

* Replicat Checkpointing (page 1-11)

e Initial Load Support (page 1-11)

* Unsupported Replicat Features (page 1-11)
*  Mapping Functionality (page 1-12)

1.4.1.1 Configuring Replicat

ORACLE

The following is an example of how you can configure a Replicat process properties
file for use with the Java Adapter:

REPLI CAT hdfs

TARGETDB LI BFI LE |ibggjava. so SET property=dirprm hdfs. properties
- - SOURCEDEFS ./ di rdef/ dbo. def

DDL | NCLUDE ALL

GROUPTRANSOPS 1000
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MAPEXCLUDE dbo. excl udet abl e
MAP dbo.*, TARGET dbo.*;

The following is explanation of these Replicat configuration entries:
REPLI CAT hdfs - The name of the Replicat process.

TARGETDB LI BFILE |ibggjava. so SET property=dirprm hdfs. properties - Sets the target
database as you exit to | i bggj ava. so and sets the Java Adapters property file to
di rprn hdfs. properties.

- - SOURCEDEFS ./ di rdef/dbo. def - Sets a source database definitions file. It is
commented out because Oracle GoldenGate trail files provide metadata in trail.

GROUPTRANSOPS 1000 - Groups 1000 transactions from the source trail files into a single
target transaction. This is the default and improves the performance of Big Data
integrations.

MAPEXCLUDE dbo. excl udet abl e - Sets the tables to exclude.

MAP dbo.*, TARGET dbo. *; - Sets the mapping of input to output tables.

1.4.1.2 Adding the Replicat Process

The command to add and start the Replicat process in ggsci is the following:

ADD REPLI CAT hdfs, EXTTRAIL ./dirdat/gg
START hdfs

1.4.1.3 Replicat Grouping

The Replicat process provides the Replicat configuration property, GROUPTRANSCPS, to
control transaction grouping. By default, the Replicat process implements transaction
grouping of 1000 source transactions into a single target transaction. If you want to
turn off transaction grouping then the GROUPTRANSCPS Replicat property should be set to
1.

1.4.1.4 Replicat Checkpointing

In addition to the Replicat checkpoint file ,. cpr, an additional checkpoint file, di r chk/
group. cpj , is created that contains information similar to CHECKPO NTTABLE in Replicat for
the database.

1.4.1.5 Initial Load Support

Replicat can already read trail files that come from both the online capture and initial
load processes that write to a set of trail files. In addition, Replicat can also be
configured to support the delivery of the special run initial load process using RMITASK
specification in the Extract parameter file. For more details about configuring the direct
load, see Loading Data with an Oracle GoldenGate Direct Load.

1.4.1.6 Unsupported Replicat Features

The following Replicat features are not supported in this release:

o BATCHSQL
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o SQLEXEC
e Stored procedure

e Conflict resolution and detection (CDR)

1.4.1.7 Mapping Functionality

The Oracle GoldenGate Replicat process supports mapping functionality to custom
target schemas. You must use the Metadata Provider functionality to define a target
schema or schemas, and then use the standard Replicat mapping syntax in the
Replicat configuration file to define the mapping. For more information about the
Replicat mapping syntax in the Replication configuration file, see Mapping and
Manipulating Data.

1.4.2 Logging

Logging is essential to troubleshooting Oracle GoldenGate for Big Data integrations
with Big Data targets. This section covers how Oracle GoldenGate for Big Data
integration log and the best practices for logging.

Topics:
* Replicat Process Logging (page 1-12)
e Java Layer Logging (page 1-12)

1.4.2.1 Replicat Process Logging

Oracle GoldenGate for Big Data integrations leverage the Java Delivery functionality
described in the Delivering Java Messages. In this setup, either a Oracle GoldenGate
Replicat process loads a user exit shared library. This shared library then loads a Java
virtual machine to thereby interface with targets providing a Java interface. So the flow
of data is as follows:

Replicat Process —>User Exit—> Java Layer

It is important that all layers log correctly so that users can review the logs to
troubleshoot new installations and integrations. Additionally, if you have a problem that
requires contacting Oracle Support, the log files are a key piece of information to be
provided to Oracle Support so that the problem can be efficiently resolved.

A running Replicat process creates or appends log files into the Gol denGat e_Horme/

di rrpt directory that adheres to the following naming convention: process_nane. rpt. If
a problem is encountered when deploying a new Oracle GoldenGate process, this is
likely the first log file to examine for problems. The Java layer is critical for integrations
with Big Data applications.

1.4.2.2 Java Layer Logging

ORACLE

The Oracle GoldenGate for Big Data product provides flexibility for logging from the
Java layer. The recommended best practice is to use Log4j logging to log from the
Java layer. Enabling simple Log4j logging requires the setting of two configuration
values in the Java Adapters configuration file.

gg. | og=I 0g4j
gg. | og. | evel =I NFO
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These gg. | og settings will result in a Log4j file to be created in the Gol denGat e_Hone/
di rrpt directory that adheres to this naming convention, process_nane_| og

I evel _l og4j .l og. The supported Log4j log levels are in the following list in order of
increasing logging granularity.

e OFF

e FATAL
e ERROR
°  VWARN
e INFO
*  DEBUG
e TRACE

Selection of a logging level will include all of the coarser logging levels as well (that is,
selection of WARN means that log messages of FATAL, ERROR and WARN will be written to
the log file). The Log4j logging can additionally be controlled by separate Log4j
properties files. These separate Log4j properties files can be enabled by editing the
boot opti ons property in the Java Adapter Properties file. These three example Log4j
properties files are included with the installation and are included in the classpath:

| og4j -defaul t. properties
| 0g4j - debug. properites
| og4j -trace. properties

You can modify the boot opt i onsin any of the files as follows:

javawriter.boot options=-Xmx512m - Xnms64m - Dj ava. cl ass. pat h=.: ggj ava/ ggj ava.j ar -
Dl og4j . configuration=sanpl el og4j . properties

You can use your own customized Log4j properties file to control logging. The
customized Log4j properties file must be available in the Java classpath so that it can
be located and loaded by the JVM. The contents of a sample custom Log4j properties
file is the following:

# Root | ogger option
| 0g4j . root Logger=INFQ, file

# Direct log messages to a log file
| 0g4j . appender . fil e=org. apache. | 0g4j . Rol | i ngFi | eAppender

| og4j . appender. file.File=sanple.log

| og4j . appender. file. MaxFi | eSi ze=1GB

| 0g4j . appender. fil e. MaxBackupl ndex=10

| og4j . appender. file.layout=org. apache. | 0g4j . PatternlLayout

| og4j . appender. file.layout. ConversionPattern=%{yyyy- Mt dd HH nmss} %5p %{1}: % -
%

There are two important requirements when you use a custom Log4j properties file.
First, the path to the custom Log4j properties file must be included in the
javawriter. bootoptions property. Logging initializes immediately when the JVM is
initialized while the contents of the gg. cl asspat h property is actually appended to the
cl assl oader after the logging is initialized. Second, the cl asspat h to correctly load a
properties file must be the directory containing the properties file without wildcards
appended.
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1.4.3 Schema Evolution and Metadata Change Events

The Metadata in trail is a feature that allows seamless runtime handling of metadata
change events by Oracle GoldenGate for Big Data, including schema evolution and
schema propagation to Big Data target applications. The NO_ OBJECTDEFS is a sub-
parameter of the Extract and Replicat EXTTRAI L and RMITRAI L parameters that lets you
suppress the important metadata in trail feature and revert to using a static metadata
definition.

The Oracle GoldenGate for Big Data Handlers and Formatters provide functionality to
take action when a metadata change event is encountered. The ability to take action in
the case of metadata change events depends on the metadata change events being
available in the source trail file. Oracle GoldenGate supports metadata in trail and the
propagation of DDL data from a source Oracle Database. If the source trail file does
not have metadata in trail and DDL data (metadata change events) then it is not
possible for Oracle GoldenGate for Big Data to provide and metadata change event
handling.

1.4.4 Configuration Property coara; Wrapping

The GoldenGate for Big Data Handlers and Formatters support the configuration of
many parameters in the Java properties file, the value of which may be interpreted as
white space. The configuration handling of the Java Adapter trims white space from
configuration values from the Java configuration file. This behavior of trimming
whitespace may be desirable for some configuration values and undesirable for other
configuration values. Alternatively, you can wrap white space values inside of special
syntax to preserve the whites pace for selected configuration variables. GoldenGate
for Big Data borrows the XML syntax of CDATA[] to preserve white space. Values that
would be considered to be white space can be wrapped inside of CDATA[] .

The following is an example attempting to set a new-line delimiter for the Delimited
Text Formatter:

gg. handl er. {nane}.format.lineDeliniter=\n

This configuration will not be successful. The new-line character is interpreted as white
space and will be trimmed from the configuration value. Therefore the gg. handl er
setting effectively results in the line delimiter being set to an empty string.

In order to preserve the configuration of the new-line character simply wrap the
character in the CDATA[] wrapper as follows:

gg. handl er. {nane}.format.|ineDeliniter=CDATA\n]

Configuring the property with the CDATA[] wrapping preserves the white space and the
line delimiter will then be a new-line character.

1.4.5 Using Regular Expression Search and Replace

ORACLE

You can perform more powerful search and replace operations of both schema data
(catalog names, schema names, table names, and column names) and column value
data, which are separately configured. Regular expressions (regex) are characters that
customize a search string through pattern matching. You can match a string against a
pattern or extract parts of the match. Oracle GoldenGate for Big Data uses the
standard Oracle Java regular expressions package, j ava. util . regex. For more
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information, see "Regular Expressions” in the Base Definitions volume of The Single
UNIX Specification, Version 4.

Topics:
e Using Schema Data Replace (page 1-15)
e Using Content Data Replace (page 1-15)

1.4.5.1 Using Schema Data Replace

You can replace schema data using the gg. schemar epl acer egex and

gg. schenar epl acest ri ng properties. Use gg. schemar epl acer egex to set a regular
expression, and then use it to search catalog names, schema names, table names,
and column names for corresponding matches. Matches are then replaced with the
content of the gg. schemar epl acestri ng value. The default value of

gg. schenar epl acest ring is an empty string or "".

For example, some system table names start with a dollar sign like $myt abl e. You may
want to replicate these tables even though most Big Data targets do not allow dollar
signs in table names. To remove the dollar sign, you could configure the following
replace strings:

gg. schemar epl acer egex=[ $]
gg. schenar epl acestring=

The resulting example of searched and replaced table name is nyt abl e. These
properties also support CDATA[ | wrapping to preserve whitespace in the value of
configuration values. So the equivalent of the preceding example using CDATA[ ]
wrapping use is:

gg. schemar epl acer egex=CDATA[ [ $] ]
gg. schenar epl acest ri ng=CDATA[ ]

The schema search and replace functionality supports using multiple search regular
expressions and replacements strings using the following configuration syntax:

gg. schemar epl acer egex=sonme_r egex
gg. schemar epl acest ri ng=sone_val ue
gg. schenar epl acer egex1=some_regex
gg. schenar epl acest ri ngl=sone_val ue
gg. schemar epl acer egex2=sonme_r egex
gg. schenar epl acest ri ng2=sone_val ue

1.4.5.2 Using Content Data Replace

ORACLE

You can replace content data using the gg. cont ent r epl acer egex and

gg. cont entrepl acest ri ng properties to search the column values using the configured
regular expression and replace matches with the replacement string. For example, this
is useful to replace line feed characters in column values. If the delimited text formatter
is used then line feeds occurring in the data will be incorrectly interpreted as line
delimiters by analytic tools.

You can configure n number of content replacement regex search values. The regex
search and replacements are done in the order of configuration. Configured values
must follow a given order as follows:

gg. cont ent repl acer egex=some_r egex
gg. contentrepl acestring=some_val ue
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gg. cont ent repl acer egex1=sone_r egex
gg. contentrepl acestri ngl=sone_val ue
gg. cont ent r epl acer egex2=sone_r egex
gg. contentrepl acest ri ng2=sone_val ue

Configuring a subscript of 3 without a subscript of 2 would cause the subscript 3
configuration to be ignored.

NOT_SUPPORTED:

Regular express searches and replacements require computer processing
and can reduce the performance of the Oracle GoldenGate for Big Data
process.

To replace line feeds with a blank character you could use the following property
configurations:

gg. contentrepl aceregex=[\n]
gg. contentrepl acestri ng=CDATA[ ]

This changes the column value from:

thisis
me

to:
this is ne

Both values support CDATA wrapping. The second value must be wrapped in a CDATA[ ]
wrapper because a single blank space will be interpreted as whitespace and trimmed
by the Oracle GoldenGate for Big Data configuration layer. In addition, you can
configure multiple search a replace strings. For example, you may also want to trim
leading and trailing white space out of column values in addition to trimming line feeds
from:

M\ s+ \\ s+$

gg. contentrepl acer egex1="\\ s+ \\ s+$
gg. contentrepl acest ri ngl=CDATA[ |

1.4.6 Scaling Oracle GoldenGate for Big Data Delivery

ORACLE

Oracle GoldenGate for Big Data supports breaking down the source trail files into
either multiple Replicat processes or by using Coordinated Delivery to instantiate
multiple Java Adapter instances inside a single Replicat process to improve
throughput.. This allows you to scale Oracle GoldenGate for Big Data delivery.

There are some cases where the throughput to Oracle GoldenGate for Big Data
integration targets is not sufficient to meet your service level agreements even after
you have tuned your Handler for maximum performance. When this occurs, you can
configure parallel processing and delivery to your targets using one of the following
methods:

e Multiple Replicat processes can be configured to read data from the same source
trail files. Each of these Replicat processes are configured to process a subset of
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the data in the source trail files so that all of the processes collectively process the
source trail files in their entirety. There is no coordination between the separate
Replicat processes using this solution.

» Oracle GoldenGate Coordinated Delivery can be used to parallelize processing
the data from the source trail files within a single Replicat process. This solution
involves breaking the trail files down into logical subsets for which each configured
subset is processed by a different delivery thread. For more information about
Coordinated Delivery, see https://blogs.oracle.com/dataintegration/entry/
goldengate_12c_coordinated_replicat.

With either method, you can split the data into parallel processing for improved
throughput. Oracle recommends breaking the data down in one of the following two
ways:

e Splitting Source Data By Source Table —Data is divided into subsections by source
table. For example, Replicat process 1 might handle source tables tablel and
table2, while Replicat process 2 might handle data for source tables table3 and
table2. Data is split for source table and the individual table data is not subdivided.

e Splitting Source Table Data into Sub Streams — Data from source tables is split.
For example, Replicat process 1 might handle half of the range of data from
source tablel, while Replicat process 2 might handler the other half of the data
from source tablel.

Additional limitations:

e Parallel apply is not supported.

e The BATCHSQL parameter not supported.

Example 1-1 Scaling Support for the Oracle GoldenGate for Big Data Handlers

Handler Name Splitting Source Data By Splitting Source Table Data
Source Table into Sub Streams
Cassandra Supported Supported when:

e Required target tables in
Cassandra are pre-created.

e Metadata change events do
not occur.

Elastic Search

Flume Supported Supported for formats that
support schema propagation,
such as Avro. This is less
desirable due to multiple
instances feeding the same
schema information to the target.

ORACLE 1-17


https://blogs.oracle.com/dataintegration/entry/goldengate_12c_coordinated_replicat
https://blogs.oracle.com/dataintegration/entry/goldengate_12c_coordinated_replicat

ORACLE

Chapter 1
Configuring GoldenGate for Big Data

Handler Name

Splitting Source Data By
Source Table

Splitting Source Table Data
into Sub Streams

HBase

Supported when all required
HBase namespaces are pre-
created in HBase.

Supported when:

e All required HBase
namespaces are pre-
created in HBase.

e All required HBase target
tables are pre-created in
HBase. Schema evolution is
not an issue because
HBase tables have no
schema definitions so a
source metadata change
does not require any
schema change in HBase.

e The source data does not
contain any truncate
operations.

HDFS

Supported

Supported with some
restrictions.

*  You must select a naming
convention for generated
HDFS files wherethe file
names do not collide.
Colliding HDFS file names
results in a Replicat abend.
When using coordinated
apply it is suggested that
you configure ${ gr oupNane}
as part of the configuration
for the
gg. handl er. nane. fi | eNane
Mappi ngTenpl at e property .
The ${ gr oupNane} template
resolves to the Replicat
name concatenated with the
Replicat thread number,
which provides unique
naming per Replicat thread.

e Schema propagatation to
HDFS and Hive integration
is not currently supported.

JDBC

Supported

Supported

Kafka

Supported

Supported for formats that
support schema propagation,
such as Avro. This is less
desirable due to multiple
instances feeding the same
schema information to the target.

Kafka Connect

Supported

Supported
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Handler Name Splitting Source Data By Splitting Source Table Data
Source Table into Sub Streams

Kinesis Streams Supported Supported

MongoDB Supported Supported

1.4.7 Using Identities in Oracle GoldenGate Credential Store

The Oracle GoldenGate credential store manages user IDs and their encrypted
passwords (together known as credentials) that are used by Oracle GoldenGate
processes to interact with the local database. The credential store eliminates the need
to specify user names and clear-text passwords in the Oracle GoldenGate parameter
files. An optional alias can be used in the parameter file instead of the user ID to map
to a userid and password pair in the credential store. The credential store is
implemented as an auto login wallet within the Oracle Credential Store Framework
(CSF). The use of an LDAP directory is not supported for the Oracle GoldenGate
credential store. The auto login wallet supports automated restarts of Oracle
GoldenGate processes without requiring human intervention to supply the necessary
passwords.

In Oracle GoldenGate for Big Data, you specify the alias and domain in the property
file not the actual user ID or password. User credentials are maintained in secure
wallet storage.

Topics:
e Creating a Credential Store (page 1-19)

e Adding Users to a Credential Store (page 1-20)
e Configuring Properties to Access the Credential Store (page 1-20)

1.4.7.1 Creating a Credential Store

You can create a credential store for your Big Data environment.

Run the GGSCI ADD CREDENTI ALSTORE command to create a file called cwal | et. sso in the
di rcrd/ subdirectory of your Oracle GoldenGate installation directory (the default).

You can the location of the credential store (cwal | et . sso file by specifying the desired
location with the CREDENTI ALSTORELOCATI ON parameter in the GLOBALS file.

For more information about credential store commands, see Reference for Oracle
GoldenGate for Windows and UNIX.

# Note:

Only one credential store can be used for each Oracle GoldenGate instance.
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1.4.7.2 Adding Users to a Credential Store

After you create a credential store for your Big Data environment, you can added
users to the store.

Run the GGSCI ALTER CREDENTI ALSTORE ADD USER userid PASSWORD password [ ALI AS
alias] [DOMAIN domai n] command to create each user, where:

e userid is the user name. Only one instance of a user name can exist in the
credential store unless the ALI AS or DOVAI N option is used.

* password is the user's password. The password is echoed (not obfuscated) when
this option is used. If this option is omitted, the command prompts for the
password, which is obfuscated as it is typed (recommended because it is more
secure).

e alias is an alias for the user name. The alias substitutes for the credential in
parameters and commands where a login credential is required. If the ALI AS option
is omitted, the alias defaults to the user name.

For example:

ALTER CREDENTI ALSTORE ADD USER scott PASSWORD tiger ALIAS scsn? domain ggadapters

For more information about credential store commands, see Reference for Oracle
GoldenGate for Windows and UNIX.

1.4.7.3 Configuring Properties to Access the Credential Store

ORACLE

The Oracle GoldenGate Java Adapter properties file requires specific syntax to resolve
user name and password entries in the Credential Store at runtime. For resolving a
user name the syntax is the following:

ORACLEWALLETUSERNAME al i as domai n_nane

For resolving a password the syntax required is the following:

ORACLEWALLETPASSWORD al i as domai n_nane

The following example illustrate how to configure a Credential Store entry with an alias
of nyal i as and a domain of nydomai n.

# Note:

With HDFS Hive JDBC the user name and password is encrypted.

Oracle Wallet integration only works for configuration properties which contain the
string username or password. For example:

gg. handl er. hdf s. hi veJdbcUser nane=ORACLEWALLETUSERNAME[ nyal i as nydonai n]
gg. handl er. hdf s. hi veJdbcPasswor d=ORACLEWALLETPASSWORD| nyal i as nydonai n]

Consider the user name and password entries as accessible values in the Credential
Store. Any configuration property resolved in the Java Adapter layer (not accessed in
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the C user exit layer) can be resolved from the Credential Store. This allows you more
flexibility to be creative in how you protect sensitive configuration entries.
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Using the Cassandra Handler

This chapter explains the Cassandra Handler and includes examples so that you can
understand this functionality.

Topics:

e Overview (page 2-1)

» Detailed Functionality (page 2-2)

»  Setting Up and Running the Cassandra Handler (page 2-6)
* Automated DDL Handling (page 2-10)

» Performance Considerations (page 2-11)

* Additional Considerations (page 2-11)

* Troubleshooting (page 2-12)

2.1 Overview

The Cassandra Handler provides the interface to Apache Cassandra databases.
Apache Cassandra is a NoSQL Database Management System designed to store
large amounts of data. A Cassandra cluster configuration provides horizontal scaling
and replication of data across multiple machines. It can provide high-availability and
eliminate a single point of failure by replicating data to multiple nodes within a
Cassandra cluster. Apache Cassandra is open-source and designed to run on low cost
commodity hardware.

Cassandra relaxes the axioms of traditional Relational Database Management
Systems regarding atomicity, consistency, isolation, and durability. When considering
implementing Cassandra it is important to understand its differences from a traditional
RDBMS and how those differences affect your specific use case.

Cassandra provides eventual consistency. Under the eventual consistency model,
accessing the state of data for a specific row will eventually return the latest state of
the data for that row as defined by the most recent change. However, there may be a
latency period between the creation and modification of the state of a row and what is
returned when the state of that row is queried. The promise of eventual consistency is
that the latency period is predictable based on your Cassandra configuration and the
level of work load that your Cassandra cluster is currently under. See the Apache
Cassandra website for more information:

http://cassandra.apache.org/

The Cassandra Handler provides some control over consistency with the configuration
of the gg. handl er. nane. consi st encyLevel property in the Java Adapter properties file.
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2.2 Detailed Functionality

Topics:

* Cassandra Data Types (page 2-2)

e Catalog, Schema, Table, and Column Name Mapping (page 2-2)
« DDL Functionality (page 2-3)

*  Operation Processing (page 2-5)

e Compressed Updates vs. Full Image Updates (page 2-5)

* Primary Key Updates (page 2-6)

2.2.1 Cassandra Data Types

Cassandra provides a number of column data types and most of these data types are
supported by the Cassandra Handler. A data type conversion from the column value in
the source trail file to the corresponding Java type representing the Cassandra column
type in the Cassandra Handler is required. This data conversion process does
introduce the risk of a runtime conversion error. A poorly mapped field (like varchar as
the source containing alpha numeric data to a Cassandra i nt) may cause a runtime
error and cause the Cassandra Handler to abend. The following is a link to the
Cassandra Java type mappings.

https://github.com/datastax/java-driver/tree/3.x/manual#cql-to-java-type-mapping

The following Cassandra column data types are not supported:

e |ist
*  map

° set

e tuple

Certain use cases may exist where the data may require specialized processing to
convert it to the corresponding Java type for intake into Cassandra. If this is the case,
you have these options:

1. You may be able to use the general regular expression search and replace
functionality to get the source column value data formatted into a way that can be
then converted into the Java data type for use in Cassandra.

2. You could implement or extend the default data type conversion logic to override it
with your custom logic for your use case. If this is required, contact Oracle Support
for guidance.

2.2.2 Catalog, Schema, Table, and Column Name Mapping

ORACLE

Traditional RDBMSs separate structured data into tables. Related tables are included
in higher-level collections called databases. Cassandra contains both of these
concepts. Tables in an RDBMS are also tables in Cassandra while database schemas
in an RDBMS are keyspaces in Cassandra.
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It is important to understand how data maps from the metadata definition in the source
trail file are mapped to the corresponding keyspace and table in Cassandra. Source
tables are generally either two-part names defined as schena. t abl eor three-part names
defined as cat al 0og. schena. t abl e.

The following table explains how catalog, schema, and table names map into
Cassandra. Unless you use special syntax, Cassandra converts all keyspace, table
names, and column names to lowercase.

Table Name in Source Trail Cassandra Keyspace Name Cassandra Table Name
File

QASOURCE. TCUSTMER gasour ce t cust mer
dbo. nyt abl e dbo myt abl e
GG. QASOURCE. TCUSTORD gg_gasource tcustord

2.2.3 DDL Functionality

Topics:

e Keyspaces (page 2-3)

e Tables (page 2-3)

e Add Column Functionality (page 2-4)
e Drop Column Functionality (page 2-4)

2.2.3.1 Keyspaces

The Cassandra Handler does not automatically create keyspaces in Cassandra.
Keyspaces in Cassandra define a replication factor, the replication strategy, and
topology. The Cassandra Handler does not possess enough information to create the
keyspaces so you must manually create keyspaces.

You can create keyspaces in Cassandra using the CREATE KEYSPACE command from the
Cassandra shell.

2.2.3.2 Tables

ORACLE

The Cassandra Handler can automatically create tables in Cassandra if you configure
it to do so. The source table definition may be a poor source of information to create
tables in Cassandra. Primary keys in Cassandra are divided into:

- Partitioning keys that define how data for a table is separated into partitions in
Cassandra.

e Clustering keys that define the order of items within a partition.

The default mapping for automated table creation is that the first primary key is the
partition key and any additional primary keys are mapped as clustering keys.

Automated table creation by the Cassandra Handler may be fine for proof of concept
though may result in data definitions that do not scale well. Creation of tables in
Cassandra with poorly constructed primary keys may result in reduced performance
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for ingest and retrieval as the volume of data stored in Cassandra increases. Oracle
recommends that you analyze the metadata of your replicated tables then strategically
manually create the corresponding tables in Cassandra that are properly partitioned
and clustered that can scale well.

Primary key definitions for tables in Cassandra are immutable once created. Changing
a Cassandra table primary key definition requires the following manual steps:

Create a staging table.

Populate the data in the staging table from original table.

Drop the original table.

Recreate the original table with the modified primary key definitions.

Populate the data in the original table from the staging table.

o a » 8w d PR

Drop the staging table.

2.2.3.3 Add Column Functionality

You can configure the Cassandra Handler to add columns that exist in the source trail
file table definition though are missing in the Cassandra table definition. The
Cassandra Handler can accommodate metadata change events of adding a column. A
reconciliation process occurs that reconciles the source table definition to the
Cassandra table definition. When configured to add columns, any columns found in
the source table definition that do not exist in the Cassandra table definition are added.
The reconciliation process for a table occurs after application start up the first time an
operation for the table is encountered. The reconciliation process reoccurs after a
metadata change event on a source table, when the first operation for the source table
is encountered after the change event.

2.2.3.4 Drop Column Functionality

ORACLE

You can configure the Cassandra Handler to drop columns that do not exist in the
source trail file definition though exist in the Cassandra table definition. The Cassandra
Handler can accommodate metadata change events of dropping a column. A
reconciliation process occurs that reconciles the source table definition to the
Cassandra table definition. When configured to drop columns any columns found in
the Cassandra table definition that are not in the source table definition are dropped.

Caution:

Dropping a column is potentially dangerous because it is permanently
removing data from a Cassandra table. You should carefully consider your use
case before configuring this mode.

# Note:

Primary key columns cannot be dropped. Attempting to do so results in an
abend.
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# Note:

Column name changes are not well-handled because there is no actual DDL
processing. A column name change event on the source database appears to
the Cassandra Handler like dropping an existing column and adding a new
column.

2.2.4 Operation Processing

The Cassandra Handler pushes operations to Cassandra using either the
asynchronous or synchronous API. In asynchronous mode, operations are flushed at
transaction commit (grouped transaction commit using GROUPTRANSOPS) to ensure write
durability. The Cassandra Handler does not interface with Cassandra in a
transactional way.

Insert, update, and delete operations are processed differently in Cassandra than a
traditional RDBMS. The following explains how insert, update, and delete operations
are interpreted by Cassandra:

* Inserts — If the row does not already exist in Cassandra, then an insert operation is
processed as an insert. If the row already exists in Cassandra, then an insert
operation is processed as an update.

» Updates — If a row does not exist in Cassandra, then an update operation is
processed as an insert. If the row already exists in Cassandra, then an update
operation is processed as insert.

» Delete — If the row does not exist in Cassandra, then a delete operation has no
effect. If the row exists in Cassandra, then a delete operation is processed as a
delete.

The state of the data in Cassandra is eventually idempotent. You can replay the
source trail files or replay sections of the trail files. Ultimately, the state of the
Cassandra database should be the same regardless of the number of times the trail
data was written into Cassandra.

2.2.5 Compressed Updates vs. Full Image Updates

ORACLE

Oracle GoldenGate allows you to control the data that is propagated to the source trail
file in the event of an update. The data for an update in the source trail file is either a
compressed or a full image of the update and the column information is provided as
follows:

Compressed
For the primary keys and the columns for which the value changed. Data for columns
that did not change is not provided in the trail file.

Full Image
For all columns including primary keys, columns for which the value changed, and
columns for which the value did not change.

The amount of available information on an update is important to the Cassandra

Handler. If the source trail file contains full images of the change data then the
Cassandra Handler can use prepared statements to perform row updates in
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Cassandra. Full images also allow the Cassandra Handler to perform primary key
updates for a row in Cassandra. In Cassandra, primary keys are immutable so an
update that changes a primary key must be treated as a delete and an insert.
Conversely, compressed updates means that prepared statements cannot be used for
Cassandra row updates. Simple statements identifying the changing values and
primary keys must be dynamically created then executed. Compressed updates mean
that primary key updates are not possible so the result is that the Cassandra Handler
will abend.

You must set the control properties, gg. handl er. name. conpr essedUpdat es and
gg. handl er . nane. conpr essedUpdat esf or, so that the handler expects either compressed
or full image updates.

The default value, true, means that the Cassandra Handler expects compressed
updates. Prepared statements are not be used for updates and primary key updates
cause the handler to abend.

Setting the value to f al se means that prepared statements are used for updates and
primary key updates can be processed. When the source trail file does not contain full
image data, it is dangerous and can lead to corrupted data. This is because columns
for which the data is missing are considered null and the null value is pushed to
Cassandra. If you have doubts about whether the source trail files contains
compressed or full image data, then you should set gg. handl er. nane. conpr essedUpdat es
to true.

In addition, CLOB and BLOB data types do not propagate LOB data in updates unless
the LOB column value changed. So if the source tables contain LOB data, then you
should set gg. handl er. nane. conpr essedUpdat es to t r ue.

2.2.6 Primary Key Updates

Primary Key Updates

Primary key values for a row in Cassandra are immutable. An update operation that
changes any primary key value for a Cassandra row must be treated as a delete and
insert. The Cassandra Handler can process update operations that result in the
change of a primary key in Cassandra only as a delete and insert. To successfully
process this operation, the source trail file must contain the complete before and after
change data images for all columns. The gg. handl er. nane. conpr essed configuration
property of the Cassandra Handler must be set to f al se for primary key updates to be
successfully processed.

2.3 Setting Up and Running the Cassandra Handler

ORACLE

Instructions for configuring the Cassandra Handler components and running the
handler are described in the following sections.

You must configure the following:
Get the Driver Libraries

The Datastax Java Driver for Cassandra does not ship with Oracle GoldenGate for Big
Data. The recommended version of the Datastax Java Driver for Cassandra is 3.1 and
you download it at:

https://github.com/datastax/java-driver
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You must configure the gg. cl asspat h configuration property in the Java Adapter
properties file to specify the JARs for the Datastax Java Driver for Cassandra.

gg. cl asspat h={ downl oad_di r}/ cassandra-j ava-driver-3.1. 0/ *: {downl oad_di r}/cassandra-
java-driver-3.1.0/lib/*

Topics:

» Cassandra Handler Configuration (page 2-7)

e Sample Configuration (page 2-9)

e Security (page 2-9)

2.3.1 Cassandra Handler Configuration

The following are the configurable values for the Cassandra Handler. These properties
are located in the Java Adapter properties file (not in the Replicat properties file).

ORACLE

Table 2-1 Cassandra Handler Configuration Properties

Properties

Require Legal

Defau Explanation

d/ Values It
Option
al
gg. handl erli st Require Any string None Provides a name for the Cassandra Handler.
d The Cassandra Handler name is then
becomes part of the property names listed in
this table.
gg. handl er. nane. Require cassandr None Selects the Cassandra Handler for streaming
type=cassandra  d a change data capture into Cassandra.
gg. handl er. name. Optional op | tx op The default is recommended. In op mode,
mode operations are processed as received. In t x
mode, operations are cached and processed
at transaction commit. The t xmode is slower
and creates a larger memory footprint.
gg. handl er. nane. Optional Acomma |ocal A comma separated list of the Cassandra
cont act Poi nt s= separated host  host machines for the driver to establish an
list of initial connection to the Cassandra cluster.
host This configuration property does not need to
names include all the machines enlisted in the
that the Cassandra cluster. By connecting to a single
Cassandr machine, the driver can learn about other
a Handler machines in the Cassandra cluster and
will establish connections to those machines as
connect required.
to.
gg. handl er. nane. Optional A legal None A username for the connection to
user nanme username Cassandra. It is required if Cassandra is
string. configured to require credentials.
gg. handl er. nane. Optional A legal None A password for the connection to Cassandra.
password password It is required if Cassandra is configured to
string. require credentials.
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Table 2-1 (Cont.) Cassandra Handler Configuration Properties

Properties Require Legal Defau Explanation
d/ Values It
Option
al
gg. handl er. nane. Optional true | true Sets the Cassandra Handler whether to or

conpr essedUpdat e fal se
S

not to expect full image updates from the
source trail file. Set to t r ue means that
updates in the source trail file only contain
column data for the primary keys and for
columns that changed. The Cassandra
Handler executes updates as simple
statements updating only the columns that
changed.

Setting it to f al se means that updates in the
source trail file contain column data for
primary keys and all columns regardless of
whether the column value has changed. The
Cassandra Handler is able to use prepared
statements for updates, which can provide
better performance for streaming data to
Cassandra.

gg. handl er. nane. Optional CREATE| None

Configures the Cassandra Handler for the

ddl Handl i ng ADD | DROP DDL functionality to provide. Options include
in any CREATE, ADD, and DRCP. These options can be
combinati set in any combination delimited by commas.
on with When CREATE is enabled the Cassandra
values Handler creates tables in Cassandra if a
gellmlted corresponding table does not exist.

a .
y When ADD is enabled the Cassandra Handler
comma o
adds columns that exist in the source table
definition that do not exist in the
corresponding Cassandra table definition.
When DRCP is enable the handler drops
columns that exist in the Cassandra table
definition that do not exist in the
corresponding source table definition.

gg. handl er. name. Optional async | async Sets the interaction between the Cassandra

cassandr ahbde sync Handler and Cassandra. Set to async for

asynchronous interaction. Operations are
sent to Cassandra asynchronously and then
flushed at transaction commit to ensure
durability. Asynchronous will provide better
performance.

Set to sync for synchronous interaction.

Operations are sent to Cassandra
synchronously.

ORACLE
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Table 2-1 (Cont.) Cassandra Handler Configuration Properties

Properties

Require Legal

Defau

Explanation

d/ Values It
Option
al
gg. handl er. name. Optional ALL |ANY| The  Sets the consistency level for operations with
consi stencylLevel EACH QUO Cassa Cassandra. It configures the criteria that
RUM| ndra  must be met for storage on the Cassandra
LOCAL_ON defaul cluster when an operation is executed. Lower
E| t. levels of consistency can provide better
LOCAL QU performance while higher levels of
ORUM| ONE consistency are safer.
| QUORUM| An advanced configuration property so that
THREE | you can override the SSL
TVWO javax. net. ssl . SSLCont ext and cipher

suites. The fully qualified class name is
provided here and the class must be
included in the classpath. The class must
implement the

com dat astax. dri ver. core. SSLOpti ons
interface in the Datastax Cassandra Java
driver. This configuration property is only
applicable if gg. handl er. name. wi t hSSL is set
to true. See: http://docs.datastax.com/en/
developer/java-driver/3.3/manual/ssl/.

gg. handl er. nane. Optional true |

wi t hSSL

fal se
fal se

Set to true to enable secured connections to
the Cassandra cluster using SSL. This
requires additional Java boot options
configuration. See: http://
docs.datastax.com/en/developer/java-
driver/3.3/manual/ssl/.

2.3.2 Sample Configuration

The following is sample configuration for the Cassandra Handler from the Java

Adapter properties file:

gg. handl erl i st =cassandra

#The handl er properties

gg. handl er. cassandra. t ype=cassandr a

gg. handl er. cassandr a. mode=op

gg. handl er. cassandra. cont act Poi nt s=I ocal host
gg. handl er. cassandr a. ddl Handl i ng=CREATE, ADD, DROP
gg. handl er. cassandr a. conpr essedUpdat es=t r ue
gg. handl er. cassandr a. cassandr aMbde=async

gg. handl er. cassandra. consi st encyLevel =ONE

2.3.3 Security

The Cassandra Handler connection to the Cassandra Cluster can be secured using
user name and password credentials.These are set using the following configuration

properties:

ORACLE

2-9


http://docs.datastax.com/en/developer/java-driver/3.3/manual/ssl/
http://docs.datastax.com/en/developer/java-driver/3.3/manual/ssl/
http://docs.datastax.com/en/developer/java-driver/3.3/manual/ssl/
http://docs.datastax.com/en/developer/java-driver/3.3/manual/ssl/
http://docs.datastax.com/en/developer/java-driver/3.3/manual/ssl/

Chapter 2
Automated DDL Handling

gg. handl er. nane. user nane
gg. handl er. nane. password

Optionally, the connection to the Cassandra cluster can be secured using SSL. To
enable SSL security set the following parameter:

gg. handl er. nane. wi t hSSL=t r ue

Additionally, the Java boot opt i ons must be configured to include the location and
password of the keyst ore and the location and password of the trust st ore. For
example:

javawriter. boot options=-Xm512m - Xms32m - Oj ava. cl ass. pat h=.: ggj ava/ ggj ava.jar: ./
dirprm

-Dj avax. net.ssl.trustStore=/path/to/client.truststore

- Dj avax. net. ssl . trust St or ePasswor d=passwor d123

-Dj avax. net. ssl . keyStore=/path/to/client.keystore

- Dj avax. net . ssl . keySt or ePasswor d=passwor d123

2.4 Automated DDL Handling

When started, the Cassandra Handler performs the table check and reconciliation
process the first time an operation for a source table is encountered. Additionally, a
DDL event or a metadata change event causes the table definition in the Cassandra
Handler to be marked as dirty so the next time an operation for the table is
encountered the handler repeats the table check and reconciliation process as
described in the following section.

Topics:

» Table Check and Reconciliation Process (page 2-10)

2.4.1 Table Check and Reconciliation Process

ORACLE

The Cassandra Handler first interrogates the target Cassandra database to see if the
target Cassandra keyspace exists. If the target Cassandra keyspace does not exist,
then the Cassandra Handler abends. Keyspaces must be created by the user. The log
file should contain the error of the exact keyspace name the Cassandra Handler is
expecting.

Next, the Cassandra Handler interrogates the target Cassandra database for the table
definition. If the table does not exist, the Cassandra Handler will do one of two things.
If gg. handl er. nane. ddl Handl i ng includes CREATE, then a table is created in Cassandra;
otherwise the process abends. A message is logged that shows you the table that
does not exist in Cassandra.

If the table exists in Cassandra, then the Cassandra Handler performs a reconciliation
between the table definition from the source trail file and the table definition in
Cassandra. This reconciliation process searches for columns that exist in the source
table definition and not in the corresponding Cassandra table definition. If it locates
columns fitting this criteria and the gg. handl er. nane. ddl Handl i ng property includes ADD,
then the Cassandra Handler alters the target table in Cassandra adding the new
columns; otherwise it ignores these columns.

Next, the reconciliation process search for columns that exist in the target Cassandra
table though do not exist in the source table definition. If the locates columns fitting this
criteria and the gg. handl er. nane. ddl Handl i ng property includes DRCP then the
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Cassandra Handler alters the target table in Cassandra to drop these columns;
otherwise those columns are ignored.

Finally, the prepared statements are built.

2.5 Performance Considerations

Configuring the Cassandra Handler for async mode will provide better performance
than sync mode. The Replicat property GROUPTRANSOPS should be set to the default of a
1000.

Setting of the consistency level directly affects performance. The higher the
consistency level, the more work must occur on the Cassandra cluster before the
transmission of a given operation can be considered complete. You should select the
minimum consistency level that still satisfies the requirements of your use case.
Consistency level information is found at:

https://docs.datastax.com/en/cassandra/3.x/cassandra/dml/
dmiConfigConsistency.html

The Cassandra Handler can work in either operation (op) or transaction (t x) mode. For
the best performance operation mode is recommended:

gg. handl er. nane. mode=op

2.6 Additional Considerations

ORACLE

e Cassandra database requires at least one primary key and the value for any
primary key cannot be null. Automated table creation fails for source tables that do
not have a primary key.

*  When gg. handl er. nane. conpr essedUpdat es=f al se is set it means that the Cassandra
Handler expects to update full before and after images of the data. Using this
property setting with a source trail file with partial image updates results in null
values being updated for columns for which the data is missing. This configuration
is incorrect and update operations pollute the target data with null values in
columns that did not change.

e The Cassandra Handler does not process DDL from the source database even if
the source database provides DDL. Instead it performs a reconciliation process
between the source table definition and the target Cassandra table definition. A
DDL statement executed at the source database changing a column name
appears to the Cassandra Handler the same as if a column was dropped from the
source table and a new column was added to the source table. This behavior is
dependent on how the gg. handl er. name. ddl Handl i ng property is configured:

gg. handl er. nane. ddl Handl i ng Behavior
Configuration

Not configured for ADD or DROP Old column name and data maintained in
Cassandra. New column is not created in
Cassandra so no data is replicated for the
new column name from the DDL change
forward.
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gg. handl er. nane. ddl Handl i ng Behavior
Configuration
Configured for ADD only Old column name and data maintained in

Cassandra. New column iscreated in
Cassandra and data replicated for the new
column name from the DDL change forward.
Column mismatch of where the data is
located before and after the DDL change.

Configured for DROP only Old column name and data dropped in
Cassandra. New column is not created in
Cassandra so no data replicated for the new
column name.

Configured for ADD and DROP Old column name and data dropped in
Cassandra. New column is created in
Cassandra and data replicated for the new
column name from the DDL change forward.

2.7 Troubleshooting

This section contains information to help you troubleshoot various issues. Review the
following topics for additional help:

» Java Classpath (page 2-12)

* Logging (page 2-12)

*  Write Timeout Exception (page 2-13)
* Logging (page 2-13)

2.7.1 Java Classpath

The most common initial error is an incorrect classpath to include all the required client
libraries and creates a O assNot Found exception in the log file. You can troubleshoot by
setting the Java Adapter logging to DEBUG, and then rerun the process. At the debug
level, the logging includes information of which JARs were added to the classpath from
the gg. cl asspat h configuration variable. The gg. cl asspat h variable supports the
wildcard (*) character to select all JARs in a configured directory. For example, / usr/
cassandra/ cassandra-java-driver-3.1.0/*:/usr/cassandra/ cassandra-j ava-
driver-3.1.0/1ib/*.

For more information about setting the classpath, see Setting Up and Running the
Cassandra Handler (page 2-6)and Cassandra Handler Client Dependencies
(page A-1).

2.7.2 Logging

ORACLE

The Cassandra Handler logs the state of its configuration to the Java log file. This is
helpful because you can review the configuration values for the Cassandra Handler.
An sample of the logging of the state of the configuration follows:

**** Begin Cassandra Handl er - Configuration Summary ****

Mbde of operation is set to op.

The Cassandra cluster contact point(s) is [local host].

The handl er has been configured for Gol denGate conpressed updates (partial image
updat es) .
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Sending data to Cassandra in [ASYNC] node.
The Cassandra consistency |evel has been set to [ONf].
Cassandra Handl er DDL handl i ng:
The handler will create tables in Cassandra if they do not exist.
The handler will add colums to Cassandra tables for colums in the source
metadata that do not exist in Cassandra.
The handl er will drop colums in Cassandra tables for colums that do not exist
in the source netadata.
**** End Cassandra Handler - Configuration Summary ****

2.7.3 Write Timeout Exception

When running the Cassandra handler, you may experience a

com dat ast ax. dri ver. core. exceptions. Wit eTi meout Excepti on exception that causes the
Replicat process to abend. It is likely to occur under some or all of the following
conditions.

* The Cassandra Handler is processing large numbers of operations putting the
Cassandra cluster under a significant processing load.

*  GROUPTRANSCPS is configured higher than the 1000 default.
e The Cassandra Handler is configured in asynchronous mode.
* The Cassandra Handler is configured for a consistency level higher than O\E.

The problem is that the Cassandra Handler is streaming data faster than the
Cassandra cluster can process it. The write latency in the Cassandra cluster then
finally exceeds the write request timeout period, which in turn results in the exception.

The following are potential solutions:

e Increase the write request timeout period. This is controlled with the
write request _timeout_in_ns property in Cassandra and is located in the
cassandra. yan file in the cassandra_i nstal | / conf directory. The default is 2000 (2
seconds). You can increase this value to move past the error, and then restart the
Cassandra node or nodes for the change to take affect.

e ltis considered a good practice to also decrease the GROUPTRANSCPS configuration
value of the Replicat process if this error occurs. Typically, decreasing the
GROUPTRANSOPS configuration decreases the size of transactions processed and
reduces the likelihood that the Cassandra Handler can overtax the Cassandra
cluster.

e The consistency level of the Cassandra Handler can be reduced, which in turn
reduces the amount of work the Cassandra cluster has to complete for an
operation to be considered as written.

2.7.4 Logging

The j ava. | ang. Nod assDef FoundError: io/netty/util/Timer error can occur in both the
3.3 and 3.2 versions of downloaded Datastax Java Driver. This is because the netty-
common JAR file is inadvertently missing from the Datastax driver tar file. You must
manually obtain thenet t y- common JAR file of the same netty version, and then add it to
the classpath.
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Using the Elasticsearch Handler

This chapter explains the Elasticsearch Handler and includes examples so that you
can understand this functionality.

Topics:

e Overview (page 3-1)

» Detailed Functionality (page 3-1)

»  Setting Up and Running the Elasticsearch Handler (page 3-4)
» Elasticsearch Performance Consideration (page 3-7)

* Elasticsearch Plug-in Support (page 3-8)

» Elasticsearch DDL Handling (page 3-8)

» Elasticsearch Operation Mode (page 3-8)

* Troubleshooting (page 3-8)

* Logging (page 3-10)

* Known Issues in Elasticsearch Handler (page 3-11)

3.1 Overview

Elasticsearch is a highly scalable open-source full-text search and analytics engine.
Elasticsearch allows you to store, search, and analyze large volumes of data quickly
and in near real time. It is generally used as the underlying engine or technology that
drives applications with complex search features.

The Elasticsearch Handler uses the Elasticsearch Java client to connect and receive
data into Elasticsearch node. See the Elasticsearch website for more information:

https://www.elastic.co

3.2 Detailed Functionality

Topics:

» Elasticsearch Version (page 3-2)

» Elasticsearch Index and Type (page 3-2)

» Elasticsearch Document (page 3-2)

» Elasticsearch Primary Key Update (page 3-2)
» Elasticsearch Data Types (page 3-3)

» Elasticsearch Operation Support (page 3-3)
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» Elasticsearch Connection (page 3-3)

3.2.1 Elasticsearch Version

The Elasticsearch Handler property gg. handl er. nare. ver si on should be set according
to the version of the Elasticsearch cluster. The Elasticsearch Handler uses a Java
Transport client, which must have the same major version (such as, 2.x, or 5.x) as the
nodes in the cluster. The Elasticsearch Handler can connect to clusters that have a
different minor version (such as, 2.3.x) though new functionality may not be supported.

3.2.2 Elasticsearch Index and Type

An Elasticsearch index is a collection of documents with similar characteristics. An
index can only be created in lowercase. An Elasticsearch type is a logical group within
an index. All the documents within an index or type should have same number and
type of fields.

The Elasticsearch Handler maps the source trail schema concatenated with source
trail table name to construct the index. For three-part table names in source trail, the
index is constructed by concatenating source catalog, schema, and table name.

The Elasticsearch Handler maps the source table name to the Elasticsearch type. The
type name is case-sensitive.

Table 3-1 Elasticsearch Mapping

_____________________________________________________________________|
Source Trail Elasticsearch Index Elasticsearch Type

schena. t abl enanme schena_t abl enanme t abl enanme

cat al og. schema. t abl enane cat al og_schena_t abl enane t abl enane

If an index does not already exist in the Elasticsearch cluster, a new index is created
when Elasticsearch Handler receives (I NSERT or UPDATE operation in source trail) data.

3.2.3 Elasticsearch Document

An Elasticsearch document is a basic unit of information that can be indexed. Within
an index or type, you can store as many documents as you want. Each document has
an unique identifier based on the _i d field.

The Elasticsearch Handler maps the source trail primary key column value as the
document identifier.

3.2.4 Elasticsearch Primary Key Update

ORACLE

The Elasticsearch document identifier is created based on the source table's primary
key column value. The document identifier cannot be modified. The Elasticsearch
handler processes a source primary key's update operation by performing a DELETE
followed by an | NSERT. While performing the | NSERT, there is a possibility that the new
document may contain fewer fields than required. For the | NSERT operation to contain
all the fields in the source table, enable trail Extract to capture the full data before
images for update operations or use GETBEFORECOLS to write the required column’s
before images.
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3.2.5 Elasticsearch Data Types

Elasticsearch supports the following data types:
° 32-bit integer

° 64-bit integer

* Double
e Date

e String
e Binary

3.2.6 Elasticsearch Operation Support

For three-part table names in source trail, the index is constructed by concatenating
source catalog, schema, and table name.

The Elasticsearch Handler maps the source table name to the Elasticsearch type. The
type name is case-sensitive.

Table 3-2 Elasticsearch Operations

__________________________________________________________________________|
Operation Description

| NSERT The Elasticsearch Handler creates a new index if the index does not exist,
and then inserts a new document.

UPDATE If an Elasticsearch index or document exists, the document is updated. If an
Elasticsearch index or document does not exist, a new index is created and
the column values in the UPDATE operation are inserted as a new document.

DELETE If an Elasticsearch index or document exists, the document is deleted. If
Elasticsearch index or document does not exist, a new index is created with
zero fields.

# Note:

The TRUNCATE operation is not supported.

3.2.7 Elasticsearch Connection

ORACLE

A cluster is a collection of one or more nodes (servers) that holds the entire data. It
provides federated indexing and search capabilities across all nodes.

A node is a single server that is part of the cluster, stores the data, and participates in
the cluster’s indexing and searching.

The Elasticsearch Handler property gg. handl er. nanme. Ser ver Addr essLi st can be set to
point to the nodes available in the cluster.
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3.3 Setting Up and Running the Elasticsearch Handler

You must ensure that the Elasticsearch cluster is setup correctly and the cluster is up
and running, see https://www.elastic.co/guide/en/elasticsearch/reference/current/
_installation.html. Alternatively, you can use Kibana to verify the setup.

Set the Classpath

The property gg. ¢l asspat h must include all the jars required by the Java transport
client. For a listing of the required client JAR files by version, see Elasticsearch
Handler Client Dependencies (page B-1).

Default location of 2.X JARs:

El asticsearch_Home/ | i b/ *
El asti csear ch_Hone/ pl ugi ns/ shi el d/ *

Default location of 5.X JARs:

El asticsearch_Home/lib/*
El asti csear ch_Hone/ pl ugi ns/ x- pack/ *
El asti csearch_Honme/ nodul es/transport-netty3/*
El asti csearch_Home/ nodul es/transport-netty4/*
El asti csearch_Home/ modul es/ rei ndex/ *

The inclusion of the * wildcard in the path can include the * wildcard character in order
to include all of the JAR files in that directory in the associated classpath. Do not use
*jar.

The following is an example of the correctly configured classpath:
gg. cl asspat h=El asti csear ch_Hone/ | i b/ *

Topics:

» Elasticsearch Handler Configuration (page 3-4)

» Elasticsearch Transport Client Settings Properties File (page 3-7)

3.3.1 Elasticsearch Handler Configuration

The following are the configurable values for the Elasticsearch handler. These
properties are located in the Java Adapter properties file (not in the Replicat properties
file).

Table 3-3 Elasticsearch Handler Configuration Properties

Properties Required/ Legal Values Default Explanation
Optional
gg. handlerlist Required Name (any name None The list of
of your choice) handlers to be
used.
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Table 3-3 (Cont.) Elasticsearch Handler Configuration Properties

Properties

Required/

Optional

Legal Values

Default

Explanation

gg. handl er. nanme
.type

Required

el asticsearch

None

Type of handler
to use. For
example,
Elasticsearch,
Kafka, Flume, or
HDFS.

gg. handl er. nane
. Server Addr essL
i st

Optional

Server: Port[,
Server: Port]

| ocal host: 9300

Comma
separated list of
contact points of
the nodes to
connect to the
Elasticsearch
cluster.

gg. handl er. nane
.clientSettings
File

Required

Transport client
properties file.

None

The filename in
classpath that
holds
Elasticsearch
transport client
properties used
by the
Elasticsearch
Handler.

gg. handl er. nane
.version

Optional

2.x|5.x

The version of
the transport
client used by the
Elasticsearch
Handler, this
should be
compatible with
the Elasticsearch
cluster.

gg. handl er. nanme
.bul kWite

Optional

true|fal se

fal se

When this
property is true,
the Elasticsearch
Handler uses the
bulk write API to
ingest data into
Elasticsearch
cluster. The batch
size of bulk write
can be controlled
using the
MAXTRANSOPS
Replicat
parameter.
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Table 3-3 (Cont.) Elasticsearch Handler Configuration Properties

Properties Required/ Legal Values Default Explanation
Optional

When this
property is true,
the Elasticsearch
Handler would
receive all the
number column
values (Long,
Integer, or
Double) in the
source trail as
strings into the
Elasticsearch
cluster.

gg. handl er. el as Optional When this

ticsearch. upser property is true,

t a new document
is inserted if the
document does
not already exist
when performing
an UPDATE
operation.

gg. handl er. name Optional true|fal se fal se

. nunber AsString

true|fal se true

Example 3-1 Sample Handler Properties file:
For 2.x Elasticsearch cluster:

gg. handl erl i st =el asticsearch

gg. handl er. el asti csearch. t ype=el asti csearch

gg. handl er. el asti csearch. Server Addr essLi st =l ocal host : 9300

gg. handl er. el asticsearch. clientSettingsFile=client.properties
gg. handl er. el asti csearch. versi on=2. x

gg. cl asspath=/path/to/elastic/lib/*

For 2.x Elasticsearch cluster with Shield:

gg. handl erli st =el asti csearch

gg. handl er. el asti csear ch. t ype=el asti csearch

gg. handl er. el asti csear ch. Server Addr essLi st =l ocal host : 9300

gg. handl er. el asticsearch. clientSettingsFile=client.properties

gg. handl er. el asti csear ch. ver si on=2. x

gg. cl asspath=/path/to/ el astic/lib/*:/path/tolelastic/plugins/shield *

For 5.x Elasticsearch cluster:

gg. handl erli st =el asti csearch

gg. handl er. el asti csear ch. t ype=el asti csearch

gg. handl er. el asti csear ch. Server Addr essLi st = ocal host : 9300

gg. handl er. el asticsearch. clientSettingsFile=client.properties

gg. handl er. el asti csear ch. ver si on=5. x

gg. cl asspath=/path/to/elastic/lib/*:/path/to/elastic/mdul es/transport-nettyd/*:/
path/tol/ el astic/ nodul es/ rei ndex/ *

For 5.x Elasticsearch cluster with x-pack:
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gg. handl erli st =el asti csearch

gg. handl er. el asti csear ch. t ype=el asti csearch

gg. handl er. el asti csear ch. Server Addr essLi st = ocal host : 9300

gg. handl er. el asticsearch. clientSettingsFile=client.properties

gg. handl er. el asti csear ch. ver si on=5. x

gg. cl asspath=/path/to/elastic/lib/*:/path/tolelastic/plugins/x-pack/*:/path/tol
el astic/modul es/transport-netty4/*:/path/tol el astic/nodul es/reindex/*

Sample Replicat configuration and a Java Adapter Properties files can be found at the
following directory:

Col denGat e_i nstal | _di rect ory/ Adapt er Exanpl es/ bi g- dat a/ el asti csearch

3.3.2 Elasticsearch Transport Client Settings Properties File

The Elasticsearch Handler uses a Java Transport client to interact with Elasticsearch
cluster. The Elasticsearch cluster may have addional plug-ins like shield or x-pack,
which may require additional configuration.

The gg. handl er. nane. cl i ent Set ti ngsFi | e property should point to a file that has
additional client settings based on the version of Elasticsearch cluster. The
Elasticsearch Handler attempts to locate and load the client settings file using the Java
classpath. Te Java classpath must include the directory containing the properties file.

The client properties file for Elasticsearch 2.x(without any plug-in) is:
cl uster. nane=El asti csearch_cl uster_name
The client properties file for Elasticsearch 2.X with Shield plug-in:

cl uster. name=El asticsearch_cl uster_nanme
shi el d. user =shi el d_user name: shi el d_passwor d

Shield plug-in also supports additional capabilities like SSL and IP filtering. The
properties can be setinthe cl i ent. properti es file, see https://www.elastic.co/
guide/en/elasticsearch/client/java-api/2.4/transport-client.html and https://
www.elastic.co/guide/en/shield/current/
_using_elasticsearch_java_clients_with_shield.html.

Theclient. properti es file for Elasticsearch 5.x with the X-Pack plug-in is:

cluster. nane=El asti csearch_cl uster_name
xpack. security. user=x- pack_user name: x- pack- passwor d

The X-Pack plug-in also supports additional capabilities. The properties can be set in
the cl i ent. properti es file, see https://www.elastic.co/guide/en/elasticsearch/
client/java-api/5.1/transport-client.html and https://www.elastic.co/guide/en/x-pack/
current/java-clients.html.

3.4 Elasticsearch Performance Consideration

ORACLE

The Elasticsearch Handler gg. handl er. narme. bul kWi t e property is used to determine
whether the source trail records should be pushed to the Elasticsearch cluster one at a
time or in bulk using the bulk write API. When this property is true, the source trail
operations are pushed to the Elasticsearch cluster in batches whose size can be
controlled by the MAXTRANSOPS parameter in the generic Replicat parameter file. Using
the bulk write API provides better performance.
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Elasticsearch uses different thread pools to improve how memory consumption of
threads are managed within a node. Many of these pools also have queues associated
with them, which allow pending requests to be held instead of discarded.

For bulk operations, the default queue size is 50 (in version 5.2) and 200 (in version
5.3).

To avoid bulk API errors, you must set the Replicat MAXTRANSOPS size to match the bulk
thread pool queue size at a minimum. The configuration t hr ead_pool . bul k. queue_si ze
property can be modified in the el asti csearch. yanl file.

3.5 Elasticsearch Plug-in Support

Elasticsearch versions 2.x supports a Shield plug-in which provides basic
authentication, SSL and IP filtering. Similar capabilities exists in the X-Pack plug-in for
Elasticsearch 5.x. The additional transport client settings can be configured in the
Elasticsearch Handler using the gg. handl er. nane. cl i ent Set ti ngsFi | e property.

3.6 Elasticsearch DDL Handling

The Elasticsearch Handler does not react to any DDL records in the source trail. Any
data manipulation records for a new source table results in auto-creation of index or
type in the Elasticsearch cluster.

3.7 Elasticsearch Operation Mode

The Elasticsearch Handler uses the operation mode for better performance. The
gg. handl er . nane. mode property is not used by the handler.

3.8 Troubleshooting

This section contains information to help you troubleshoot various issues.
Topics:

* Incorrect Java Classpath (page 3-8)

» Elasticsearch Version Mismatch (page 3-9)

» Elasticsearch Transport Client Properties File Not Found (page 3-9)
» Elasticsearch Cluster Connection Problem (page 3-9)

» Elasticsearch Unsupported TRUNCATE Operation (page 3-9)

» Elasticsearch Bulk Execute Errors (page 3-10)

3.8.1 Incorrect Java Classpath

The most common initial error is an incorrect classpath to include all the required client
libraries and creates a O assNot Found exception in the | og4j log file.

Also, it may be due to an error resolving the classpath if there is a typographic error in
the gg. cl asspat h variable.
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The Elasticsearch transport client libraries do not ship with the Oracle GoldenGate for
Big Data product. You should properly configure the gg. cl asspat h property in the Java
Adapter Properties file to correctly resolve the client libraries, see Setting Up and
Running the Elasticsearch Handler (page 3-4).

3.8.2 Elasticsearch Version Mismatch

The Elasticsearch Handler gg. handl er . nane. ver si on property must be set to 2.x or 5.x
to match the major version number of the Elasticsearch cluster.

The following errors may occur when there is a wrong version configuration:

Error: NoNodeAvai | abl eExcepti on[ None of the configured nodes are available:]

ERROR 2017-01-30 22:35:07,240 [main] Unable to establish connection. Check handl er
properties and client settings configuration.

java.lang. |11 egal Argument Exception: unknown setting [shield. user]

Ensure that all required plug-ins are installed and review documentation changes for
any removed settings.

3.8.3 Elasticsearch Transport Client Properties File Not Found

To resolve this exception:

ERROR 2017-01-30 22:33:10,058 [nmain] Unable to establish connection. Check handl er
properties and client settings configuration.

Verify that the gg. handl er. name. cl i ent Setti ngsFi | e configuration property is correctly
setting the Elasticsearch transport client settings file name. Verify that the gg. cl asspat h
variable includes the path to the correct file name and that the path to the properties
file does not contain an asterisk (*) wildcard at the end.

3.8.4 Elasticsearch Cluster Connection Problem

This error occurs when the Elasticsearch Handler is unable to connect to the
Elasticsearch cluster:

Error: NoNodeAvai | abl eException[ None of the configured nodes are avail able:]

Use the following steps to debug the issue:
1. Ensure that the Elasticsearch server process is running.
2. Validate the cl ust er. nane property in the client properties configuration file.

3. Validate the authentication credentials for the x-Pack or Shield plug-in in the client
properties file.

4. Validate the gg. handl er. nane. Ser ver Addr essLi st handler property.

3.8.5 Elasticsearch Unsupported wucare Operation

The following error occurs when the Elasticsearch Handler finds a TRUNCATE operation
in the source trail:
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oracl e. gol dengate. util.GGException: Elasticsearch Handl er does not support the
operation: TRUNCATE

This exception error message is written to the handler log file before the RAeplicat
process abends. Removing the GETTRUNCATES parameter from the Replicat parameter
file resolves this error.

3.8.6 Elasticsearch Bulk Execute Errors

The following error may occur when the handler is processing operations using bulk
API (bul kWi te=true).

"DEBUG [main] (ElasticSearch5DOTX.java:130) - Bulk execute status: failures:[true]
buildFailureMessage:[failure in bulk execution: [0]: index [cs2cat_slsch_nltab], type
[N1TAB], id [83], message [RemoteTransportException[[UOvac8I][127.0.0.1:9300]
[indices:data/write/bulk[s][p]]]; nested: EsRejectedExecutionException[rejected
execution of org.elasticsearch.transport. TransportService$7@43eddfb2 on
EsThreadPoolExecutor[bulk, queue capacity = 50,
org.elasticsearch.common.util.concurrent.EsThreadPoolExecutor@5ef5f412[Running,
pool size = 4, active threads = 4, queued tasks = 50, completed tasks = 84]]];]"

It may be due to the Elasticsearch running out of resources to process the operation.
You can limit the Replicat batch size using MAXTRANSOPS to match the value of the

t hread_pool . bul k. queue_si ze Elasticsearch configuration parameter.

# Note:

Changes to the Elasticsearch parameter, t hread_pool . bul k. queue_si ze, are
effective only after the Elasticsearch node is restarted.

3.9 Logging

ORACLE

The following log messages appear in the handler log file on successful connection:
Connection to 2.x Elasticsearch cluster:

I NFO 2017-01-31 01:43:38,814 [main] **BEG N El asticsearch client settings**

I NFO 2017-01- 31 01:43: 38,860 [ mai n] key[cl uster.nane] val ue[el asticsearch-user1-
myhost ]

I NFO 2017-01- 31 01:43: 38, 860 [ mai n] key[ request . headers. X- Found- Cl ust er]

val ue[ el asti csear ch-user 1- myhost]

I NFO 2017-01- 31 01:43: 38, 860 [ mai n] key[ shiel d.user] val ue[ es_adnin: user1]

I NFO 2017-01-31 01:43:39,715 [main] Connecting to Server[nmyhost. us. exanpl e. conj
Port [ 9300]

I NFO 2017-01-31 01:43:39,715 [main] Cient node name: Smith

I NFO 2017-01-31 01:43:39, 715 [main] Connected nodes: [{node-nyhost}{vqtH kpGP-
| Xi eHsggXj w}{10. 196. 38. 196} { 198. 51. 100. 1: 9300} ]

I NFO 2017-01-31 01:43:39,715 [main] Filtered nodes: []

I NFO 2017-01-31 01:43:39,715 [main] **END El asticsearch client settings**

Connection to a 5.x Elasticsearch cluster:

I NFO [mai n] (El asticsearch5DOTX. java: 38) - **BEG N El asticsearch client settings**
INFO [mai n] (El asticsearch5DOTX. java: 39) - {xpack.security.user=userl:userl ki bana,
cl uster. nane=el asti csearch-user 1-nmyhost, request. headers. X- Found-

C ust er=el asti csear ch-user 1- nyhost }
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I NFO [mai n] (Elasticsearch5DOTX. java: 52) - Connecting to

Server[ nyhost. us. exanpl e. conj Port[9300]

INFO [mai n] (El asticsearch5DOTX. java: 64) - Cient node name: _client_

INFO [mai n] (El asticsearch5DOTX. java: 65) - Connected nodes: [{node-nyhost}
{WON25Br OSZeGsnUsogFn1A}{bli | ul t VRj nDZe571 3KChg} { myhost }{198. 51. 100. 1: 9300} ]
INFO [mai n] (El asticsearch5DOTX. java: 66) - Filtered nodes: []

I NFO [mai n] (Elasticsearch5DOTX. java: 68) - **END El asticsearch client settings**

3.10 Known Issues in Elasticsearch Handler

ORACLE

Elasticsearch: Trying to input very large number

Very large numbers result in inaccurate values with Elasticsearch document. For
example, 9223372036854775807, -9223372036854775808. This is an issue with the
Elasticsearch server and not a limitation of the Elasticsearch Handler.

The workaround for this issue is to ingest all the number values as strings using the
gg. handl er. nane. nunber AsSt ri ng=t r ue property.

Elasticsearch: Issue with index

The Elasticsearch Handler is not able to input data into the same index if there are
more than one table with similar column names and different column data types.

Index names are always lowercase though the cat al og/ schena/ t abl enane in the trail
may be case-sensitive.
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Using the Flume Handler

This chapter explains the Flume Handler and includes examples so that you can
understand this functionality.

Topics:

e Overview (page 4-1)

*  Setting Up and Running the Flume Handler (page 4-1)

» Data Mapping of Operations to Flume Events (page 4-3)
* Performance Considerations (page 4-5)

* Metadata Change Events (page 4-5)

» Example Flume Source Configuration (page 4-5)

* Advanced Features (page 4-6)

» Troubleshooting the Flume Handler (page 4-8)

4.1 Overview

The Flume Handler is designed to stream change capture data from a Oracle
GoldenGate trail to a Flume source. Apache Flume is an open source application for
which the primary purpose is streaming data into Big Data applications. The Flume
architecture contains three main components, sources, channels, and sinks that
collectively make a pipeline for data. A Flume source publishes the data to a Flume
channel. A Flume sink retrieves the data out of a Flume channel and streams the data
to different targets. A Flume Agent is a container process that owns and manages a
source, channel and sink. A single Flume installation can host many agent processes.
The Flume Handler can stream data from a trail file to Avro or Thrift RPC Flume
sources.

4.2 Setting Up and Running the Flume Handler

ORACLE

Instructions for configuring the Flume Handler components and running the handler
are described in this section.

To run the Flume Handler, a Flume Agent configured with an Avro or Thrift Flume
source must be up and running. Oracle GoldenGate can be collocated with Flume or
located on a different machine. If located on a different machine the host and port of
the Flume source must be reachable with a network connection. For instructions on
how to configure and start a Flume Agent process, see the Flume User Guide at

https://flune. apache. org/ rel eases/ content/ 1. 6. 0/ Fl uneUser Gui de. pdf

Topics:

» Classpath Configuration (page 4-2)
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* Flume Handler Configuration (page 4-2)
»  Sample Configuration (page 4-3)

4.2.1 Classpath Configuration

You must configure two things in the gg. cl asspat hconf i gur ati on variable for the Flume
Handler to connect to the Flume source and run. The Flume Agent configuration file
and the Flume client JARS. The Flume Handler uses the contents of the Flume Agent
configuration file to resolve the host, port, and source type for the connection to Flume
source. The Flume client libraries do not ship with Oracle GoldenGate for Big Data.
The Flume client library versions must match the version of Flume to which the Flume
Handler is connecting. For a listing for the required Flume client JAR files by version,
see Flume Handler Client Dependencies (page C-1).

The Oracle GoldenGate property, gg. cl asspat h, must be set to include the following
default locations:

e The default location of the core-site.xn file is Fl ume_Hone/ conf .
e The default location of the Flume client JARS is Fl ume_Hone/ | i b/ *.

The gg. cl asspat h must be configured exactly as shown in the preceding example.
Pathing to the Flume Agent configuration file should simply contain the path with no
wild card appended. The inclusion of the *wi | dcar d in the path to the Flume Agent
configuration file will cause it not to be accessible. Conversely, pathing to the
dependency jars should include the * wildcard character in order to include all of the
JAR files in that directory in the associated classpath. Do not use *. j ar. An example of
a correctly configured gg. cl asspat h variable is the following:

gg. cl asspath=dirprm:/var/lib/flume/lib/*

If the Flume Handler and Flume are not collocated, then the Flume Agent configuration
file and the Flume client libraries must be copied to the machine hosting the Flume
Handler process.

4.2.2 Flume Handler Configuration

The following are the configurable values for the Flume Handler. These properties are
located in the Java Adapter properties file (not in the Replicat properties file).

Property Name Property Value Mandatory Description

gg. handl erli st fl umehandl er (choice Yes List of handlers. Only one is allowed with
of any name) grouping properties ON.

gg. handl er. flumehan flune Yes Type of handler to use.

dler.type

ORACLE
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Property Name

Property Value

Mandatory

Description

gg. handl er. fl umehan Formatter class or
short code

dl er. formt

No. Defaults to
del i m t edt ext

The Formatter to be used. Can be one of the
following:

e avro_row

e avro_op
e delimtedtext
e xn

e json

e json_row

Alternatively, it is possible to write a custom
formatter and include the fully qualified class
name here.

gg. handl er. fl unehan
dl er. Rpcd i ent Prope
rtiesFile

Any choice of
filename

No. Defaults to
defaul t-flume-
rpc. properties

Either the default def aul t - f | une-
rpc. properties or a specified custom RPC client
properties file should exist in the classpath.

gg. handl er. fl umehan
dl er. node

oplt x

No. Defaults to
op

Operation mode or Transaction Mode. Java
Adapter grouping options can be used only in tx
mode.

gg. handl er. fl umehan
dl er. Event Header d a
ss

A custom
implementation fully
qualified class name

No. Defaults to
Def aul t Fl umeEv
ent Header

Class to be used which defines what headers
properties are to be added to a flume event.

gg. handl er. fl umehan
dl er. Event MapsTo

op|t x

No. Defaults to
op

Defines whether each flume event would
represent an operation or a transaction. If
handl er node = op, Event MapsTo will always be

op.

gg. handl er. fl umehan truelfal se
dl er. Propagat eSchem

a

No. Defaults to
fal se

When set to t r ue, the Flume handler will begin to
publish schema events.

gg. handl er. fl umehan true|fal se

dl er.incl udeTokens

No. Defaults to
fal se

When set to t r ue, includes token data from the
source trail files in the output. When set to f al se
to excludes the token data from the source trail
files in the output.

4.2.3 Sample Configuration

99.
99.
99.
99.
99.
99.
99.
99.

handl erlist = flunehandl er

handl er.
handl er.
handl er.
handl er.
handl er.
handl er.
handl er.

f I umehandl er
f I umehandl er
fl umehandl er
f I umehandl er
f I umehandl er
f I umehandl er
f I umehandl er

.type = flune
.Rpcd i ent PropertiesFil e=customfl ume-rpc. properties
.format =avro_op
.node =tx

. Event MapsTo=t x

. Propagat eSchema =true
.includeTokens=f al se

4.3 Data Mapping of Operations to Flume Events

This section explains how operation data from the Oracle GoldenGate trail file is
mapped by the Flume Handler into Flume Events based on different configurations. A
Flume Event is a unit of data that flows through a Flume agent. The Event flows from
source to channel to sink and is represented by an implementation of the Event

ORACLE
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interface. An Event carries a payload (byte array) that is accompanied by an optional
set of headers (string attributes).

Topics:
e Operation Mode (page 4-4)
e Transaction Mode and EventMapsTo Operation (page 4-4)

e Transaction Mode and EventMapsTo Transaction (page 4-4)

4.3.1 Operation Mode

The configuration for the Flume Handler is the following in the Oracle GoldenGate
Java configuration file.

gg. handl er. { nane}. node=op

The data for each individual operation from Oracle GoldenGate trail file maps into a
single Flume Event. Each event is immediately flushed to Flume. Each Flume Event
will have the following headers.

° TABLE_NAME The table name for the operation.

*  SCHEMA_NAME: The catalog name (if available) and the schema name of the
operation.

*  SCHEMA_HASH: The hash code of the Avro schema. (Only applicable for Avro Row
and Avro Operation formatters.)

4.3.2 Transaction Mode and event vapsto Operation

The configuration for the Flume Handler is the following in the Oracle GoldenGate
Java configuration file.

gg. handl er. fI une_handl er _nane. node=t x
gg. handl er. f | une_handl er _nane. Event MapsTo=op

The data for each individual operation from Oracle GoldenGate trail file maps into a
single Flume Event. Events are flushed to Flume at transaction commit. Each Flume
Event will have the following headers.

e TABLE NAME: The table name for the operation.

*  SCHEMA_NAME: The catalog name (if available) and the schema name of the
operation.

e SCHEMA HASH: The hash code of the Avro schema. (Only applicable for Avro Row
and Avro Operation formatters.)

It is suggested to use this mode when formatting data as Avro or delimited text. It is
important to understand that configuring Replicat batching functionality increases the
number of operations processed in a transaction.

4.3.3 Transaction Mode and eventwapsto Transaction

The configuration for the Flume Handler is the following in the Oracle GoldenGate
Java configuration file.
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gg. handl er. f1 une_handl er _nane. node=t x
gg. handl er. f1 une_handl er _nanme. Event MapsTo=t x

The data for all operations for a transaction from the source trail file are concatenated
and mapped into a single Flume Event. The event is flushed at transaction commit.
Each Flume Event has the following headers.

e GG_TRAN D: The transaction ID of the transaction
e OP_COUNT: The number of operations contained in this Flume payload event

It is suggested to use this mode only when using self describing formats such as
JSON or XML. In is important to understand that configuring Replicat batching
functionality increases the number of operations processed in a transaction.

4.4 Performance Considerations

» Replicat-based grouping is recommended to be used to improve performance.

e Transaction mode with gg. handl er. f | ume_handl er _name. Event MapsTo=t x setting is
recommended for best performance.

*  The maximum heap size of the Flume Handler may affect performance. Too little
heap may result in frequent garbage collections by the JVM. Increasing the
maximum heap size of the JVM in the Oracle GoldenGate Java properties file may
improve performance.

4.5 Metadata Change Events

The Flume Handler is adaptive to metadata change events. To handle metadata
change events, the source trail files must have metadata in the trail file. However, this
functionality depends on the source replicated database and the upstream Oracle
GoldenGate Capture process to capture and replicate DDL events. This feature is not
available for all database implementations in Oracle GoldenGate, see the Oracle
GoldenGate installation and configuration guide for the appropriate database to
understand if DDL replication is supported.

Whenever a metadata change occurs at the source, the flume handler will notify the
associated formatter of the metadata change event. Any cached schema that the
formatter is holding for that table will be deleted. The next time the associated
formatter encounters an operation for that table the schema will be regenerated.

4.6 Example Flume Source Configuration

Topics:
e Avro Flume Source (page 4-5)

e Thrift Flume Source (page 4-6)

4.6.1 Avro Flume Source

ORACLE

The following is sample configuration for an Avro Flume source from the Flume Agent
configuration file:

client.type = defaul t
hosts = hl
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hosts. hl = host _i p: host _port
bat ch-size = 100
connect-tinmeout = 20000
request-timeout = 20000

4.6.2 Thrift Flume Source

The following is sample configuration for an Avro Flume source from the Flume Agent
configuration file:

client.type = thrift
hosts = hl
hosts. hl = host _i p: host _port

4.7 Advanced Features

Topics:

e Schema Propagation (page 4-6)

e Security (page 4-6)

e Fail Over Functionality (page 4-7)

e Load Balancing Functionality (page 4-7)

4.7.1 Schema Propagation

The Flume Handler can propagate schemas to Flume. This is currently only supported
for the Avro Row and Operation formatters. To enable this feature set the following

property:

gg. handl er. name. propagat eSchenma=t r ue

The Avro Row or Operation Formatters generate Avro schemas on a just in time basis.
Avro schemas are generated the first time an operation for a table is encountered. A
metadata change event results in the schema reference being for a table being
cleared and thereby a new schema is generated the next time an operation is
encountered for that table.

When schema propagation is enabled the Flume Handler will propagate schemas an
Avro Event when they are encountered.

Default Flume Schema Event headers for Avro include the following information:
°  SCHEMA EVENT: true

e GENERI C WRAPPER: true or false

*  TABLE_NAME: The table name as seen in the trail

e SCHEMA NAME: The catalog name (if available) and the schema name

e SCHEMA HASH: The hash code of the Avro schema

4.7.2 Security

ORACLE

Kerberos authentication for the Oracle GoldenGate for Big Data Flume Handler
connection to the Flume source is possible. This feature is only supported in Flume
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1.6.0 and later using the Thrift Flume source. It is enabled by changing the
configuration of the Flume source in the Flume Agent configuration file.

Following is an example of the Flume source configuration from the Flume Agent
configuration file that shows how to enable Kerberos authentication. The Kerberos
principal name of the client and the server must be provided. The path to a Kerberos
keyt ab file must be provided so that the password of the client principal can be
resolved at runtime. For information on how to administrate Kerberos, Kerberos
principals and their associated passwords, and the creation of a Kerberos keyt ab file,
see the Kerberos documentation.

client.type = thrift

hosts = hl

hosts. hl =host_i p: host _port

ker beros=true

client-principal =fluneclient/client.exanple. or g@XAVPLE. ORG
client-keytab=/tnp/fluneclient.keytab

server-princi pal =f | une/ server. exanpl e. or g@&XAVPLE. ORG

4.7.3 Fail Over Functionality

It is possible to configure the Flume Handler so that it will fail over in the event that the
primary Flume source becomes unavailable. This feature is currently only supported in
Flume 1.6.0 and later using the Avro Flume source. It is enabled with Flume source
configuration in the Flume Agent configuration file. The following is sample
configuration for enabling fail over functionality:

client.type=default _failover
hosts=hl h2 h3

hosts. hl=host _i p1: host _port1
host s. h2=host _i p2: host _port 2
host s. h3=host _i p3: host _port 3
max-attenmpts = 3

bat ch-size = 100
connect-tinmeout = 20000
request-tinmeout = 20000

4.7.4 Load Balancing Functionality

ORACLE

You can configure the Flume Handler so that produced Flume events are load
balanced across multiple Flume sources. It is currently only supported in Flume 1.6.0
and later using the Avro Flume source. This feature is enabled with Flume source
configuration in the Flume Agent configuration file. The following is sample
configuration for enabling load balancing functionality:

client.type = defaul t_| oadbal ance
hosts = hl h2 h3

hosts.hl = host _i pl: host _port1
hosts. h2 = host _i p2: host _port2
hosts. h3 = host _i p3: host _port3

backoff = fal se

maxBackoff = 0
host - sel ector = round_robin
bat ch-size = 100
connect-tineout = 20000
request-timeout = 20000
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4.8 Troubleshooting the Flume Handler

Topics:

« Java Classpath (page 4-8)

»  Flume Flow Control Issues (page 4-8)

»  Flume Agent Configuration File Not Found (page 4-8)
*  Flume Connection Exception (page 4-8)

e Other Failures (page 4-9)

4.8.1 Java Classpath

Issues with the Java classpath are one of the most common problems. The indication
of a classpath problem is a d assNot FoundExcept i on in the Oracle GoldenGate Java

I og4j log file. The Java | og4j log file can be used to troubleshoot this issue. Setting the
log level to DEBUG allows for logging of each of the jars referenced in the gg. cl asspat h
object to be logged to the log file. This way, you can make sure that all of the required
dependency JARSs are resolved, see Classpath Configuration (page 4-2).

4.8.2 Flume Flow Control Issues

The Flume Handler may write to the Flume source faster than the Flume sink can
dispatch messages in some situations. When this happens, the Flume Handler will
work for a while, but once Flume can no longer accept messages it will abend. The
cause logged in the Oracle GoldenGate Java log file will likely be an

Event Del i ver yExcept i on indicating the Flume Handler was unable to send an event.
Check the Flume log to for the exact cause of the problem. You may be able to
reconfigure the Flume channel to increase capacity or increase the configuration for
Java heap if the Flume Agent is experiencing an Qut Of Menor yExcept i on. This may not
entirely solve the problem. If the Flume Handler can push data to the Flume source
faster than messages are dispatched by the Flume sink, then any change may simply
extend the period the Flume Handler can run before failing.

4.8.3 Flume Agent Configuration File Not Found

The Flume Handler will abend at start up if the Flume Agent configuration file is not in
the classpath. The result is generally a Confi gExcept i on listing the issue as an error
loading the Flume producer properties. Check the gg. handl er . nane.

RpcCl i ent Properites configuration file to ensure that the naming of the Flume Agent
properties file is correct. Check the GoldenGate gg. cl asspat h properties to ensure that
the classpath contains the directory containing the Flume Agent properties file. Also,
check the classpath to ensure that the path to the Flume Agent properties file does not
end with a wildcard * character.

4.8.4 Flume Connection Exception

ORACLE

The Flume Handler will abend at start up if it is unable to make a connection to the
Flume source. The root cause of this problem will likely be reported as an | OExept i on in
the Oracle GoldenGate Java | og4j file indicating a problem connecting to Flume at a
given host and port. Check the following:
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* That the Flume Agent process is running and

» the Flume agent configuration file that the Flume Handler is accessing contains
the correct host and port.

4.8.5 Other Failures

Review the contents of the Oracle GoldenGate Java | og4j file to identify any other
issues for correction.
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The HBase Handler allows you to populate HBase tables from existing Oracle
GoldenGate supported sources.

Topics:

e Overview (page 5-1)

» Detailed Functionality (page 5-1)

»  Setting Up and Running the HBase Handler (page 5-2)
* Metadata Change Events (page 5-6)

» Additional Considerations (page 5-7)

* Troubleshooting the HBase Handler (page 5-7)

5.1 Overview

HBase is an open source Big Data application that emulates much of the functionality
of a relational database management system (RDBMS). Hadoop is specifically
designed to store large amounts of unstructured data. Conversely, data stored in
databases and being replicated through Oracle GoldenGate is highly structured.
HBase provides a method of maintaining the important structure of data, while taking
advantage of the horizontal scaling that is offered by the Hadoop Distributed File
System (HDFS).

5.2 Detailed Functionality

ORACLE

The HBase Handler takes operations from the source trail file and creates
corresponding tables in HBase, and then loads change capture data into those tables.

HBase Table Names

Table names created in an HBase map to the corresponding table name of the
operation from the source trail file. It is case-sensitive.

HBase Table Namespace

For two part table names (schema name and table name), the schema name maps to
the HBase table namespace. For a three part table name like Cat al og. Schema. MyTabl e,
the create HBase namespace would be Cat al og_Schema. HBase table namespaces are
case sensitive. A NULL schema name is supported and maps to the default HBase
namespace.

HBase Row Key

HBase has a similar concept of the database primary keys called the HBase row key.
The HBase row key is the unique identifier for a table row. HBase only supports a
single row key per row and it cannot be empty or NULL. The HBase Handler maps the
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primary key value into the HBase row key value. If the source table has multiple
primary keys, then the primary key values are concatenated, separated by a pipe
delimiter (| ).You can configure the HBase row key delimiter.

The source table must have at least one primary key column. Replication of a table
without a primary key causes the HBase Handler to abend.

HBase Column Family

HBase has the concept of a column family. A column family is a grouping mechanism
for column data. Only a single column family is supported. Every HBase column must
belong to a single column family. The HBase Handler provides a single column family
per table that defaults to cf . The column family name is configurable by you. However,
once a table is created with a specific column family name, reconfiguration of the
column family name in the HBase example without first modify or dropping the table
results in an abend of the Oracle GoldenGate Replicat processes.

5.3 Setting Up and Running the HBase Handler

Instructions for configuring the HBase Handler components and running the handler
are described in this section.

HBase must be up and running either collocated with the HBase Handler process or
on a machine that is network connectable from the machine hosting the HBase
Handler process. The underlying HDFS single instance or clustered instance serving
as the repository for HBase data must be up and running.

Topics:

» Classpath Configuration (page 5-2)

e HBase Handler Configuration (page 5-3)
e Sample Configuration (page 5-5)

e Performance Considerations (page 5-6)

e Security (page 5-6)

5.3.1 Classpath Configuration

ORACLE

You must include two things in the gg. ¢l asspat h configuration variable in order for the
HBase Handler to connect to HBase and stream data. The first is the hbase-si te. xni
file and the second are the HBase client jars. The HBase client jars must match the
version of HBase to which the HBase Handler is connecting. The HBase client jars are
not shipped with the Oracle GoldenGate for Big Data product.

HBase Handler Client Dependencies (page D-1) includes the listing of required
HBase client jars by version.

The default location of the hbase-site. xnl file is HBase_Hone/ conf .
The default location of the HBase client JARS is HBase_Hone/ | i b/ *.
If the HBase Handler is running on Windows, follow the Windows classpathing syntax.

The gg. cl asspat h must be configured exactly as described. Pathing to the hbase-
site. xnl should simply contain the path with no wild card appended. The inclusion of
the * wildcard in the path to the hbase-site. xnl file will cause it not to be accessible.
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Conversely, pathing to the dependency jars should include the * wild card character in
order to include all of the jar files in that directory in the associated classpath. Do not
use *.jar. An example of a correctly configured gg. cl asspat h variable is the following:

gg. cl asspat h=/var/li b/ hbase/lib/*:/var/lib/hbase/ conf

5.3.2 HBase Handler Configuration

The following are the configurable values for the HBase Handler. These properties are
located in the Java Adapter properties file (not in the Replicat properties file).

Table 5-1 HBase Handler Configuration Properties

. __________________________________________________________________________________________|
Legal Defau Explanation

Properties Require
d/
Option
al

Values It

gg. handl erli st Require
d

Any string None

Provides a name for the HBase Handler. The
HBase Handler name is then becomes part
of the property names listed in this table.

gg. handl er. nane. Require

Selects the HBase Handler for streaming

t ype=hbase d change data capture into HBase

gg. handl er. nane. Optional Any cf Column family is a grouping mechanism for

hBaseCol umFani | String columns in HBase. The HBase Handler only

yName legal for supports a single column family in the 12.2

an HBase release.
column

family

name

gg. handl er. nane. Optional true | fal se Using true indicates that token values are

i ncl udeTokens fal se included in the output to HBase. Using f al se
means token values are not be included.

gg. handl er. nane. Optional Any string = Provides a delimiter between key values in a

keyVal ueDel i mite map. For example,

r key=val ue, keyl=val uel, key2=val ue2.
Tokens are mapped values. Configuration
value supports CDATA[ ] wrapping.

gg. handl er. nane. Optional Any string , Provides a delimiter between key value pairs

keyVal uePai r Del i
mter

in a map. For example,

key=val ue, keyl=val uel, key2=val ue2key=v
al ue, keyl=val uel, key2=val ue2. Tokens are
mapped values. Configuration value supports
CDATA[ ] wrapping.

ORACLE
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Table 5-1 (Cont.) HBase Handler Configuration Properties

Properties Require Legal Defau Explanation
d/ Values It
Option
al
gg. handl er. name. Optional Any The  Determines the encoding of values written
encodi ng encoding native the HBase. HBase values are written as
name or syste bytes.
alias m
supported encod
by Java.l ing of
For alist the
of machi
supported ne
options,  hostin
visitthe  gthe
Oracle Oracl
Java e
Documen Golde
tation nGate
website  proce
at ss
https://
docs.ora
cle.conm
javase/ 8
/ docs/
technote
s/
gui des/
intl/
encodi ng
.doc. htm
I
gg. handl er. name. Optional abend | abend Provides configuration for how the HBase
pkUpdat eHand! i ng updat e | Handler should handle update operations
del ete- that change a primary key. Primary key
i nsert operations can be problematic for the HBase

Handler and require special consideration by
you.

* abend - indicates the process will abend

e update - indicates the process will treat
this as a normal update

e del ete-insert -indicates the process
will treat this as a delete and an insert.
The full before image is required for this
feature to work properly. This can be
achieved by using full supplemental
logging in Oracle Database. Without full
before and after row images the insert
data will be incomplete.

gg. handl er. name. Optional Any string NULL

nul | Val ueRepr ese
ntation

Allows you to configure what will be sent to
HBase in the case of a NULL column value.
The default is NULL. Configuration value
supports CDATA[] wrapping.

ORACLE
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Table 5-1 (Cont.) HBase Handler Configuration Properties

Properties Require Legal Defau Explanation
d/ Values It
Option
al
gg. handl er. name. Optional kerberos None Setting this property to ker ber os enables
aut hType Kerberos authentication.
gg. handl er. name. Optional Relative - The keyt ab file allows the HDFS Handler to
ker ber osKeyt abFi  (Require or access a password to perform a ki ni t
le dif absolute operation for Kerberos security.
authTyp pathtoa
e=kerbe Kerberos
ros) keyt ab
file
gg. handl er. nane. Optional A legal - The Kerberos principal name for Kerberos
kerberosPrinci pa (Require Kerberos authentication.
| dif principal
aut hTyp name (for
e=kerbe example,
ros) user/
FQDN@W.
REALM)
gg. handl er. nane. Optional true | fal se Set this configuration property to true to
hBase98Conpat i bl fal se enable integration with the HBase 0.98.x and
e 0.96.x releases.
gg. handl er. nane. Optional Any string | Configures the delimiter between primary key
rowkeyDel imter values from the source table when
generating the HBase r owkey. This property
supports CDATA[] wrapping of the value to
preserve whitespace if the user wishes to
delimit incoming primary key values with a
character or characters determined to be
whitespace.
gg. handl er. nane. Optional true | false Settotrue to setthe timestamp for HBase
set HBaseQperati o fal se operations in the HBase Handler instead of

nTi mest anp

allowing HBase is assign the timestamps on
the server side. This property can be used to
solve the problem of a row delete followed by
an immediate reinsert of the row not showing
up in HBase, see HBase Handler Delete-
Insert Problem (page 5-8).

1 For more Java information, see Java Internalization Support at ht t ps: // docs. or acl e. conl
j avase/ 8/ docs/ t echnot es/ gui des/intl/.

5.3.3 Sample Configuration

The following is a sample configuration for the HBase Handler from the Java Adapter

ORACLE

properties file:

gg. handl erl i st =hbase

gg. handl er. hbase. t ype=hbase

gg. handl er. hbase. nmode=t x
gg. handl er. hbase. hBaseCol unmmFani | yNane=cf
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gg. handl er. hbase. i ncl udeTokens=true

gg. handl er. hbase. keyVal ueDel i m t er =CDATA| =]

gg. handl er. hbase. keyVal uePai r Del i m t er =CDATA[ , ]

gg. handl er. hbase. encodi ng=UTF- 8

gg. handl er. hbase. pkUpdat eHandl i ng=abend

gg. handl er. hbase. nul | Val ueRepr esent at i on=CDATA[ NULL]
gg. handl er. hbase. aut hType=none

5.3.4 Performance Considerations

At each transaction commit, the HBase Handler performs a flush call to flush any
buffered data to the HBase region server. This must be done to maintain write
durability. Flushing to the HBase region server is an expensive call and performance
can be greatly improved by using the Replicat GROUPTRANSOPS parameter to group
multiple smaller transactions in the source trail file into a larger single transaction
applied to HBase. You can use Replicat base-batching by adding the configuration
syntax in the Replicat configuration file.

Operations from multiple transactions are grouped together into a larger transaction,
and it is only at the end of the grouped transaction that transaction commit is
executed.

5.3.5 Security

HBase connectivity can be secured using Kerberos authentication. Follow the
associated documentation for the HBase release to secure the HBase cluster. The
HBase Handler can connect to Kerberos secured cluster. The HBase hbase- si t e. xn
should be in handlers classpath with the hbase. security. aut henti cati on property set to
ker ber os and hbase. security. aut hori zati on property set to tr ue.

Additionally, you must set the following properties in the HBase Handler Java
configuration file:

gg. handl er. { nane}. aut hType=ker ber os

gg. handl er. { nane}. keber osPri nci pal Nanme={| egal Kerberos principal name}

gg. handl er. {nane}. ker ber osKeyt abFi | e={path to a keytab file that contains the
password for the Kerberos principal so that the Oracle Gol denGate HDFS handl er can
progranmatically performthe Kerberos kinit operations to obtain a Kerberos ticket}.

5.4 Metadata Change Events

ORACLE

Oracle GoldenGate 12.2 includes metadata in trail and can handle metadata change
events at runtime. The HBase Handler can handle metadata change events at runtime
as well. One of the most common scenarios is the addition of a new column. The
result in HBase will be that the new column and its associated data will begin being
streamed to HBase after the metadata change event.

It is important to understand that in order to enable metadata change events the entire
Replication chain must be upgraded to Oracle GoldenGate 12.2. The 12.2 HBase
Handler can work with trail files produced by Oracle GoldenGate 12.1 and greater.
However, these trail files do not include metadata in trail and therefore metadata
change events cannot be handled at runtime.
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5.5 Additional Considerations

HBase has been experiencing changes to the client interface in the last few releases.
HBase 1.0.0 introduced a new recommended client interface and the 12.2 HBase
Handler has moved to the new interface to keep abreast of the most current changes.
However, this does create a backward compatibility issue. The HBase Handler is not
compatible with HBase versions older than 1.0.0. If an Oracle GoldenGate integration
is required with 0.99.x or older version of HBase, this can be accomplished using the
12.1.2.1.x HBase Handler. Contact Oracle Support to obtain a ZIP file of the 12.1.2.1.x
HBase Handler.

Common errors on the initial setup of the HBase Handler are classpath issues. The
typical indicator is occurrences of the d assNot FoundExcept i on in the Java | og4j log file.
The HBase client JARS do not ship with the Oracle GoldenGate for Big Data product.
You must resolve the required HBase client JARS. HBase Handler Client
Dependencies (page D-1) includes the listing of HBase client JARS for each
supported version. Either the hbase-site. xnl or one or more of the required client
JARS are not included in the classpath. For instructions on configuring the classpath
of the HBase Handler, see Classpath Configuration (page 5-2).

5.6 Troubleshooting the HBase Handler

Troubleshooting of the HBase Handler begins with the contents for the Java | og4j file.
Follow the directions in the Java Logging Configuration to configure the runtime to
correctly generate the Java | og4j log file.

Topics:

» Java Classpath (page 5-7)

» HBase Connection Properties (page 5-8)

* Logging of Handler Configuration (page 5-8)

» HBase Handler Delete-Insert Problem (page 5-8)
* Cloudera CDH HBase Compatibility (page 5-9)

5.6.1 Java Classpath

Issues with the Java classpath are one of the most common problems. An indication of
a classpath problem is a d assNot FoundExcept i on in the Java | og4j log file. The Java

I og4j log file can be used to troubleshoot this issue. Setting the log level to DEBUG
allows for logging of each of the jars referenced in the gg. cl asspat h object to be logged
to the log file. You can make sure that all of the required dependency jars are resolved
by enabling DEBUG level logging, and then search the log file for messages like the
following:

2015- 09-29 13: 04: 26 DEBUG ConfigC assPath: 74 - ...adding to classpath:
url="file:/ggwork/hbase/ hbase-1.0.1.1/1ib/hbase-server-1.0.1.1.jar"
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5.6.2 HBase Connection Properties

The contents of the HDFS hbase-si te. xnl file (including default settings) are output to
the Java | og4j log file when the logging level is set to DEBUG or TRACE. It shows the
connection properties to HBase. Search for the following in the Java | og4j log file.

2015-09-29 13:04: 27 DEBUG HBaseWiter:449 - Begin - HBase configuration object
contents for connection troubleshooting.
Key: [hbase.auth.token.max.lifetine] Value: [604800000].

A common error is for the hbase-site. xnl file to be either not included in the classpath
or a pathing error to the hbase- si te. xm . In this case the HBase Handler will not be
able to establish a connection to HBase and the Oracle GoldenGate process will
abend. The following error will be reported in the Java | og4j log.

2015-09-29 12:49: 29 ERROR HBaseHandl er: 207 - Failed to initialize the HBase handl er.
or g. apache. hadoop. hbase. ZooKeeper Connect i onException: Can't connect to ZooKeeper

Verify that the classpath correctly includes the hbase-site. xm file and that HBase is
running.

5.6.3 Logging of Handler Configuration

The Java | og4j log file contains information on the configuration state of the HBase
Handler. This information is output at the | NFOlog level. Sample output is as follows:

2015-09-29 12:45:53 I NFO HBaseHandl er: 194 - **** Begin HBase Handler - Configuration
Sum-rary * k%%

Mbde of operation is set to tx.

HBase data will be encoded using the native system encoding.

In the event of a primary key update, the HBase Handler will ABEND.

HBase columm data will use the colum fanily name [cf].

The HBase Handler will not include tokens in the HBase data.

The HBase Handl er has been configured to use [=] as the deliniter between keys and
val ues.

The HBase Handl er has been configured to use [,] as the deliniter between key
val ues pairs.

The HBase Handl er has been configured to output [NULL] for null val ues.
Hbase Handl er Authentication type has been configured to use [none]

5.6.4 HBase Handler Delete-Insert Problem

ORACLE

If you are using the HBase Handler gg. handl er . nanme. set HBaseQper at i onTi nest anp
configuration property, the source database may get out of sync with data in the
HBase Handler tables. This is caused by the deletion of a row followed by the
immediate reinsertion of the row. HBase creates a tombstone marker for the delete
that is identified by a specific timestamp. This tombstone marker marks any row
records in HBase with the same row key as deleted that have a timestamp before or
the same as the tombstone marker. This can occur when the deleted row is
immediately reinserted. The insert operation can inadvertently have the same
timestamp as the delete operation so the delete operation causes the subsequent
insert operation to incorrectly appear as deleted.

To work around this issue, you need to set the
gg. handl er . nane. set HbaseQper at i onTi mest anp= to t r ue, which does two things:
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*  Sets the timestamp for row operations in the HBase Handler.

» Detection of a delete-insert operation that ensures that the insert operation has a
timestamp that is after the insert.

The default for gg. handl er. nane. set HoaseQper at i onTi nest anp isf al se, which means that
the HBase server supplies the timestamp for a row. This can cause the out of sync
problem.

Setting the row operation timestamp in the HBase Handler can have these
conseguences:

1. Since the timestamp is set on the client side, this could create problems if multiple
applications are feeding data to the same HBase table.

2. If delete and reinsert is a common pattern in your use case, then the HBase
Handler has to increment the timestamp 1 millisecond each time this scenario is
encountered.

Processing cannot be allowed to get too far into the future so the HBase Handler only
allows the timestamp to increment 100 milliseconds into the future before it attempts to
wait the process so that the client side HBase operation timestamp and real time are
back in sync. When a delete-insert is used instead of an update in the source
database so this sync scenario would be quite common. Processing speeds may be
affected by not allowing the HBase timestamp to go over 100 milliseconds into the
future if this scenario is common.

5.6.5 Cloudera CDH HBase Compatibility

The Cloudera CDH has moved to HBase 1.0.0 in the CDH 5.4.0 version. To keep
reverse compatibility with HBase 0.98.x and before, the HBase client in the CDH broke
the binary compatibility with Apache HBase 1.0.0. This created a compatibility problem
for the HBase Handler when connecting to Cloudera CDH HBase for CDH versions
5.4 - 5.11. You may have been advised to solve this problem by using the old 0.98
HBase interface and setting the following configuration parameter:

gg. handl er. nane. hBase98Conpat i bl e=t r ue

This compatibility problem is solved using Java Refection. If you are using the HBase
Handler to connect to CDH 5.4x, then you should changed the HBase Handler
configuration property to the following:

gg. handl er. nane. hBase98Conpat i bl e=f al se

Optionally, you can omit the property entirely because the default value is f al se.
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Using the HDFS Handler

This chapter explains the HDFS Handler, which is designed to stream change capture
data into the Hadoop Distributed File System (HDFS).

Topics:

*  Overview (page 6-1)

*  Writing into HDFS in SequenceFile Format (page 6-1)

e Writing in HDFS in Avro Object Container File Format (page 6-10)
*  Generating HDFS File Names Using Template Strings (page 6-11)
* Metadata Change Events (page 6-12)

» Partitioning (page 6-12)

» Additional Considerations (page 6-13)

* Best Practices (page 6-14)

»  Troubleshooting the HDFS Handler (page 6-14)

6.1 Overview

The HDFS is the primary application for Big Data. Hadoop is typically installed on
multiple machines that work together as a Hadoop cluster. Hadoop allows you to store
very large amounts of data in the cluster that is horizontally scaled across the
machines in the cluster. You can then perform analytics on that data using a variety of
Big Data applications.

6.2 Writing into HDFS in SequenceFile Format

The HDFS SequencekFile is a flat file consisting of binary key and value pairs. You can
enable writing data in SequenceFile format by setting the gg. handl er. nane. f or mat
property to sequencefil e. The key part of the record is set to null and the actual data is
set in the val ue part. For information about Hadoop SequenceFile, see https://
wiki.apache.org/hadoop/SequenceFile.

Topics:

* Integrating with Hive (page 6-1)

e Understanding the Data Format (page 6-2)

*  Setting Up and Running the HDFS Handler (page 6-2)

6.2.1 Integrating with Hive

Oracle GoldenGate for Big Data release does not include a Hive Handler because the
HDFS Handler provides all of the necessary Hive functionality .
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You can create a Hive integration to create tables and update table definitions in the
case of DDL events, which is limited to only data formatted as Avro Object Container
File format. For more information, see Writing in HDFS in Avro Object Container File
Format (page 6-10) and HDFS Handler Configuration (page 6-3).

DDL to create Hive tables should include STORED as sequencefi| e for Hive to consume
Sequence Files. Following is a sample create table script:

CREATE EXTERNAL TABLE tabl e_name (
col 1 string,

col 2 string)
ROW FORMAT DELI M TED
STORED as sequencefile
LOCATION '/ path/to/ hdfs/file';

# Note:

If files are intended to be consumed by Hive, then the
gg. handl er. name. partitionByTabl e property should be set to tr ue.

6.2.2 Understanding the Data Format

The data written in the val ue part of each record and is in delimited text format. All of
the options described in the Delimited Text Formatter (page 13-2) section are
applicable to HDFS SequenceFile when writing data to it.

For example:

gg. handl er. nane. f or mat =sequencefile

gg. handl er. nane. f ormat . i ncl udeCol unnNames=t r ue

gg. handl er. nane. format . i ncl udeQpType=t rue

gg. handl er. nane. format . i ncl udeCur rent Ti nest anp=t r ue
gg. handl er. nane. f or mat . updat eCpKey=U

6.2.3 Setting Up and Running the HDFS Handler

ORACLE

To run the HDFS Handler, a Hadoop single instance or Hadoop cluster must be
installed, running, and network accessible from the machine running the HDFS
Handler. Apache Hadoop is open source and available for download at http://
hadoop. apache. or g/ . Follow the Getting Started links for information on how to install a
single-node cluster (also called pseudo-distributed operation mode) or a clustered
setup (also called fully-distributed operation mode).

Instructions for configuring the HDFS Handler components and running the handler
are described in the following sections.

» Classpath Configuration (page 6-3)

» HDFS Handler Configuration (page 6-3)
»  Sample Configuration (page 6-9)

» Performance Considerations (page 6-9)

e Security (page 6-10)
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6.2.3.1 Classpath Configuration

Two things must be configured in the gg. cl asspat h configuration variable in order for
the HDFS Handler to connect to HDFS and run. The first thing is the HDFS core-
site.xnl file and the second are the HDFS client jars. The HDFS client jars must
match the version of HDFS that the HDFS Handler is connecting. For a listing of the
required client JAR files by release, see HDFS Handler Client Dependencies

(page E-1).

The default location of the core-site. xnl file is the follow:

Hadoop_Hone/ et ¢/ hadoop

The default location of the HDFS client jars are the following directories:
Hadoop_Hone/ shar e/ hadoop/ common/ | i b/ *

Hadoop_Hone/ shar e/ hadoop/ conmon/ *

Hadoop_Horme/ shar e/ hadoop/ hdf s/ i b/ *

Hadoop_Hone/ shar e/ hadoop/ hdf s/ *

The gg. cl asspat h must be configured exactly as shown. Pathing to the core-si te. xni
should simply contain the path to the directory containing the cor e- si t e. xni file with no
wild card appended. The inclusion of the * wildcard in the path to the core-site. xn file
will cause it not to be picked up. Conversely, pathing to the dependency jars should
include the * wildcard character in order to include all of the jar files in that directory in
the associated classpath. Do not use *. jar.

An example of a correctly configured gg. cl asspat h variable is the following:

gg. cl asspat h=/ ggwor k/ hadoop/ hadoop- 2. 6. 0/ et ¢/ hadoop: / ggwor k/ hadoop/ hadoop- 2. 6. 0/
shar e/ hadoop/ conmon/ | i b/ *: / ggwor k/ hadoop/ hadoop- 2. 6. 0/ shar e/ hadoop/ common/ *: / ggwor k/
hadoop/ hadoop- 2. 6. 0/ shar e/ hadoop/ hdf s/ *: / ggwor k/ hadoop/ hadoop- 2. 6. 0/ shar e/ hadoop/
hdf s/ 1ib/*

The HDFS configuration file hdf s-site. xm is also required to be in the classpath if
Kerberos security is enabled. The hdfs-site.xnl file is by default located in the
Hadoop_Home/ et ¢/ hadoop directory. Either or both files can be copied to another machine
if the HDFS Handler is not collocated with Hadoop.

6.2.3.2 HDFS Handler Configuration

The following are the configurable values for the HDFSHandler. These properties are
located in the Java Adapter properties file (not in the Replicat properties file).

Table 6-1 HDFS Handler Configuration Properties
]

Property Optional /| Legal Values Default Explanation
Required
gg. handl erli st Required  Any string None Provides a name for the HDFS Handler. The HDFS

Handler name then becomes part of the property
names listed in this table.

gg. handl er. nane.ty Required - - Selects the HDFS Handler for streaming change
pe=hdf s data capture into HDFS.
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Table 6-1 (Cont.) HDFS Handler Configuration Properties
]

Property

Optional /| Legal Values Default
Required

Explanation

gg. handl er. nane. no  Optional
de

tx|op

op

Selects operation (op) mode or transaction (t x)
mode for the handler. In almost all scenarios,
transaction mode results in better performance.

gg. handl er. nane. ma  Optional
xFil eSize

Default unit of
measure is
bytes. You can
stipulate k, m
or g to signify
kilobytes,
megabytes, or
gigabytes
respectively.
Examples of
legal values
include 10000,
10k, 100m

1. 1g.

19

Selects the maximum file size of created HDFS
files.

gg. handl er. nane.ro Optional
otFilePath

Any path
name legal in
HDFS.

/ ogg

The HDFS Handler will create subdirectories and
files under this directory in HDFS to store the data
streaming into HDFS.

gg. handl er. nane. fi
[ eRol | I nterval

Optional

The default
unit of
measure is
milliseconds.
You can
stipulate s, s,
m h to signify
milliseconds,
seconds,
minutes, or
hours
respectively.
Examples of
legal values
include 10000,
10000ms, 10s,
10m or 1. 5h.
Values of 0 or
less indicate
that file rolling
ontimeis
turned off.

File
rolling on
time is
off.

The timer starts when an HDFS file is created. If
the file is still open when the interval elapses then
the file will be closed. A new file will not be
immediately opened. New HDFS files are created
on a just in time basis.

ORACLE
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Table 6-1 (Cont.) HDFS Handler Configuration Properties

Property Optional /| Legal Values Default Explanation
Required
gg. handl er. nane.in Optional The default File The timer starts from the latest write to an HDFS
activityRollInterv unit of inactivity ~ file. New writes to an HDFS file restart the counter.
al measure is rolling on  If the file is still open when the counter elapses the
milliseconds.  time is HDFS file will be closed. A new file will not be
You can off. immediately opened. New HDFS files are created
stipulate ns, s, on a just in time basis.
m h to signify
milliseconds,
seconds,
minutes, or
hours
respectively.
Examples of
legal values
include 10000,
10000ns, 10s,
10. 5m or 1h.
Values of 0 or
less indicate
that file
inactivity
rolling on time
is turned off.
gg. handl er. nane. fi  Optional Astringwith  $ You can use keywords interlaced with constants to
| eNanmeMappi ngTenpl resolvable {fullyQu dynamically generate unique HDFS file names at
ate keywords and alifiedT runtime, see Generating HDFS File Names Using
constants abl eName Template Strings (page 6-11). File names
used to } $ typically follow the format, $
dynamically {groupNa {fullyQualifiedTabl eNane}_${groupNare}_$
generate ne} $ {current Ti meStanp}{.txt}.
HDFS file {current
names at Ti meSt am
runtime. p}. txt
gg. handl er. nane. pa Optional true|false true Determines if data written into HDFS should be
rtitionByTabl e (datais  partitioned by table. If set to t r ue, then data for
partitione different tables are written to different HDFS files. If
d by se to f al se, then data from different tables is
table) interlaced in the same HDFS file.
Must be set to t r ue to use the Avro Object
Container File Formatter. Set to f al se results in a
configuration exception at initialization.
gg. handl er. nane.ro Optional true|false true Determines if HDFS files should be rolled in the
[ | OnMet adat aChange (HDFs case of a metadata change. True means the HDFS
files are file is rolled, false means the HDFS file is not
rolled on rolled.
a Must be set to t r ue to use the Avro Object
metadata  container File Formatter. Set to f al se results in a
change  configuration exception at initialization.
event)
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Table 6-1 (Cont.) HDFS Handler Configuration Properties

Property Optional /| Legal Values Default Explanation
Required
gg. handl er. nane. fo Optional delinmtedtex delinmte Selectsthe formatter for the HDFS Handler for how
r mat t|json| dt ext output data will be formatted
j son_row| xnt +  delintedtext - Delimited text
| avro_row| .« json-JSON
avro_op | . .
e json_row-JSON output modeling row data
avro_row ocf .
| avro_op_ocf xm - _
| e avro_row- Avro in row compact format
sequencefile e avro_op - Avro in operation more verbose
format.
e avro_row ocf - Avro in the row compact
format written into HDFS in the Avro Object
Container File (OCF) format.
e avro_op_ocf - Avro in the more verbose
format written into HDFS in the Avro Object
Container File format.
e sequencefil e - Delimited text written in
sequence into HDFS is sequence file format.
gg. handl er. nane.in Optional true|false false Set to t rue to include the tokens field and tokens
cl udeTokens key/values in the output, f al se to suppress tokens
output.
gg. handl er. nane. pa Optional Fully qualified - This partitions the data into subdirectories in HDFS
rtitioner.fully qu table name in the following format, par _{col um
alified_table_ and column nanme}={col um val ue}
nane names must
Equals one or more exist.
column names
separated by
commas.
gg. handl er. nane. au Optional Ker ber 0s none Setting this property to
t hType
ker ber os
enables Kerberos authentication.
gg. handl er. nane. ke Optional Relative or - The keyt ab file allows the HDFS Handler to access
rber osKeyt abFi | e (Required absolute path a password to perform a ki ni t operation for
if to a Kerberos Kerberos security.
keyt ab file.
aut hType=K
erber os
)
gg. handl er. nane. ke Optional Alegal - The Kerberos principal name for Kerberos
rberosPri nci pal (Required Kerberos authentication.
if principal name
aut hType=K like user/
uthlype=r g . REAL
erber os MQJN@M
)
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Table 6-1 (Cont.) HDFS Handler Configuration Properties
]

Property Optional /| Legal Values Default Explanation
Required

gg. handl er. nane. sc  Optional nul | Set to a legal path in HDFS so that schemas (if

hemaFi | ePat h available) are written in that HDFS directory.
Schemas are currently only available for Avro and
JSON formatters. In the case of a metadata
change event, the schema will be overwritten to
reflect the schema change.

gg. handl er. nane. co Optional bl ock | none none Hadoop Sequence File Compression Type.

mpr essi onType

Applicable to
Sequence File
Format only.

| record applicable only if gg. handl er. nane. f or mat is set
to sequencefile

gg. handl er. nane. co
npr essi onCodec

Applicable to
Sequence File and
writing to HDFS is
Avro OCF formats
only.

Optional org.apache.h org.apac Hadoop Sequence File Compression Codec.
adoop. i 0. com he. hadoo applicable only if gg. handl er. nare. f or mat is set
press.Defaul p.io.com tosequencefile
t Codec | press. De
org.apache.h faultCod
adoop.io.com ec
press.

Bzi p2Codec |

org. apache. h
adoop. i 0. com
press. Snappy
Codec |

org. apache. h
adoop. i 0. com

press.
&i pCodec

Optional null | nul | Avro OCF Formatter Compression Code. This
shappy | configuration controls the selection of the
bzip2 | xz | compression library to be used for Avro OCF files
deflate generated.

Snappy includes native binaries in the Snappy JAR
file and performs a Java-native traversal when
performing compression or decompression. Use of
Snappy may introduce runtime issue and platform
porting issues that you may not experience when
working with Java. You may need to perform
additional testing to ensure Snappy works on all of
your required platforms. Snappy is an open source
library so Oracle cannot guarantee its ability to
operate on all of your required platforms.

ORACLE
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Table 6-1 (Cont.) HDFS Handler Configuration Properties

Property Optional /| Legal Values Default Explanation
Required
gg. handl er. nane. hi  Optional A legal URL nul | Only applicable to the Avro OCF Formatter.
veJdbelr | for connecting (Hive  This configuration value provides a JDBC URL for
to Hive using integratio  connectivity to Hive through the Hive JDBC
Fhe Hive JDBC n interface. Use of this property requires that you
interface. disabled) nclude the Hive JDBC library in the gg. cl asspat h.
Hive JDBC connectivity can be secured through
basic credentials, SSL/TLS, or Kerberos.
Configuration properties are provided for the user
name and password for basic credentials.
See the Hive documentation for how to generate a
Hive JDBC URL for SSL/TLS.
See the Hive documentation for how to generate a
Hive JDBC URL for Kerberos. (If Kerberos is used
for Hive JDBC security, it must be enabled for
HDFS connectivity. Then the Hive JDBC
connection can piggyback on the HDFS Kerberos
functionality by using the same Kerberos principal.)
gg. handl er. nane. hi  Optional A legal user Java call Only applicable to the Avro Object Container File
veJdbcUser nane name if the result OCF Formatter.
Hive JDBC  from This property is only relevant if the
connectionis  System g pjyeJdbcUr | property is set. It may be required in
secured etProper your environment when the Hive JDBC connection
through ty(user.n is secured through credentials. Hive requires that
credentials. ane) Hive DDL operations be associated with a user. If
you do not set the value, it defaults to the result of
the Java call Syst em get Property(user. nanme)
gg. handl er. nane. hi  Optional A legal None Only applicable to the Avro OCF Formatter.
veJdbcPasswor d password if This property is only relevant if the hi veJdbcUr |
the Hive JDBC property is set. It may be required in your
connection environment when the Hive JDBC connection is
requires a secured through credentials. This is required if
password. Hive is configured to required passwords for the
JDBC connection.
gg. handl er. nane. hi  Optional The fully org.apac Only applicable to the Avro OCF Formatter.
veJdbcDri ver qualified Hive  he. hive. This property is only relevant if the hi veJdbcUr |
JDBC driver  jdbc. Hv property is set. The default is the Hive Hadoop2
class name. eDriver

JDBC driver name. Typically, this property does
not require configuration and is provided for use
when Apache Hive introduces a new JDBC driver
class.

ORACLE
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Table 6-1 (Cont.) HDFS Handler Configuration Properties

Property Optional /| Legal Values Default

Required

Explanation

gg. handl er. hdf s. op Optional fal se

enNext Fi | eAt Rol |

Only applicable to the HDFS Handler that is not
writing Avro OCF or Sequence file to support
extract, load, transform (ELT) situations.

When set to t r ue, this property creates a new file
immediately on the occurrence of a file roll.

File rolls can be triggered by any one of the
following

*  Metadata change

e Fileroll interval elapsed

e Inactivity interval elapsed

Data files are being loaded into HDFS and a
monitor program is monitoring the write directories
waiting to consume the data. The monitoring
programs use the appearance of a new file as a
trigger so that the previous file can be consumed
by the consuming application.

6.2.3.3 Sample Configuration

The following is sample configuration for the HDFS Handler from the Java Adapter

properties file:

gg. handl erli st=hdf s

gg. handl er. hdf s. t ype=hdf s

gg. handl er. hdf s. mode=t x

gg. handl er. hdf s. i ncl udeTokens=f al se
gg. handl er. hdf s. maxFi | eSi ze=1g

gg. handl er. hdf s. r oot Fi | ePat h=/ ogg
gg. handl er. hdfs.fileRol | Interval =0

gg. handl er. hdf s. i nactivityRol I I nterval =0

gg. handl er. hdf s. partitionByTabl e=true

gg. handl er. hdf s. rol | OnMet adat aChange=t r ue

gg. handl er. hdf s. aut hType=none
gg. handl er. hdf s. f or mat =del i mi t edt ext

6.2.3.4 Performance Considerations

The HDFS Handler calls the HDFS flush method on the HDFS write stream to flush
data to the HDFS data nodes at the end of each transaction in order to maintain write
durability. This is an expensive call and performance can be adversely affected
especially in the case of transactions of one or few operations that results in numerous

HDFS flush calls.

Performance of the HDFS Handler can be greatly improved by batching multiple small
transactions into a single larger transaction. If you have requirements for high
performance, you should configure batching functionality for Replicat process. For
more information, see Replicat Grouping (page 1-11).

The HDFS client libraries spawn threads for every HDFS file stream opened by the
HDFS Handler. The result is that the number threads executing in the JMV grows

ORACLE
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proportionally to the number HDFS file streams that are open. Performance of the
HDFS Handler can degrade as more HDFS file streams are opened. Configuring the
HDFS Handler to write to many HDFS files due to many source replication tables or
extensive use of partitioning can result in degraded performance. If your use case
requires writing to many tables, then Oracle recommends that you enable the roll on
time or roll on inactivity features to close HDFS file streams. Closing an HDFS file
stream causes the HDFS client threads to terminate and the associated resources can
be reclaimed by the JVM.

6.2.3.5 Security

The HDFS cluster can be secured using Kerberos authentication. The HDFS Handler
can connect to Kerberos secured cluster. The HDFS core-site. xnl should be in the
handlers classpath with the hadoop. securi ty. aut henti cati on property set to ker ber os
and hadoop. security. aut hori zati on property set to true. Additionally, you must set the
following properties in the HDFS Handler Java configuration file:

gg. handl er. name. aut hType=ker ber os

gg. handl er. name. ker ber osPri nci pal Nane=| egal Kerberos principal name

gg. handl er. name. ker ber osKeyt abFi | e=path to a keytab file that contains the password
for the Kerberos principal so that the HDFS Handl er can programmtically performthe
Kerberos kinit operations to obtain a Kerberos ticket

See the HDFS documentation to understand how to secure a Hadoop cluster using
Kerberos.

6.3 Writing in HDFS in Avro Object Container File Format

The HDFS Handler includes specialized functionality to write to HDFS in Avro Object
Container File (OCF) format. This Avro OCF is part of the Avro specification and is
detailed in the Avro Documentation at

https://avro.apache.org/docs/current/spec.html#Object+Container+Files

Avro OCF format may be a good choice for you because it

* integrates with Apache Hive (raw Avro written to HDFS is not supported by Hive)
» and provides good support for schema evolution.

Configure the following to enable writing to HDFS in Avro OCF format:

To write row data to HDFS in Avro OCF format configure the
gg. handl er. nane. f or mat =avr o_r ow_ocf property.

To write operation data to HDFS is Avro OCF format configure the
gg. handl er. nare. f or mat =avr o_op_ocf property.

The HDFS and Avro OCF integration includes optional functionality to create the
corresponding tables in Hive and update the schema for metadata change events. The
configuration section provides information on the properties to enable integration with
Hive. The Oracle GoldenGate Hive integration accesses Hive using the JDBC
interface so the Hive JDBC server must be running to enable this integration.
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6.4 Generating HDFS File Names Using Template Strings

ORACLE

The HDFS Handler can dynamically generate HDFS file names using a template
string. The template string allows you to generate a combination of keywords that are
dynamically resolved at runtime with static strings to provide you more control of
generated HDFS file names. You can control the template file name using the

gg. handl er . nane. fi | eNaneMappi ngTenpl at e configuration property. The default value for
this parameters is:

${full yQualifiedTabl eName}_${groupName}_${current Ti mest anp}. t xt
Supported keywords which are dynamically replaced at runtime include the following:

Keyword
Replacement

${ful l yQualifiedTabl eNane}
The fully qualified table name with period (.) delimiting the names. For example,
oracle.test.tablel.

${ cat al ogNane}
The catalog name of the source table. For example, oracl e.

${ schemaNane}
The schema name of the source table. For example, test .

${t abl eNane}
The short table name of the source table. For example, t abl el.

${ gr oupNane}
The Replicat process name concatenated with the thread id if using coordinated
apply. For example, HDFS001.

${ current Ti mest anp}

The default output format for the date time is yyyy- MM dd_HH nm ss. SSS. For example,
2017-07-05_04- 31-23.123.

Alternatively, your can configure your own format mask for the date using the

syntax, ${ current Ti mest anp[ yyyy- M dd_H+H nm ss. SSS] } . Date time format masks follow
the convention in the j ava. t ext . Si npl eDat eFor mat Java class.

Following are examples of legal templates and the resolved strings:

Legal Template
Replacement

${schemaName}. ${t abl eName} __${ gr oupNane} _${current Ti mest anp} . t xt
test.tabl el HDFS001 2017-07-05_04- 31-23. 123. t xt

${full yQualifiedTabl eName}--${currentTi nestanp}.avro
oracle.test.tabl e1—2017-07-05_04- 31-23. 123. avro

${fullyQualifiedTabl eName} ${currentTi mest anp[yyyy- Mt ddTHH nm ss. SSS] }. j son
oracle.test.tabl el-2017-07-05T04- 31-23. 123.j son

Be aware of these restrictions when generating HDFS file names using templates:
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* Generated HDFS file names must be legal HDFS file names.

*  Oracle strongly recommends that you use ${gr oupNane} as part of the HDFS file
naming template when using coordinated apply and breaking down source table
data to different Replicat threads. The group name provides uniqueness of
generated HDFS names that ${current Ti nest anp} alone does not guarantee..
HDFS file name collisions result in an abend of the Replicat process.

6.5 Metadata Change Events

Metadata change events are now handled in the HDFS Handler. The default behavior
of the HDFS Handler is to roll the current relevant file in the event of a metadata
change event. This behavior allows for the results of metadata changes to at least be
separated into different files. File rolling on metadata change is configurable and can
be turned off.

To support metadata change events the process capturing changes in the source
database must support both DDL changes and metadata in trail. Oracle GoldenGate
does not support DDL replication for all database implementations, see the Oracle
GoldenGate installation and configuration guide for the appropriate database to
understand if DDL replication is supported.

6.6 Partitioning

The HDFS Handler supports partitioning of table data by one or more column values.
The configuration syntax to enable partitioning is the following:

gg. handl er. name. partitioner.fully qualified table nanme=one nor nore col utm nanes
separated by conmas

Consider the following example:

gg. handl er. hdf s. partitioner. dbo. orders=sal es_regi on

This example can result in the following breakdown of files in HDFS:

/ 0gg/ dbo. order s/ par _sal es_regi on=west/data files
/ 0gg/ dbo. order s/ par _sal es_regi on=east/data files
/ 0gg/ dbo. order s/ par _sal es_regi on=north/data files
/ 0gg/ dbo. order s/ par _sal es_regi on=south/data files

You should exercise care when choosing columns for partitioning. The key is to
choose columns that contain only a few (10 or less) possible values and those values
are also meaningful for the grouping and analysis of the data. An example of a good
partitioning column is sales regions. An example of a poor partitioning column is
customer date of birth. Configuring partitioning on a column that has many possible
values can be problematic. A poor choice can result in hundreds of HDFS file streams
being opened and performance can degrade for the reasons discussed in
Performance Considerations (page 6-9). Additionally, poor partitioning can result in
problems while performing analysis on the data. Apache Hive requires that all where
clauses specify partition criteria if the Hive data is partitioned.
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6.7 Additional Considerations

ORACLE

The most common problems encountered are Java classpath issues. The Oracle
HDFS Handler requires certain HDFS client libraries to be resolved in its classpath as
a prerequisite for streaming data to HDFS.

For a listing of the required client JAR files by version, see HDFS Handler Client
Dependencies (page E-1). The HDFS client jars do not ship with the Oracle
GoldenGate for Big Data product. The HDFS Handler supports multiple versions of
HDFS and it is required that the HDFS client jars be the same version as the HDFS
version to which the HDFS Handler is connecting. The HDFS client jars are open
source and freely available to download from sites such as the Apache Hadoop site or
the maven central repository.

In order to establish connectivity to HDFS, the HDFS core-site. xnl file needs to be in
the classpath of the HDFS Handler. If the core-site. xn file is not in the classpath the
HDFS client code defaults to a mode that attempts to write to the local file system.
Writing to the local file system instead of HDFS can in fact be an advantageous for
troubleshooting, building a point of contact (POC), or as a step in the process of
building an HDFS integration.

Another common concern is that data streamed to HDFS using the HDFS Handler is
often not immediately available to Big Data analytic tools such as Hive. This behavior
commonly occurs when the HDFS Handler is in possession of an open write stream to
an HDFS file. HDFS writes in blocks of 128MB by default. HDFS blocks under
construction are not always visible to analytic tools. Additionally, inconsistencies
between file sizes when using the -1's, -cat, and - get commands in the HDFS shell are
commonly seen. This is an anomaly of HDFS streaming and is discussed in the HDFS
specification. This anomaly of HDFS leads to a potential 128MB per file blind spot in
analytic data. This may not be an issue if you have a steady stream of Replication data
and do not require low levels of latency for analytic data from HDFS. However, this
may be a problem in some use cases because closing the HDFS write stream causes
the block writing to finalize. Data is immediately visible to analytic tools and file sizing
metrics become consistent again. So the new file rolling feature in the HDFS Handler
can be used to close HDFS writes streams thus making all data visible.

@ Important:

The file rolling solution may present its own potential problems. Extensive use
of file rolling can result in lots of small files in HDFS. Lots of small files in
HDFS can be its own problem resulting in performance issues in analytic tools.

You may also notice the HDFS inconsistency problem in the following scenarios.

* The HDFS Handler process crashes.
» Aforced shutdown is called on the HDFS Handler process.

* A network outage or some other issue causes the HDFS Handler process to
abend.

In each of these scenarios, it is possible for the HDFS Handler to end without explicitly
closing the HDFS write stream and finalizing the writing block. HDFS in its internal
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process ultimately recognizes that the write stream has been broken so HDFS
finalizes the write block. In this scenario, you may experience a short term delay
before the HDFS process finalizes the write block.

6.8 Best Practices

It is considered a Big Data best practice for the HDFS cluster to operate on dedicated
servers called cluster nodes. Edge nodes are server machines that host the
applications to stream data to and retrieve data from the HDFS cluster nodes. This
physical architecture delineation between the HDFS cluster nodes and the edge nodes
provides a number of benefits including the following:

* The HDFS cluster nodes are not competing for resources with the applications
interfacing with the cluster.

» HDFS cluster nodes and edge nodes likely have different requirements. This
physical topology allows the appropriate hardware to be tailored to the specific
need.

It is a best practice for the HDFS Handler to be installed and running on an edge node
and streaming data to the HDFS cluster using network connection. The HDFS Handler
can run on any machine that has network visibility to the HDFS cluster. The installation
of the HDFS Handler on an edge node requires that the core-site. xnl files and the
dependency jars be copied to the edge node so that the HDFS Handler can access
them. The HDFS Handler can also run collocated on a HDFS cluster node if required.

6.9 Troubleshooting the HDFS Handler

Troubleshooting of the HDFS Handler begins with the contents for the Java | og4j file.
Follow the directions in the Java Logging Configuration to configured the runtime to
correctly generate the Java | og4j log file.

Topics:
e Java Classpath (page 6-14)
e HDFS Connection Properties (page 6-15)

e Handler and Formatter Configuration (page 6-15)

6.9.1 Java Classpath

ORACLE

As previously stated, issues with the Java classpath are one of the most common
problems. The usual indication of a Java classpath problem is a

C assNot FoundExcept i on in the Java | og4j log file. The Javal og4j log file can be used to
troubleshoot this issue. Setting the log level to DEBUG allows for logging of each of the
jars referenced in the gg. cl asspat h object to be logged to the log file. In this way, you
can ensure that all of the required dependency jars are resolved by enabling DEBUG
level logging and search the log file for messages as in the following:

2015-09-21 10:05: 10 DEBUG ConfigQd assPath:74 - ...adding to classpath: url="file:/
ggwor k/ hadoop/ hadoop- 2. 6. 0/ shar e/ hadoop/ common/ | i b/ guava-11. 0. 2. j ar
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6.9.2 HDFS Connection Properties

The contents of the HDFS core-site. xn file (including default settings) are output to
the Java | og4j log file when the logging level is set to DEBUG or TRACE. This will show the
connection properties to HDFS. Search for the following in the Java | og4j log file:

2015-09-21 10:05: 11 DEBUG HDFSConfiguration: 58 - Begin - HDFS configuration object
contents for connection troubleshooting.

If the fs. def aul t FS property is set as follows (pointing at the local file system) then the
core-site. xn file is not properly set in the gg. cl asspat h property.

Key: [fs.defaul tFS] Value: [file:///].

This shows to the fs. def aul t FS property properly pointed at and HDFS host and port.
Key: [fs.defaul tFS] Val ue: [hdfs://hdfshost:9000].

6.9.3 Handler and Formatter Configuration

ORACLE

The Java | og4j log file contains information on the configuration state of the HDFS
Handler and the selected formatter. This information is output at the | NFOlog level.
Sample output is as follows:

2015-09-21 10:05:11 INFO AvroRowFormatter:156 - **** Begin Avro Row Formatter -
Configuration Summary ****
Operation types are always included in the Avro formatter output.
The key for insert operations is [I].
The key for update operations is [U].
The key for delete operations is [D].
The key for truncate operations is [T].
Col um type mapping has been configured to map source colum types to an
appropriate corresponding Avro type.
Created Avro schemas will be output to the directory [./dirdef].
Created Avro schemas will be encoded using the [UTF-8] character set.
In the event of a primary key update, the Avro Formatter will ABEND.
Avro row nessages will not be wapped inside a generic Avro nessage.
No delimiter will be inserted after each generated Avro message.
**** End Avro Row Formatter - Configuration Summary ****

2015-09-21 10:05:11 INFO HDFSHandl er: 207 - **** Begin HDFS Handl er -
Configuration Summary ****

Mbde of operation is set to tx.

Data streamed to HDFS will be partitioned by table.

Tokens will be included in the output.

The HDFS root directory for witing is set to [/ogg].

The maxi mum HDFS file size has been set to 1073741824 bytes.

Rolling of HDFS files based on tine is configured as off.

Rolling of HDFS files based on wite inactivity is configured as off.

Rolling of HDFS files in the case of a metadata change event is enabl ed.

HDFS partitioning information:

The HDFS partitioning object contains no partitioning information.

HDFS Handl er Authentication type has been configured to use [none]
**** End HDFS Handl er - Configuration Sunmary ****
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Using the Java Database Connectivity
Handler

The Generic Java Database Connectivity (JDBC) is a handler that lets you replicate
source transactional data to a target system or database. This chapter explains the
Java Database Connectivity (JDBC) Handler and includes examples so that you can
understand this functionality.

Topics:

e Overview (page 7-1)

» Detailed Functionality (page 7-1)

e Setting Up and Running the JDBC Handler (page 7-3)
* Sample Configurations (page 7-7)

7.1 Overview

The Generic Java Database Connectivity (JDBC) Handler lets you replicate source
transactional data to a target system or database by using a JDBC interface. You can
use it with targets that support JDBC connectivity.

You can use the JDBC API to access virtually any data source, from relational
databases to spreadsheets and flat files. JDBC technology also provides a common
base on which the JDBC Handler was built. The JDBC handler with the JDBC
metadata provider also lets you use Replicat features such as column mapping and
column functions. For more information about using these features, see Using the
Metadata Provider (page 12-1)

For more information about using the JDBC API, see the Oracle Java JDBC API
Documentation website for more information:

http://docs.oracle.com/javase/8/docs/technotes/guides/jdbc/index.html

7.2 Detailed Functionality

ORACLE

The JDBC Handler replicates source transactional data to a target (or database) using
a JDBC interface.

Topics:

*  Single Operation Mode (page 7-2)

* Oracle Database Data Types (page 7-2)
MySQL Database Data Types (page 7-2)
* Netezza Database Data Types (page 7-3)
* Redshift Database Data Types (page 7-3)
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7.2.1 Single Operation Mode

The JDBC Handler performs SQL operations on every single trail record (row
operation) when the trail record is processed by the handler. The JDBC Handler does
not use the BATCHSQ. feature of the JDBC API to batch operations.

7.2.2 Oracle Database Data Types

The following column data types are supported for Oracle Database targets:

NUMBER
DECI AL

| NTEGER

FLOAT

REAL

DATE

TI MESTAMP

| NTERVAL YEAR TO MONTH

| NTERVAL DAY TO SECOND
CHAR

VARCHAR?

NCHAR

NVARCHAR?

RAW

CLOB

NCLOB

BLCB

TI MESTAMP W TH TI MEZONEL
TIME W TH Tl NEZONE?

7.2.3 MySQL Database Data Types

The following column data types are supported for MySQL Database targets:

I NT

REAL
FLOAT
DOUBLE
NUMERI C
DATE
DATETI ME
TI MESTAWP
TIENYINT
BOCLEAN
SMALLI NT
BI G NT

1 Time zone with a two digit hour and a two digit minimum offset.
2 Time zone with a two digit hour and a two digit minimum offset.
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VEDI UM NT
DECI MAL
BIT

YEAR
ENUM
CHAR
VARCHAR

7.2.4 Netezza Database Data Types

The following column data types are supported for Netezza database targets:

byt ei nt
smal | int

i nteger

bi gi nt
numeric(p, s)
nuneri c(p)
float(p)
Rea
doubl e
char

var char
nchar

nvar char
date

tinme

Ti mest anp

7.2.5 Redshift Database Data Types

The following column data types are supported for Redshift database targets:

SMALLI NT
I NTEGER
BI G NT
DECI MAL
REAL
DOUBLE
CHAR
VARCHAR
DATE

TI MESTAWP

7.3 Setting Up and Running the JDBC Handler

Instructions for configuring the JDBC Handler components and running the handler are
described in the following sections.
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# Note:

You should use the JIDBC Metadata Provider with the JDBC Handler to obtain
better data type mapping, column mapping, and column function features.

Topics:

» Java Classpath (page 7-4)

* Handler Configuration (page 7-4)

e Statement Caching (page 7-5)

»  Setting Up Error Handling (page 7-6)

7.3.1 Java Classpath

The JDBC Java Driver location must be included in the class path of the handler using
the gg. cl asspat h property.

For example, the configuration for a MySQL database could be:

gg. cl asspath= /path/to/jdbc/driver/jar/nysql-connector-java-5.1.39-bin.jar

7.3.2 Handler Configuration

You configure the JDBC Handler operation using the properties file. To enable the
selection of the JDBC handler, one must first configure the handler type by specifying
gg. handl er . nane. t ype=j dbc and the other JDBC properties as follows:

Table 7-1 JDBC Handler Configuration Properties

Properties Require Legal Defau Explanation
d/ Values It
Option
al
gg. handl er. nane. Require jdbc None Selects the JDBC Handler for streaming
type d change data capture into JDBC.
gg. handl er. nane. Require A valid None The target specific JDBC connection URL.
connect i onURL d JDBC
connectio
n URL.
gg. handl er. name. Target The None The target specific JDBC driver class hame.
Driverd ass databas target
e specific
depend JDBC
ent. driver
class
name.
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Table 7-1 (Cont.) JIDBC Handler Configuration Properties

Properties Require Legal Defau Explanation
d/ Values It
Option
al

gg. handl er. name. Target A valid None The user name used for the JDBC
user Nane databas user connection to the target database.
e name.
depend
ent.

gg. handl er. nane. Target A valid None The password used for the JDBC connection
passwor d databas password to the target database.

e

depend

ent.

gg. handl er. nane. Optional Unsigned Target If this property is not specified, the JDBC
maxAct i veSt at ene integer.  datab Handler queries the target dependent
nts ase database metadata indicating maximum
depen number of active prepared SQL statements.
dent  Some targets do not provide this metadata
so then the default value of 256 active SQL
statements is used.

If this property is specified, the JDBC
Handler will not query the target database for
such metadata and use the property value
provided in the configuration.

In either case, when the JDBC handler finds
that the total number of active SQL
statements is about to be exceeded, the
oldest SQL statement is removed from the
cache to add one new SQL statement.

7.3.3 Statement Caching

Typically, JDBC driver implementations allow multiple statements to be cached in
order to speed up the execution of the DML operations. This avoids repreparing the
statement for operations that share the same profile or template.

The JDBC Handler uses statement caching to speed up the process and caches as
many statements as supported by the underlying JDBC driver. The cache is
implemented by using an LRU cache where the key is the profile of the operation
(stored internally in the memory as an instance of St at enent CacheKey class), and the
value is the Prepar edSt at ement object itself.

A St at ement CacheKey object contains the following information for the various DML
profiles that are supported in the JDBC Handler:

DML operation type St at ement CacheKey contains a tuple of:
| NSERT (table name, operation type, ordered after-image column
indices)
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DML operation type St at enent CacheKey contains a tuple of:

UPDATE (table name, operation type, ordered after-image column
indices)

DELETE (table name, operation type)

TRUNCATE (table name, operation type)

7.3.4 Setting Up Error Handling

The JDBC Handler supports using the REPERROR and HANDLECOLLI SI ONS Oracle
GoldenGate parameters, see Reference for Oracle GoldenGate for Windows and
UNIX.

Additional configuration is required in the handler properties file to define the mapping
of different error codes for the target database as follows:

gg. error. duplicateErrorCodes

A comma-separated list of error codes defined in the target database that indicates a
duplicate key violation error. Most the JDBC drivers return a valid error code so
REPERROR actions can be configured based on the error code configured. For example:

gg. error. duplicateErrorCodes=1062, 1088, 1092, 1291, 1330, 1331, 1332, 1333

gg. error. not FoundEr r or Codes

A comma-separated list of error codes that indicate missed DELETE or UPDATE
operations on target database.

In some cases, the JDBC driver errors when an UPDATE or DELETE operation does not
modify any rows in the target database so no additional handling is required by the
JDBC Handler.

Most JDBC drivers do not return an error when a DELETE or UPDATE is affecting zero
rows so the JDBC Handler automatically detects a missed UPDATE or DELETE operation
and triggers an error to indicate a not-found error to the Replicat process. The
Replicat process can then execute the specified REPERRCR action.

The default error code used by the handler is the value zero. When you configure this
property to a non-zero value, the configured error code value is used when the
handler triggers a not found error. For example:

gg. error. not FoundEr r or Codes=1222

gg. error. deadl ockError Codes
A comma-separated list of error codes that indicate a deadlock error in the target
database. For example:

gg. error. deadl ockError Codes=1213

Setting Codes

Oracle recommends that you set a non-zero error code for the

gg. error. duplicat eError Codes, gg. error. not FoundEr r or Codes, and

gg. error. deadl ockError Codes properties because Replicat does not respond to
REPERROR and HANDLECOLLI SI ONS configuration when the error code is set to zero.
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Sample Oracle Database Target Error Codes

gg. error. duplicateErrorCodes=1
gg. error. not FoundEr r or Codes=0
gg. error. deadl ockErr or Codes=60

Sample MySQL Database Target Error Codes

gg. error.duplicateErrorCodes=1022, 1062
gg. error. not FoundEr r or Codes=1329
gg. error. deadl ockError Codes=1213, 1614

7.4 Sample Configurations

The following sections contain sample configurations for the databases supported by
the JDBC Handler from the Java Adapter properties file:

Topics:

e Sample Oracle Database Target (page 7-7)

e Sample Oracle Database Target with JDBC Metadata Provider (page 7-7)
e Sample MySQL Database Target (page 7-8)

»  Sample MySQL Database Target with JDBC Metadata Provider (page 7-8)

7.4.1 Sample Oracle Database Target

gg. handl erlist=j dbcwriter
gg. handl er. jdbcwiter.type=jdbc

#Handl er properties for Oracle database target

gg. handl er.jdbcwiter.Driverd ass=oracle.jdbc.driver.OacleDriver

gg. handl er. j dbcw i ter. connectionURL=j dbc: oracl e: t hi n: @DBServer address>
1521: <dat abase nane>

gg. handl er. j dbcw it er. user Name=<dbuser >

gg. handl er. j dbcwr i t er. passwor d=<dbpasswor d>

gg. cl asspat h=/ pat h/ to/ oracl e/ j dbc/ dri ver/ oj dbcb. j ar

gol dengat e. userexi t.tinestanp=utc

gol dengat e. userexit.witers=javawiter

javawriter.stats.displ ay=TRUE

javawiter.stats. ful | =TRUE

gg. | og=I 0g4;

gg. | og. | evel =I NFO

gg.report.tinme=30sec

javaw i ter. boot opti ons=- Xmx512m - Xnms32m - Oj ava. cl ass. pat h=.: ggj ava/ ggj ava.jar: ./
dirprm

7.4.2 Sample Oracle Database Target with JIDBC Metadata Provider

ORACLE

gg. handl erlist=j dbcwriter
gg. handl er. jdbcwiter.type=jdbc

#Handl er properties for Oracle database target with JDBC Metadata provider
gg. handl er.jdbcwiter.Driverdass=oracle.jdbc.driver.OacleDriver

gg. handl er. j dbcw i ter. connectionURL=j dbc: oracl e: t hi n: @DBServer address>
1521: <dat abase name>

gg. handl er. j dbcw it er. user Name=<dbuser >
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gg. handl er. j dbcwr i t er. passwor d=<dbpasswor d>

gg. cl asspat h=/ pat h/ to/ oracl e/ j dbc/ dri ver/ oj dbch. j ar

#JDBC Metadata provider for Oracle target

gg. mdp. t ype=j dbc

gg. ndp. ConnectionUr| =j dbc: oracl e: t hi n: @DBServer address>: 1521: <dat abase nane>
gg. ndp. Dri ver O assNane=or acl e. j dbc. dri ver. Oracl eDri ver

gg. mdp. User Nane=<dbuser >

gg. mdp. Passwor d=<dbpasswor d>

gol dengat e. userexit.tinestanp=utc

gol dengat e. userexit.witers=javawiter

javawriter.stats.displ ay=TRUE

javawiter.stats.ful | =TRUE

gg. | og=I 0g4;

gg. | og. | evel =I NFO

gg.report.tinme=30sec

javaw i ter. boot opti ons=- Xmx512m - Xms32m - Dj ava. cl ass. pat h=.: ggj ava/ ggj ava.jar: ./
dirprm

7.4.3 Sample MySQL Database Target

gg. handl erl i st=j dbcwiter
gg. handl er. jdbcw i ter.type=j dbc

#Handl er properties for M/SQ database target

gg. handl er. jdbcwriter. Driverdass=com nysql.jdbc. Driver

gg. handl er. jdbcwr i ter. connecti onURL=Sj dbc: <a target="_bl ank"

href="nysql ://">nysql : // </ a><DBSer ver address>: 3306/ <dat abase name>

gg. handl er. j dbcwri t er. user Nanme=<dbuser >

gg. handl er. j dbcwr i t er. passwor d=<dbpasswor d>

gg. cl asspat h=/ pat h/ to/ nysql / j dbc/ driver// nysql -connector-java-5.1.39-bin.jar

gol dengat e. userexi t.tinestanp=utc

gol dengat e. userexit.witers=javawiter

javawiter.stats.di spl ay=TRUE

javawiter.stats. ful | =TRUE

gg. | og=I 0g4;

gg. | og. I evel =I NFO

gg.report.time=30sec

javaw i ter. boot opti ons=- Xmx512m - Xms32m - Dj ava. cl ass. pat h=.: ggj ava/ ggj ava.jar:./
dirprm

7.4.4 Sample MySQL Database Target with JDBC Metadata Provider

ORACLE

gg. handl erli st=j dbcwriter
gg. handl er. jdbcw i ter.type=jdbc

#Handl er properties for MySQL database target with JDBC Metadata provider
gg. handl er. jdbcwriter. Driverd ass=com nysql . jdbc. Driver

gg. handl er. j dbcwr i ter. connecti onURL=j dbc: <a target="_bl ank"
href="nysql : //">nysql : // </ a><DBSer ver addr ess>: 3306/ <dat abase name>

gg. handl er. j dbcwri t er. user Nanme=<dbuser >

gg. handl er. j dbcwr i t er. passwor d=<dbpasswor d>

gg. cl asspat h=/ pat h/ to/ nysql / j dbc/ driver// nysql -connector-java-5.1.39-bin.jar
#JDBC Metadata provider for MySQ target

gg. mdp. t ype=j dbc

gg. mdp. ConnectionUr| =j dbc: <a target="_bhlank" href="nysql://">nysql:// </ a><DBServer
addr ess>: 3306/ <dat abase name>

gg. mdp. Dri ver d assName=com nysql . j dbc. Dri ver

gg. mdp. User Nane=<dbuser >

gg. mdp. Passwor d=<dbpasswor d>
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gol dengat e. userexit.tinestanp=utc

gol dengat e. userexit.witers=javawiter

javawiter.stats.di spl ay=TRUE

javawiter.stats. ful | =TRUE

gg. | 0g=I 0g4j

gg. | og. | evel =I NFO

gg.report.tinme=30sec

javawriter. boot options=-Xm512m - Xms32m - Oj ava. cl ass. pat h=.: ggj ava/ ggj ava.jar: ./
dirprm
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Using the Kafka Handler

This chapter explains the Kafka Handler and includes examples so that you can
understand this functionality.

Topics:

*  Overview (page 8-1)

* Detailed Functionality (page 8-1)

*  Setting Up and Running the Kafka Handler (page 8-3)
* Schema Propagation (page 8-10)

» Performance Considerations (page 8-10)

e Security (page 8-11)

* Metadata Change Events (page 8-11)

*  Snappy Considerations (page 8-11)

* Troubleshooting (page 8-12)

8.1 Overview

The Oracle GoldenGate for Big Data Kafka Handler is designed to stream change
capture data from a Oracle GoldenGate trail to a Kafka topic. Additionally, the Kafka
Handler provides optional functionality to publish the associated schemas for
messages to a separate schema topic. Schema publication for Avro and JSON is
supported.

Apache Kafka is an open source, distributed, partitioned, and replicated messaging
service. Kafka and its associated documentation are available at http://
kafka.apache.org/.

Kafka can be run as a single instance or as a cluster on multiple servers. Each Kafka
server instance is called a broker. A Kafka topic is a category or feed name to which
messages are published by the producers and retrieved by consumers.

The Kafka Handler implements a Kafka producer that writes serialized change data
capture from multiple source tables to either a single configured topic or separating
source operations to different Kafka topics in Kafka when the topic name corresponds
to the fully-qualified source table name.

8.2 Detailed Functionality

ORACLE

Transaction Versus Operation Mode

The Kafka Handler sends instances of the Kafka Producer Recor d class to the Kafka
producer APl which in turn publishes the Producer Recor d to a Kafka topic. The Kafka
Producer Recor d effectively is the implementation of a Kafka message. The

Producer Recor d has two components, a key and a value. Both the key and value are
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represented as byte arrays by the Kafka Handler. This section describes how the
Kafka Handler publishes data.

Transaction Mode
Transaction mode is indicated by the following configuration of the Kafka Handler:
gg. handl er. name. Mode=t x

In Transaction Mode the serialized data for every operation in a transaction from the
source Oracle GoldenGate trail files is concatenated. The contents of the
concatenated operation data is the value of the Kafka Producer Recor d object. The key
of the Kafka Producer Recor d object is NULL. The result is that Kafka messages
comprise the data from 1 to N operations, where N is the number of operations in the
transaction. With grouped transactions, all of the data for all of the operations for a
grouped transaction are concatenated into a single Kafka message. The result can be
very large Kafka messages containing data for a large number of operations.

Operation Mode
Operation mode is indicated by the following configuration of the Kafka Handler:
gg. handl er. nane. Mbde=op

In Operation Mode the serialized data for each operation is placed into an individual
Producer Recor d object as the value. The Producer Recor d key is the fully qualified table
name of the source operation. The Producer Recor d is immediately sent using the Kafka
Producer API. This means there is a 1 to 1 relationship between the incoming
operations and the number of Kafka messages produced.

Blocking Versus Non-Blocking Mode

The Kafka Handler can send messages to Kafka in either blocking mode
(synchronous) or non-blocking mode (asynchronous).

Blocking Mode
Blocking mode is set by the following configuration property of the Kafka Handler:
gg. handl er. nane. Bl ocki ngSend=t r ue

Messages are delivered to Kafka on a synchronous basis. The Kafka Handler does not
send the next message until the current message has been written to the intended
topic and an acknowledgement has been received. Blocking mode provides the best
guarantee of message delivery though the cost is reduced performance.

You must never set the Kafka Producer | i nger. s variable when in blocking mode as
this causes the Kafka producer to wait for the entire timeout period before sending the
message to the Kafka broker. When this happens, the Kafka Handler is waiting for
acknowledgement that the message has been sent while at the same time the Kafka
Producer is buffering messages to be sent to the Kafka brokers.

Non-Blocking Mode
Non-blocking mode is set by the following configuration property of the Kafka Handler:

gg. handl er. nane. Bl ocki ngSend=f al se
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Message are delivered to Kafka on an asynchronous basis. Kafka messages are
published one after the other without waiting for acknowledgements. The Kafka
Producer client may buffer incoming messages in order to increase throughput.

On each transaction commit, the Kafka producer flush call is invoked to ensure all
outstanding messages are transferred to the Kafka cluster. This allows the Kafka
Handler to safely checkpoint ensuring zero data loss. Invocation of the Kafka producer
flush call is not affected by the i nger. ms duration. This allows the Kafka Handler to
safely checkpoint ensuring zero data loss.

You can control when the Kafka Producer flushes data to the Kafka Broker by a
number of configurable properties in the Kafka producer configuration file. In order to
enable batch sending of messages by the Kafka Producer both the bat ch. si ze and

l'i nger. ms Kafka Producer properties must be set in the Kafka producer configuration
file. The bat ch. si ze controls the maximum number of bytes to buffer before a send to
Kafka while the i nger. ns variable controls the maximum milliseconds to wait before
sending data. Data is sent to Kafka once the bat ch. si ze is reached or the i nger. ns
period expires, whichever comes first. Setting the bat ch. si ze variable only causes
messages to be sent immediately to Kafka.

Topic Name Selection
The topic is resolved at runtime using this configuration parameter:

gg. handl er . t opi cMappi ngTenpl at e

You can configure a static string, keywords, or a combination of static strings and
keywords to dynamically resolve the topic name at runtime based on the context of the
current operation, see Using Templates to Resolve the Topic Name and Message Key
(page 9-8).

Kafka Broker Settings

To enable the automatic creation of topics, set the aut o. creat e. t opi cs. enabl e property
to true in the Kafka Broker Configuration. The default value for this property is true.

If the aut o. creat e. t opi cs. enabl e property is set to f al se in Kafka Broker configuration,
then all the required topics should be created manually before starting the Replicat
process.

Schema Propagation

The schema data for all tables is delivered to the schema topic configured with the
schemaTopi cName property. For more information , see Schema Propagation
(page 8-10).

8.3 Setting Up and Running the Kafka Handler

ORACLE

Instructions for configuring the Kafka Handler components and running the handler are
described in this section.

You must install and correctly configure Kafka either as a single node or a clustered
instance. Information on how to install and configure Apache Kafka is available at:

http://kafka.apache.org/documentation.html
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If you are using a Kafka distribution other than Apache Kafka, then consult the
documentation for your specific Kafka distribution for installation and configuration
instructions.

Zookeeper, a prerequisite component for Kafka and Kafka broker (or brokers), must be
up and running.

Oracle recommends and considers it best practice that the data topic and the schema
topic (if applicable) are preconfigured on the running Kafka brokers. You can create
Kafka topics dynamically; though this relies on the Kafka brokers being configured to
allow dynamic topics.

If the Kafka broker is not collocated with the Kafka Handler process, then the remote
host port must be reachable from the machine running the Kafka Handler.

Topics:

e Classpath Configuration (page 8-4)

» Kafka Handler Configuration (page 8-4)

e Java Adapter Properties File (page 8-6)

» Kafka Producer Configuration File (page 8-7)

e Using Templates to Resolve the Topic Name and Message Key (page 8-7)

8.3.1 Classpath Configuration

Two things must be configured in the gg. cl asspath configuration variable so that the
Kafka Handler can to connect to Kafka and run. The required items are the Kafka
Producer properties file and the Kafka client JARs. The Kafka client JARs must match
the version of Kafka that the Kafka Handler is connecting to. For a listing of the
required client JAR files by version, see Kafka Handler Client Dependencies

(page F-1).

The recommending storage location for the Kafka Producer properties file is the
Oracle GoldenGate di r pr mdirectory.

The default location of the Kafka client JARs is Kaf ka_Hone/ | i bs/ *.

The gg. cl asspat h must be configured precisely. Pathing to the Kafka Producer
Properties file should simply contain the path with no wildcard appended. The
inclusion of the * wildcard in the path to the Kafka Producer Properties file will cause it
not to be picked up. Conversely, pathing to the dependency JARs should include the *
wild card character in order to include all of the JAR files in that directory in the
associated classpath. Do not use *.jar. The following is an example of the correctly
configured classpath:

gg. cl asspath={kafka install dir}/libs/*

8.3.2 Kafka Handler Configuration

The following are the configurable values for the Kafka Handler. These properties are
located in the Java Adapter properties file (not in the Replicat properties file).
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Table 8-1 Configuration Properties for Kafka Handler
]

Property Name Required Property Value Default Description

gg. handl erli st Yes nane (choice of any List of handlers to be used.
name)

gg. handl er. nane. Yes kaf ka Type of handler to use. For

Type example, Kafka, Flume, HDFS.

gg. handl er. nane. No. Defaults  Any custom file Filename in classpath that holds

Kaf kaPr oducer Con to kaf ka- name Apache Kafka properties to

figFile producer - configure the Apache Kafka

defaul t. prop
erties

producer.

gg. handl er. nane.
For mat

No. Defaults
to

del i mitedtex
t.

Formatter class or
short code

Formatter to use to format
payload. Can be one of xn ,

del i mtedtext,json,json_row,
avro_row, avro_op

gg. handl er. nane. Yes, when Name of the schema Topic name where schema data
SchemaTopi cName  schema topic will be delivered. If this property
delivery is is not set, schema will not be
required. propagated. Schemas will be
propagated only for Avro
formatters.
gg. handl er. nane. No. Defaults  Fully qualified class Schema is also propagated as a
SchemaPr d assNam to provided name of a custom Producer Recor d. The default key
e implementatio class that here is the fully qualified table
n class: implements Oracle name. If this needs to be

oracl e. gol de
ngat e. handl e
r. kaf ka.Defa
ult
Producer Reco
rd

GoldenGate for Big
Data Kafka
Handler's

Cr eat eProducer Reco
rd Java Interface

changed for schema records, the
custom implementation of the

Cr eat eProducer Recor d interface
needs to be created and this
property needs to be set to point
to the fully qualified name of the
new class.

ORACLE
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Property Name Required

Property Value Default

Description

gg. handl er. nane. No. Defaults
Bl ocki ngSend to fal se.

true|fal se

If this property is set to true, then
delivery to Kafka is made to work
in a completely synchronous
model. The next payload will be
sent only after the current
payload has been written out to
the intended topic and an
acknowledgement has been
received. In transaction mode,
this provides exactly once
semantics. If this property is set
to false, then delivery to Kafka is
made to work in an
asynchronous model. Payloads
are sent one after the other
without waiting for
acknowledgements. Kafka
internal queues may buffer
contents to increase throughput.
Checkpoints are made only when
acknowledgements are received
from Kafka brokers using Java
Callbacks.

gg. handl er. nane. No. Defaults
mode totx.

tx/op

With Kafka Handler operation
mode, each change capture data
record (Insert, Update, Delete
etc) payload will be represented
as a Kafka Producer Record and
will be flushed one at a time.
With Kafka Handler in transaction
mode, all operations within a
source transaction will be
represented by as a single Kafka
Producer record. This combined
byte payload will be flushed on a
transaction Commit event.

gg. handl er. nane. Required
t opi cMappi ngTenp
late

A template string None
value to resolve the

Kafka topic name at
runtime.

See Using Templates to Resolve
the Topic Name and Message
Key (page 9-8).

gg. handl er. nane. Required
keyMappi ngTenpl a
te

A template string None
value to resolve the

Kafka message key

at runtime.

See Using Templates to Resolve
the Topic Name and Message
Key (page 9-8).

8.3.3 Java Adapter Properties File

A sample configuration for the Kafka Handler from the Adapter properties file is:

gg. handl erli st = kaf kahandl er
gg. handl er. kaf kahandl er. Type = kaf ka
gg. handl er. kaf kahandl er . Kaf kaPr oducer Confi gFi | e = cust om kaf ka_pr oducer. properties

gg. handl er . kaf kahandl er . t opi cMappi ngTenpl at e=oggt opi ¢

ORACLE
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gg. handl er. kaf kahandl er . keyMappi ngTenpl at e=${ cur r ent Ti mest anp}

gg. handl er. kaf kahandl er. Format = avro_op

gg. handl er. kaf kahandl er. SchemaTopi cName = oggSchenmaTopi ¢

gg. handl er. kaf kahandl er. SchemaPr G assNane = com conpany. kaf kaPr odRec. SchemaRecor d
gg. handl er. kaf kahandl er. Mode = tx

gg. handl er. kaf kahandl er. Bl ocki ngSend = true

A sample Replicat configuration and a Java Adapter Properties file for a Kafka
integration can be found at the following directory:

Col denGat e_i nstal | _di rect ory/ Adapt er Exanpl es/ bi g- dat a/ kaf ka

8.3.4 Kafka Producer Configuration File

The Kafka Handler must access a Kafka producer configuration file in order publish
messages to Kafka. The file name of the Kafka producer configuration file is controlled
by the following configuration in the Kafka Handler properties.

gg. handl er. kaf kahandl er . Kaf kaPr oducer Conf i gFi | e=cust om kaf ka_producer. properties

The Kafka Handler will attempt to locate and load the Kafka producer configuration file
using the Java classpath. Therefore the Java classpath must include the directory
containing the Kafka Producer Configuration File.

The Kafka producer configuration file contains Kafka proprietary properties. The Kafka
documentation provides configuration information for the 0.8.2.0 Kafka producer
interface properties. The Kafka Handler used these properties to resolve the host and
port of the Kafka brokers and properties in the Kafka producer configuration file control
the behavior of the interaction between the Kafka producer client and the Kafka
brokers.

A sample of configuration file for the Kafka producer is as follows:

boot strap. servers=l ocal host: 9092
acks =1

conpression.type = gzip
reconnect . backof f. ms = 1000

val ue. serializer = org.apache. kaf ka. conmon. seri al i zation. Byt eArraySerial i zer
key.serializer = org.apache. kaf ka. conmon. serial i zation. ByteArraySerial i zer
# 100KB per partition

bat ch. si ze = 102400

linger.ms = 0

mex. request. si ze = 1048576

send. buffer. bytes = 131072

8.3.5 Using Templates to Resolve the Topic Name and Message Key

ORACLE

The Kafka Handler provides functionality to resolve the topic name and the message
key at runtime using a template configuration value. Templates allow you to configure
static values and keywords. Keywords are used to dynamically replace the keyword
with the context of the current processing. The templates use the following
configuration properties:

gg. handl er. nane. t opi cMappi ngTenpl at e
gg. handl er. nane. keyMappi ngTenpl at e
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Template Modes

Source database transactions are made up of one or more individual operations that
are the individual inserts, updates, and deletes. The Kafka Handler can be configured
to send one message per operation (insert, update, delete), or alternatively can be
configured to group operations into messages at the transaction level. Many template
keywords resolve data based on the context of an individual source database
operation. Therefore, many of the keywords do not work when sending messages at
the transaction level. For example, using ${ful | yQual i fi edTabl eNane} does not work
when sending messages at the transaction level rather it resolves to the qualified
source table name for an operation. However, transactions can contain multiple
operations for many source tables. Resolving the fully qualified table name for
messages at the transaction level is non-deterministic so abends at runtime.

Template Keywords

This table includes a column if the keyword is supported for transaction level
messages.

Keyword Explanation Transaction Message
Support

${ful l yQualifiedTabl eNanme} Resolves to the fully qualified No
table name including the
period (.) delimiter between
the catalog, schema, and table
names.

For example,
test. dbo. tabl el.

${ cat al ogNare} Resolves to the catalog name. No

${ schemaNane} Resolves to the schema No
name.

${t abl eNarme} Resolves to the short table No
name.

${ opType} Resolves to the type of the No
operation: (I NSERT, UPDATE,
DELETE, or TRUNCATE)

${pri maryKeys} Resolves to the concatenated No
primary key values delimited
by an underscore ()

character.

${posi ti on} The sequence number of the  Yes
source trail file followed by the
offset (RBA).

${ opTi nest anp} The operation timestamp from Yes

the source trail file.

${enptyString} Resolves to . Yes

ORACLE 8-8



Chapter 8
Setting Up and Running the Kafka Handler

Keyword Explanation Transaction Message
Support
${ gr oupNare} Resolves to the name of the Yes

Replicat process. If using
coordinated delivery, it
resolves to the name of the
Replicat process with the
Replicate thread number
appended.

${statichMp[]}

Resolves to a static value No
where the key is the fully-

qualified table name. The keys
and values are designated

inside of the square brace in

the following format:

$
{staticMap[dbo. tabl el=val ue
1, dbo. t abl e2=val ue2] }

${ col umVal ue[ ]}

Resolves to a column value No
where the key is the fully-

qualified table name and the

value is the column name to

be resolved. For example:

$
{staticMap[ dbo.tabl el=col 1,
dbo. t abl e2=col 2]}

${current Ti nest anp}
Or
${current Ti nestanmp[]}

Resolves to the current Yes
timestamp. You can control

the format of the current

timestamp using the Java

based formatting as described

in the Si npl eDat eFor mat

class, see https://
docs.oracle.com/javase/8/
docs/api/javaltext/
SimpleDateFormat.html.

Examples:
${current Dat e}

${current Dat e[ yyyy- nm dd
hh: MM ss. SSS] }

${nul I}

Resolves to a NULL string. Yes

${custonf]}

It is possible to write a custom Implementation dependent
value resolver. If required,
contact Oracle Support.

Example Templates

The following describes example template configuration values and the resolved

values.

ORACLE
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Example Template Resolved Value
${groupNane} _{ful |l yQual fi edTabl eNane} KAFKA001_dbo. tabl el

prefix_${schemaNane} _${tabl eName} suffix prefix_dbo_tabl el suffix
${currentDat e[ yyyy-mm dd hh: MM ss. SSS]}  2017-05-17 11:45: 34, 254

8.4 Schema Propagation

The Kafka Handler provides the ability to publish schemas to a schema topic.
Currently the Avro Row and Operation formatters are the only formatters that are
enabled for schema publishing. If the Kafka Handler schenaTopi cName property is set,
then the schema is published for the following events:

* The Avro schema for a specific table will be published the first time an operation
for that table is encountered.

» If the Kafka Handler receives a metadata change event, the schema is flushed.
The regenerated Avro schema for a specific table is published the next time an
operation for that table is encountered.

* If the Avro wrapping functionality is enabled, then the generic wrapper Avro
schema is published the first time any operation is encountered. The generic
wrapper Avro schema functionality can be enabled in the Avro formatter
configuration, see Avro Row Formatter (page 13-27) and Avro Operation
Formatter (page 13-36).

The Kafka Producer Record value is the schema and the key will be the fully qualified
table name.

Avro over Kafka can be problematic because of the direct dependency of Avro
messages on an Avro schema. Avro messages are binary so are not human readable.
To deserialize an Avro message, the receiver must first have the correct Avro schema.
Since each table from the source database results in a separate Avro schema, this
can be problematic. The receiver of a Kafka message cannot determine which Avro
schema to use to deserialize individual messages when the source Oracle
GoldenGate trail file includes operations from multiple tables. To solve this problem,
you can wrap the specialized Avro messages in a generic Avro message wrapper.
This generic Avro wrapper provides the fully-qualified table name, the hashcode of the
schema string, and the wrapped Avro message. The receiver can use the fully-
gualified table name and the hashcode of the schema string to resolve the associated
schema of the wrapped message, and then use that schema to deserialize the
wrapped message.

8.5 Performance Considerations

ORACLE

Oracle recommends that you do not to use the |i nger. s setting in the Kafka producer
confi g file when gg. handl er. nane. Bl ocki ngSend=t r ue. This causes each send to block
for at least | i nger . ms leading to major performance issues because the Kafka Handler
configuration and the Kafka Producer configuration are in conflict with each other. This
configuration results a temporary deadlock scenario where the Kafka Handler is
waiting for send acknowledgement while the Kafka producer is waiting for more
messages before sending. The deadlock resolves once the | i nger. ms period has
expired. This behavior repeats for every message sent.
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For the best performance, Oracle recommends that you set the Kafka Handler to
operate in operation mode using non-blocking (asynchronous) calls to the Kafka
producer by using the following configuration in your Java Adapter properties file:

gg. handl er. nane. rode = op
gg. handl er. nane. Bl ocki ngSend = fal se

Additionally the recommendation is to set the bat ch. si ze and linger.ms values in the
Kafka Producer properties file. The values to set the bat ch. si ze and | i nger . ns values
are highly dependent upon the use case scenario. Typically, higher values results in
better throughput but latency is increased. Smaller values in these properties reduces
latency though overall throughput decreases. If you have a high volume of input data
from the source trial files, then set the bat ch. si ze and | i nger. s size to as high as
possible.

Use of the Repl i cat variable GROUPTRANSOPS also improves performance. The
recommended setting for that is 10000.

If you need to have the serialized operations from the source trail file delivered in
individual Kafka messages, then the Kafka Handler must be set to operation mode.

gg. handl er. nane. node = op

The result is many more Kafka messages and performance is adversely affected.

8.6 Security

Kafka version 0.9.0.0 introduced security through SSL/TLS and SASL (Kerberos). You
can secure the Kafka Handler using one or both of the SSL/TLS and SASL (Kerberos)
security offerings. The Kafka producer client libraries provide an abstraction of security
functionality from the integrations utilizing those libraries. The Kafka Handler is
effectively abstracted from security functionality. Enabling security requires setting up
security for the Kafka cluster, connecting machines, and then configuring the Kafka
producer properties file, that the Kafka Handler uses for processing, with the required
security properties. For detailed instructions about securing the Kafka cluster, see the
Kafka documentation at

http://kafka.apache.org/documentation.html#security _configclients

8.7 Metadata Change Events

Metadata change events are now handled in the Kafka Handler. This is only relevant if
you have configured a schema topic and the formatter used supports schema
propagation (currently Avro row and Avro Operation formatters). The next time an
operation is encountered for a table for which the schema has changed, the updated
schema is published to the schema topic.

To support metadata change events, the Oracle GoldenGate process capturing
changes in the source database must support the Oracle GoldenGate metadata in trail
feature, which was introduced in Oracle GoldenGate 12c¢ (12.2).

8.8 Snappy Considerations

ORACLE

The Kafka Producer Configuration file supports the use of compression. One of the
configurable options is Snappy, which is an open source compression and
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decompression (codec) library that tends to provide better performance than other
codec libraries. The Snappy JAR does not run on all platforms. Snappy seems to work
on Linux systems though may or may not work on other UNIX and Windows
implementations. If you want to use Snappy compression, they you should test
Snappy on all required systems before implementing compression using Snappy. If
Snappy does not port to all required systems, then Oracle recommends using an
alternate codec library.

8.9 Troubleshooting

Topics:

»  Verify the Kafka Setup (page 8-12)

* Classpath Issues (page 8-12)

* Invalid Kafka Version (page 8-12)

» Kafka Producer Properties File Not Found (page 8-12)
» Kafka Connection Problem (page 8-13)

8.9.1 Verify the Kafka Setup

You can use the command line Kafka producer to write dummy data to a Kafka topic
and a Kafka consumer can be used to read this data from the Kafka topic. Use this to
verify the set up and read write permissions to Kafka topics on disk. For further details,
refer to the online Kafka documentation at

http://kaf ka. apache. or g/ docunent ati on. ht m #qui ckstart

8.9.2 Classpath Issues

One of the most common problems is Java classpath problems. Typically this is a

O assNot FoundExcept i on problem in the | og4j log file though may be an error resolving
the classpath if there is a typographic error in the gg. cl asspat h variable. The Kafka
client libraries do not ship with the Oracle GoldenGate for Big Data product. The
requirement is on you to obtain the correct version of the Kafka client libraries and to
properly configure the gg. cl asspat h property in the Java Adapter Properties file to
correctly resolve the Java the Kafka client libraries as described in Classpath
Configuration (page 8-4).

8.9.3 Invalid Kafka Version

The Kafka Handler does not support Kafka versions 0.8.2.2 and older. The typical
outcome when running with an unsupported version of Kafka is a runtime Java
exception, j ava. | ang. NoSuchMet hodEr r or, indicating that the

org. apache. kaf ka. cl i ents. producer . Kaf kaPr oducer. f| ush() method cannot be found. If
this error is encountered, you must migrate to Kafka version 0.9.0.0 or later.

8.9.4 Kafka Producer Properties File Not Found

ORACLE

Typically, this problem is in the following exception.

ERROR 2015-11-11 11:49: 08,482 [main] Error |oading the kafka producer properties
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The gg. handl er. kaf kahandl er . Kaf kaPr oducer Conf i gFi | e configuration variable should be
verified that the Kafka Producer Configuration file name is set correctly. Check the

gg. cl asspat h variable to verify that the classpath includes the path to the Kafka
Producer properties file and that the path to the properties file does not contain a *
wildcard at the end.

8.9.5 Kafka Connection Problem

ORACLE

This problem occurs when the Kafka Handler is unable to connect to Kafka with the
following warnings:

WARN 2015- 11- 11 11:25: 50, 784 [kaf ka- producer-network-thread | producer-1] WARN
(Selector.java:276) - Error in 1/Owth |ocal host/127.0.0.1
j ava. net. Connect Exception: Connection refused

The connection retry interval expires and the Kafka Handler process abends. Ensure
that the Kafka Brokers is running and that the host and port provided in the Kafka
Producer Properties file is correct. Network shell commands (such as, netstat -1) can
be used on the machine hosting the Kafka broker to verify that Kafka is listening on the
expected port.
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This chapter explains the Kafka Connect Handler and includes examples so that you
can understand this functionality.

Topics:

e Overview (page 9-1)

» Detailed Functionality (page 9-1)

»  Setting Up and Running the Kafka Connect Handler (page 9-3)

» Kafka Connect Handler Performance Considerations (page 9-10)

* Troubleshooting the Kafka Connect Handler (page 9-11)

9.1 Overview

The Oracle GoldenGate Kafka Connect is an extension of the standard Kafka
messaging functionality. Kafka Connect is a functional layer on top of the standard
Kafka Producer and Consumer interfaces. It provides standardization for messaging to
make it easier to add new source and target systems into your topology.

Confluent IO is primary adopter of Kafka Connect and their Kafka product offerings
include extensions over the standard Kafka Connect functionality including Avro
serialization and deserialization and an Avro schema registry. Much of the Kafka
Connect functionality is available in Apache Kafka. A number of open source Kafka
Connect integrations are found at https://www.confluent.io/product/connectors/.

The Kafka Connect Handler is a Kafka Connect source connector. You can capture
database changes from any database supported by Oracle GoldenGate and stream
that change of data through the Kafka Connect layer to Kafka.

Kafka Connect uses proprietary objects to define the schemas

(or g. apache. kaf ka. connect . dat a. Schema) and the messages

(org. apache. kaf ka. connect . dat a. Struct ). The Kafka Connect Handler can be
configured to manage what data is published and the structure of the published data.

The Kafka Connect Handler does not support any of the pluggable formatters that are
supported by the Kafka Handler.

Topics:

9.2 Detailed Functionality

ORACLE

The Kafka Connect framework provides converters to convert in-memory Kafka
Connect messages to a serialized format suitable for transmission over a network.
These converters are selected using configuration in the Kafka Producer properties
file.
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JSON Converter

Kafka Connect and the JSON converter is available as part of the Apache Kafka
download. The JSON Converter converts the Kafka keys and values to JSONs which
are then sent to a Kafka topic. You identify the JSON Converters with the following
configuration in the Kafka Producer properties file:

key. converter=org. apache. kaf ka. connect . j son. JsonConvert er
key. converter.schemas. enabl e=true

val ue. converter=org. apache. kaf ka. connect . j son. JsonConvert er
val ue. converter. schemss. enabl e=true

The format of the messages is the message schema information followed by the
payload information. JSON is a self describing format so you should not include the
schema information in each message published to Kafka.

To omit the JSON schema information from the messages set the following:

key. converter. schemss. enabl e=f al se
val ue. converter. schenas. enabl e=f al se

Avro Converter

Confluent IO provides Kafka installations, support for Kafka, and extended functionality
built on top of Kafka to help realize the full potential of Kafka. Confluent 10 provides
both open source versions of Kafka (Confluent Open Source) and an enterprise edition
(Confluent Enterprise), which is available for purchase.

A common Kafka use case is to send Avro messages over Kafka. This can create a
problem on the receiving end as there is a dependency for the Avro schema in order to
deserialize an Avro message. Schema evolution can increase the problem because
received messages must be matched up with the exact Avro schema used to generate
the message on the producer side. Deserializing Avro messages with an incorrect
Avro schema can cause runtime failure, incomplete data, or incorrect data. Confluent
IO has solved this problem by using a schema registry and the Confluent 10 schema
converters.

The following shows the configuration of the Kafka Producer properties file.

key. converter=i 0. confluent. connect.avro. AvroConvert er

val ue. converter=i 0. confl uent.connect.avro. AvroConverter
key.converter.schema.registry.url=http://local host: 8081
val ue. converter.schema.registry.url=http://local host: 8081

When messages are published to Kafka, the Avro schema is registered and stored in
the schema registry. When messages are consumed from Kafka, the exact Avro
schema used to create the message can be retrieved from the schema registry to
deserialize the Avro message. This creates matching of Avro messages to
corresponding Avro schemas on the receiving side, which solves this problem.

Following are the requirements to use the Avro Converters:

e This functionality is currently available in the Confluent IO Kafka versions (open
source or enterprise).

e The Confluent schema registry service must be running.

e Source database tables must have an associated Avro schema. Messages
associated with different Avro schemas must be sent to different Kafka topics.
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* The Confluent 10 Avro converters and the schema registry client must be available
in the classpath.

The schema registry keeps track of Avro schemas by topic. Messages must be sent to
a topic that has the same schema or evolving versions of the same schema. Source
messages have Avro schemas based on the source database table schema so Avro
schemas are unique for each source table. Publishing messages to a single topic for
multiple source tables will appear to the schema registry that the schema is evolving
every time the message sent from a source table that is different from the previous
message.

9.3 Setting Up and Running the Kafka Connect Handler

Instructions for configuring the Kafka Connect Handler components and running the
handler are described in this section.

Classpath Configuration

Two things must be configured in the gg. cl asspat h configuration variable so that the
Kafka Connect Handler can to connect to Kafka and run. The required items are the
Kafka Producer properties file and the Kafka client JARs. The Kafka client JARs must
match the version of Kafka that the Kafka Connect Handler is connecting to. For a
listing of the required client JAR files by version, see Kafka Handler Client
Dependencies Kafka Connect Client Dependencies (page G-1). The recommended
storage location for the Kafka Producer properties file is the Oracle GoldenGate dirprm
directory.

The default location of the Kafka Connect client JARs is the Kaf ka_Hone/ | i bs/ *
directory.

The gg. cl asspat h variable must be configured precisely. Pathing to the Kafka Producer
properties file should contain the path with no wildcard appended. The inclusion of the
asterisk (*) wildcard in the path to the Kafka Producer properties file causes it to be
discarded. Pathing to the dependency JARs should include the * wildcard character to
include all of the JAR files in that directory in the associated classpath. Do not use

* jar.

Following is an example of a correctly configured Apache Kafka classpath:

gg. cl asspat h=di rprm {kaf ka_instal | _dir}/libs/*

Following is an example of a correctly configured Confluent 10 Kafka classpath:
gg. cl asspat h={ confl uent _instal | _dir}/share/javal kaf ka- serde-t ool s/ *:

{confluent _install _dir}/sharel/javal kafka/*:{confluent_install _dir}/share/javal
conf | uent - conmon/ *

Topics:

» Kafka Connect Handler Configuration (page 9-3)

* Using Templates to Resolve the Topic Name and Message Key (page 9-8)

e Configuring Security in Kafka Connect Handler (page 9-10)

9.3.1 Kafka Connect Handler Configuration

The following are the configurable values for the Kafka Connect Handler.
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Legal Values

Table 9-1 Kafka Connect Handler Configuration Properties

]
Default

Explanation

gg. handl er. nanme
.type

Required

kaf kaconnect

None

The configuration
to select the
Kafka Connect
Handler.

gg. handl er. nane
. kaf kaProducer C
onfigFile

Required

string

None

Apathtoa
properties file
containing the
properties of the
Kafka and Kafka
Connect
configuration
properties.

gg. handl er. nane
.t opi cMappi ngTe
mpl ate

Required

A template string
value to resolve
the Kafka topic
name at runtime.

None

See Using
Templates to
Resolve the
Topic Name and
Message Key
(page 9-8).

gg. handl er. nane
. keyMappi ngTenp
late

Required

A template string
value to resolve
the Kafka
message key at
runtime.

None

See Using
Templates to
Resolve the
Topic Name and
Message Key
(page 9-8).

gg. handl er. name
.includeTabl eNa
me

Optional

true|fal se

true

Settotrueto
create a field in
the output
messages called
“table” for which
the value is the
fully qualified
table name.

Settofal seto
omit this field in
the output.

gg. handl er. nane
.includeType

Optional

true|fal se

true

Settotrueto
create a field in
the output
messages called
op_t ype for which
the value is is an
indicator of the
type of source
database
operation (for
example, | for
insert, U for
update, and Dfor
delete). Set to

fal se to omit this
field in the output.
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Table 9-1 (Cont.) Kafka Connect Handler Configuration Properties
|

Properties Required/ Legal Values Default Explanation
Optional

gg. handl er. name Optional true|fal se true Settotrueto

.incl udeQpTi nes create a field in

tanp the output

messages called
op_t s for which
the value is the
operation
timestamp
(commit
timestamp) from
the source trail
file.

Setto fal se to
omit this field in

the output.
gg. handl er. name Optional true|fal se true Settotrueto
.includeCurrent create a field in
Ti mest anp the output

messages called
current ts for
which the value is
the current
timestamp of
when the handler
processes the
operation.

Setto fal seto
omit this field in

the output.
gg. handl er. nanme Optional true|fal se true Settotrueto
.includePositio create a field in
n the output

messages called
pos for which the
value is the
position
(sequence
number + offset)
of the operation
from the source
trail file.

Settofal seto
omit this field in
the output.
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Table 9-1 (Cont.) Kafka Connect Handler Configuration Properties

Properties Required/ Legal Values Default

Optional

Explanation

gg. handl er. name Optional true|fal se fal se
.includePrimary
Keys

Settotrueto
include a field in
the message
called
primry_keys
and the value of
which is an array
of the column
names of the
primary key
columns.

Setto fal se to
suppress this
field.

gg. handl er. name Optional true|fal se fal se
.includeTokens

Settotrueto
include a map
field in output
messages. The
key is tokens
and the value is a
map where the
keys and values
are the token
keys and values
from the Oracle
GoldenGate
source trail file.

Settofal seto

suppress this
field.

gg. handl er. name Optional row| op row
. messageFor mat t

ing

Controls how
output messages
are modeled.
Selecting row and
the output
messages will be
modeled as row.
Set to op and the
output messages
will be modeled
as operations
messages.

gg. handl er. nane Optional any string |
.insert OpKey

The value of the
field op_t ype to
indicate an insert
operation.

gg. handl er. nane Optional any string U
. updat eCpKey

The value of the
field op_t ype to
indicate an insert
operation.

ORACLE
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Table 9-1 (Cont.) Kafka Connect Handler Configuration Properties

Properties

Required/
Optional

Legal Values

Default

Explanation

gg. handl er. nanme
. del et eOpKey

Optional

any string

The value of the
field op_type to
indicate a delete
operation.

gg. handl er. nane
.truncat eOpKey

Optional

any string

The value of the
field op_t ype to
indicate a
truncate
operation.

gg. handl er. nanme
.treat All Col um
SAsStrings

Optional

true|fal se

fal se

Set to true to
treat all output
fields as strings.
Set to false and
the Handler will
map the
corresponding
field type from the
source trail file to
the best
corresponding
Kafka Connect
data type.

gg. handl er. nanme
. mapLar geNunber
SAsStrings

Optional

true|fal se

fal se

Large numbers
are mapping to
number fields as
Doubles. Itis
possible to lose
precision in
certain scenarios.
If settotrue
these fields will
be mapped as
Strings in order to
preserve
precision.

gg. handl er. name Optional

.1 508601For mat

True | Fal se

fal se

Set to true to
output the current
date in the
1ISO8601 format.

9-7



Chapter 9
Setting Up and Running the Kafka Connect Handler

Table 9-1 (Cont.) Kafka Connect Handler Configuration Properties

Properties Required/ Legal Values Default Explanation
Optional

gg. handl er. name Optional insert | abend abend Only applicable if

. pkUpdat eHandl i | update | modeling row

ng del ete messages

gg. handl er. nanme
. messageFor mat t
i ng=r ow. Not
applicable if
modeling
operations
messages as the
before and after
images are
propagated to the
message in the
case of an
update.

See Using Templates to Resolve the Stream Name and Partition Name (page 10-8)
for more information.

9.3.2 Using Templates to Resolve the Topic Name and Message Key

ORACLE

The Kafka Connect Handler provides functionality to resolve the topic name and the
message key at runtime using a template configuration value. Templates allow you to
configure static values and keywords. Keywords are used to dynamically replace the
keyword with the context of the current processing. Templates are applicable to the
following configuration parameters:

gg. handl er. nane. t opi cMappi ngTenpl at e
gg. handl er. nane. keyMappi ngTenpl at e

Template Modes

The Kafka Connect Handler can only send operation messages. The Kafka Connect
Handler cannot group operation messages into a larger transaction message.

Template Keywords

Keyword
${ful l yQual i fi edTabl eNane}

Explanation

Resolves to the fully qualified table name
including the period (.) delimiter between the
catalog, schema, and table names.

For example, t est. dbo. t abl el.

${ cat al ogNane} Resolves to the catalog name.

${ schemaNane} Resolves to the schema name.
${t abl eNane} Resolves to the short table name.
${opType} Resolves to the type of the operation: (I NSERT,

UPDATE, DELETE, or TRUNCATE)
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Keyword

Explanation

${pri maryKeys}

Resolves to the concatenated primary key
values delimited by an underscore ()
character.

${ posi ti on}

The sequence number of the source trail file
followed by the offset (RBA).

${ opTi nest anp}

The operation timestamp from the source trail
file.

${enpt yString}

wn

Resolves to “".

${ gr oupNane}

Resolves to the name of the Replicat process.
If using coordinated delivery, it resolves to the
name of the Replicat process with the
Replicate thread number appended.

${statichMp[]}

Resolves to a static value where the key is the
fully-qualified table name. The keys and
values are designated inside of the square
brace in the following format:

$
{staticMap[dbo.tabl el=val uel, dbo. t abl e2=v
al ue?]}

${ col umVal ue[ ]}

Resolves to a column value where the key is
the fully-qualified table name and the value is
the column name to be resolved. For example:

$
{staticMap[dbo.tabl el=col 1, dbo. t abl e2=col

2]}

${current Ti nest anp}
Or
${current Ti nestanmp[]}

Resolves to the current timestamp. You can
control the format of the current timestamp
using the Java based formatting as described
in the Si npl eDat eFor mat class, see https://
docs.oracle.com/javase/8/docs/api/java/text/
SimpleDateFormat.html.

Examples:

${current Dat e}
${current Dat e[ yyyy-mm dd hh: M\t ss. SSS] }

${nul I}

Resolves to a NULL string.

${custon{]}

It is possible to write a custom value resolver.
If required, contact Oracle Support.

Example Templates

The following describes example template configuration values and the resolved

values.

Example Template

Resolved Value

${groupNane}_{ful I yQual fi edTabl eNane}

KAFKA001_dbo. t abl el

prefix_${schemaNane} _${tabl eName} _suffix prefix_dbo_tablel suffix

ORACLE
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Example Template Resolved Value
${currentDat e[ yyyy-mmdd hh: MM ss. SSS]}  2017-05- 17 11: 45: 34. 254

9.3.3 Configuring Security in Kafka Connect Handler

Kafka version 0.9.0.0 introduced security through SSL/TLS or Kerberos. The Kafka
Connect Handler can be secured using SSL/TLS or Kerberos. The Kafka producer
client libraries provide an abstraction of security functionality from the integrations
utilizing those libraries. The Kafka Connect Handler is effectively abstracted from
security functionality. Enabling security requires setting up security for the Kafka
cluster, connecting machines, and then configuring the Kafka Producer properties file,
that the Kafka Handler uses for processing, with the required security properties.

For more information, see http://kafka.apache.org/documentation.html#security.

9.4 Kafka Connect Handler Performance Considerations

ORACLE

There are multiple configuration settings both for the Oracle GoldenGate for Big Data
configuration and in the Kafka producer which affect performance.

The Oracle GoldenGate parameter have the greatest affect on performance is the
Replicat GROUPTRANSCPS parameter. The GROUPTRANSCOPS parameter allows Replicat to
group multiple source transactions into a single target transaction. At transaction
commit, the Kafka Connect Handler calls flush on the Kafka Producer to push the
messages to Kafka for write durability followed by a checkpoint. The flush call is an
expensive call and setting the Replicat GROUPTRANSOPS setting to larger amount allows
the replicat to call the flush call less frequently thereby improving performance.

The default setting for GROUPTRANSCPS is 1000 and performance improvements can be
obtained by increasing the value to 2500, 5000, or even 10000.

The Op mode gg. handl er . kaf kaconnect . node=op parameter can also improve
performance than the Tx mode gg. handl er . kaf kaconnect . node=t x.

A number of Kafka Producer properties can affect performance. The following are the
parameters with significant impact:

e linger.nms

* batch.size

* acks

° buffer.nmenory

° conpression.type

Oracle recommends that you start with the default values for these parameters and
perform performance testing to obtain a base line for performance. Review the Kafka
documentation for each of these parameters to understand its role and adjust the
parameters and perform additional performance testing to ascertain the performance
effect of each parameter.
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9.5 Troubleshooting the Kafka Connect Handler

Topics:

» Java Classpath for Kafka Connect Handler (page 9-11)
* Invalid Kafka Version (page 9-11)

» Kafka Producer Properties File Not Found (page 9-11)
» Kafka Connection Problem (page 9-11)

9.5.1 Java Classpath for Kafka Connect Handler

Issues with the Java classpath are one of the most common problems. The indication
of a classpath problem is a d assNot FoundExcept i on in the Oracle GoldenGate Java

I og4j log file or and error while resolving the classpath if there is a typographic error in
the gg. cl asspat h variable.

The Kafka client libraries do not ship with the Oracle GoldenGate for Big Data product.
You are required to obtain the correct version of the Kafka client libraries and to
properly configure the gg. cl asspat h property in the Java Adapter Properties file to
correctly resolve the Java the Kafka client libraries as described in Setting Up and
Running the Kafka Connect Handler (page 9-3).

9.5.2 Invalid Kafka Version

Kafka Connect was introduced in Kafka 0.9.0.0 version. The Kafka Connect Handler
does not work with Kafka versions 0.8.2.2 and older. Attempting to use Kafka Connect
with Kafka 0.8.2.2 version typically results in a O assNot FoundExcept i on error at runtime.

9.5.3 Kafka Producer Properties File Not Found

Typically, the following exception message occurs:

ERROR 2015-11-11 11:49:08,482 [main] Error |oading the kafka producer properties

Verify that the gg. handl er . kaf kahandl er . Kaf kaPr oducer Conf i gFi | e configuration property
for the Kafka Producer Configuration file name is set correctly.

Ensure that the gg. cl asspat h variable includes the path to the Kafka Producer
properties file and that the path to the properties file does not contain a * wildcard at
the end.

9.5.4 Kafka Connection Problem

ORACLE

Typically, the following exception message appears:

WARN 2015-11-11 11: 25:50, 784 [kaf ka- producer - network-thread | producer-1]

WARN (Sel ector.java:276) - Error in I/Owth local host/127.0.0.1
j ava. net. Connect Exception: Connection refused
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When this occurs, the connection retry interval expires and the Kafka Connection
Handler process abends. Ensure that the Kafka Brokers are running and that the host
and port provided in the Kafka Producer properties file is correct.

Network shell commands (such as, netstat -1) can be used on the machine hosting
the Kafka broker to verify that Kafka is listening on the expected port.
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Using the Kinesis Streams Handler

This chapter explains the Kinesis Streams Handler and includes examples so that you
can understand this functionality.

Topics:

*  Overview (page 10-1)

* Detailed Functionality (page 10-1)

»  Setting Up and Running the Kinesis Streams Handler (page 10-2)
* Kinesis Handler Performance Consideration (page 10-11)

»  Troubleshooting (page 10-13)

10.1 Overview

Amazon Kinesis is a messaging system that is hosted in the Amazon Cloud. Kinesis
streams can be used to stream data to other Amazon Cloud applications such as
Amazon S3 and Amazon Redshift. Using the Kinesis Streams Handler, you can also
stream data to applications hosted on the Amazon Cloud or at your site. Amazon
Kinesis streams provides functionality similar to Apache Kafka.

The logical concepts map is as follows:

» Kafka Topics = Kinesis Streams
» Kafka Partitions = Kinesis Shards

A Kinesis stream must have at least one shard.

10.2 Detailed Functionality

Topics:
e Amazon Kinesis Java SDK (page 10-1)

e Kinesis Streams Input Limits (page 10-2)

10.2.1 Amazon Kinesis Java SDK

The Oracle GoldenGate Kinesis Streams Handler uses the AWS Kinesis Java SDK to
push data to Amazon Kinesis, see http://docs.aws.amazon.com/streams/latest/dev/
developing-producers-with-sdk.html for more information.

The Kinesis Steams Handler was designed and tested with the latest AWS Kinesis
Java SDK version 1.11.107. The following are the dependencies:

*  Group ID: com anazonaws

e Artifact ID: aws-j ava- sdk- ki nesi s
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e Version: 1. 11. 107

Oracle GoldenGate for Big Data does not ship with the AWS Kinesis Java SDK.
Oracle recommends that you use the AWS Kinesis Java SDK identified in the
Certification Matrix, see the certification document for your release on the Oracle
Fusion Middleware Supported System Configurations page.

# Note:

It is assumed by moving to the latest AWS Kinesis Java SDK that there are no
changes to the interface, which can break compatibility with the Kinesis
Streams Handler.

The AWS Java SDK, that includes Kinesis, can be downloaded from:

https://aws.amazon.com/sdk-for-java/

10.2.2 Kinesis Streams Input Limits

The upper input limit for a Kinesis stream with a single shard is 1000 messages per
second up to a total data size of 1MB per second. Adding streams or shards can
increase the potential throughput such as the following:

* 1 stream with 2 shards = 2000 messages per second up to a total data size of
2MB per second

» 3 streams of 1 shard each = 3000 messages per second up to a total data size of
3MB per second

The scaling that you can achieve with the Kinesis Streams Handler depends on how
you configure the handler. Kinesis stream names are resolved at runtime based on the
configuration of the Kinesis Streams Handler.

Shards are selected by the hash the partition key. The partition key for a Kinesis
message cannot be null or an empty string (*"). A null or empty string partition key
results in a Kinesis error that results in an abend of the Replicat process.

Maximizing throughput requires that the Kinesis Streams Handler configuration evenly
distributes messages across streams and shards.

10.3 Setting Up and Running the Kinesis Streams Handler

ORACLE

Instructions for configuring the Kinesis Streams Handler components and running the
handler are described in the following sections.

Use the following steps to set up the Kinesis Streams Handler:

1. Create an Amazon AWS account at https://aws.amazon.com/.

2. Loginto Amazon AWS.

3. From the main page, select Kinesis (under the Analytics subsection).
4,

Select Amazon Kinesis Streams Go to Streams to create Amazon Kinesis
streams and shards within streams.

5. Create a client ID and secret to access Kinesis.
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The Kinesis Streams Handler requires these credentials at runtime to successfully
connect to Kinesis.

6. Create the client ID and secret:

a. Select your name in AWS (upper right), and then in the list select My Security
Credentials.

b. Select Access Keys to create and manage access keys.
Note your client ID and secret upon creation.

The client ID and secret can only be accessed upon creation. If lost, you have
to delete the access key, and then recreate it.

Topics:

» Set the Classpath in Kinesis Streams Handler (page 10-3)

» Kinesis Streams Handler Configuration (page 10-3)

» Using Templates to Resolve the Stream Name and Partition Name (page 10-8)
*  Configuring the Client ID and Secret in Kinesis Handler (page 10-10)

*  Configuring the Proxy Server for Kinesis Streams Handler (page 10-10)

*  Configuring Security in Kinesis Streams Handler (page 10-11)

10.3.1 Set the Classpath in Kinesis Streams Handler

You must configure the gg. cl asspat h property in the Java Adapter properties file to
specify the JARs for the AWS Kinesis Java SDK as follows:

gg. cl asspat h={ downl oad_di r}/aws-j ava- sdk- 1. 11. 107/ 1i b/ *: {downl oad_di r}/ aws-j ava-
sdk-1.11.107/third-party/lib/*

10.3.2 Kinesis Streams Handler Configuration
The following are the configurable values for the Kinesis Streams handler.

Table 10-1 Kinesis Streams Handler Configuration Properties

Properties Required/ Legal Values Default Explanation
Optional
gg. handl er. nane Required ki nesi s_streans None Selects the
.type Kinesis Streams
Handler for

streaming change
data capture into

Kinesis.
gg. handl er. nane Required The Amazon None Setting of the
.region region name Amazon AWS
which is hosting region name is
your Kinesis required.

instance.
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Table 10-1 (Cont.) Kinesis Streams Handler Configuration Properties

Properties

Required/
Optional

Legal Values

Default

Explanation

gg. handl er. nanme
. proxyServer

Optional

The host name of None

the proxy server.

Set the host
name of the
proxy server if
connectivity to
AWS is required
to go through a
proxy server.

gg. handl er. nane
. proxyPor t

Optional

The port number
of the proxy
server.

None

Set the port name
of the proxy
server if
connectivity to
AWS is required
to go through a
proxy server.

gg. handl er. nane
. proxyUser nane

Optional

The username of
the proxy server
(if credentials are
required).

None

Set the username
of the proxy
server if
connectivity to
AWS is required
to go through a
proxy server and
the proxy server
requires
credentials.

gg. handl er. nane
. proxyPasswor d

Optional

The password of
the proxy server

(if credentials are
required).

None

Set the password
of the proxy
server if
connectivity to
AWS is required
to go through a
proxy server and
the proxy server
requires
credentials.
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Table 10-1 (Cont.) Kinesis Streams Handler Configuration Properties

Properties Required/ Legal Values Default Explanation
Optional

gg. handl er. name Optional true|fal se fal se When set to

. def er Fl ushAt Tx false, the Kinesis

Commi t Streams Handler
will flush data to
Kinesis at
transaction
commit for write
durability.
However, it may
be preferable to
defer the flush
beyond the
transaction
commit for
performance
purposes, see
Kinesis Handler
Performance
Consideration
(page 10-11).

gg. handl er. nane Optional Integer None Only applicable if

. def er Fl ushOpCo gg. handl er. nanme

unt . def er Fl ushAt Tx
Commi t is set to
true. This

parameter marks
the minimum
number of
operations that
must be received
before triggering
a flush to Kinesis.
Once this number
of operations are
received, a flush
will occur on the
next transaction
commit and all
outstanding
operations will be
moved from the
Kinesis Streams
Handler to AWS
Kinesis.
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Table 10-1 (Cont.) Kinesis Streams Handler Configuration Properties
|

Properties Required/ Legal Values Default Explanation
Optional
gg. handl er. name Optional true|fal se true When set to true,

. format Per Op

it will send
messages to
Kinesis, once per
operation (insert,
delete, update).
When set to

fal se, operations
messages will be
concatenated for
all the operations
and a single
message will be
sent at the
transaction level.
Kinesis has a
limitation of 1MB
max massage
size. If IMB is
exceeded then
transaction level
message will be
broken up into
multiple
messages.
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Table 10-1 (Cont.) Kinesis Streams Handler Configuration Properties

Properties Required/ Legal Values Default Explanation
Optional

gg. handl er. name Optional oracl e. gol denga None This configuration

. cust omvessageG
rouper

te. handl er. ki ne
si s. Ki nesi sJson
TxMessageG oupe

parameter
provides the
ability to group

r Kinesis
messages using
custom logic.
Only one
implementation is
included in the
distribution at this
time. The
oracl e. gol denga
te. handl er. ki ne
si s. Ki nesi sJson
TxMessageG oupe
ris a custom
message which
groups JSON
operation
messages
representing
operations into a
wrapper JSON
message that
encompasses the
transaction.
Setting of this
value overrides
the setting of the
gg. handl er.form
at Per Op setting.
Using this feature
assumes that the
customer is using
the JSON
formatter (that is
gg. handl er. nanme
. format =j son).

gg. handl er. nane Required A template string None See Using
. st reanVappi ngT value to resolve Templates to
enpl ate the Kinesis Resolve the
message partition Stream Name
key (message and Partition
key) at runtime. Name
(page 10-8) for
more information.
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Table 10-1 (Cont.) Kinesis Streams Handler Configuration Properties

Properties Required/ Legal Values Default Explanation
Optional

gg. handl er. nane Required A template string None See Using

.partitionMppi value to resolve Templates to

ngTenpl at e the Kinesis Resolve the

Stream Name
and Partition
Name

(page 10-8) for
more information.

message partition
key (message
key) at runtime.

gg. hander. nane. Required Any supported delimtedtext | Selectsthe
f or mat pluggable json | json_row operations
formatter. [ xm | message
avro_row | formatter. JSON
avro_opt is likely the best

fit for Kinesis.

10.3.3 Using Templates to Resolve the Stream Name and Partition

Name

ORACLE

The Kinesis Streams Handler provides the functionality to resolve the stream name
and the partition key at runtime using a template configuration value. Templates allow
you to configure static values and keywords. Keywords are used to dynamically
replace the keyword with the context of the current processing. Templates are
applicable to the following configuration parameters:

gg. handl er. nane. st reamvappi ngTenpl at e
gg. handl er. nane. partitionMappi ngTenpl at e

Template Modes

Source database transactions are made up of 1 or more individual operations which
are the individual inserts, updates, and deletes. The Kinesis Handler can be
configured to send one message per operation (insert, update, delete, Alternatively, it
can be configured to group operations into messages at the transaction level. Many of
the template keywords resolve data based on the context of an individual source
database operation. Therefore, many of the keywords do not work when sending
messages at the transaction level. For example ${ful | yQual i fi edTabl eName} does not
work when sending messages at the transaction level. The ${ful | yQual i fi edTabl eNare}
property resolves to the qualified source table name for an operation. Transactions
can contain multiple operations for many source tables. Resolving the fully-qualified
table name for messages at the transaction level is non-deterministic and so abends at
runtime.

Template Keywords

The following table lists the currently supported keyword templates and includes a
column if the keyword is supported for transaction level messages:
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Keyword Explanation Transaction
Message
Support
$ Resolves to the fully qualified table name including No
{fullyQualifiedTa the “.” Delimiter between the catalog, schema, and
bl eNane} table names.
i.e. test.dbo.tablel
${ cat al ogNare} Resolves to the catalog name. No
${ schemaNane} Resolves to the schema name No
${t abl eNare} Resolves to the short table name. No
${ opType} Resolves to the type of the operation: (INSERT, No
UPDATE, DELETE, or TRUNCATE)
${pri maryKeys} Resolves to the concatenated primary key values No

${posi ti on}

${ opTi nest anp}
${enptyString}
${ gr oupNane}

${statichMp[]}

${col umVal ue[ ]}

$

{current Ti mest anp
}

Or

$

{current Ti nestam
pl1}

${null}
${custon]]}

delimited by a “_" character.

The sequence number of the source trail file followed Yes
by the offset (RBA).

The operation timestamp from the source trail file. Yes
Resolves to . Yes

Resolves to the name of the replicat process. If using Yes
coordinated delivery it resolves to the name of the

replicat process with the replicate thread number
appended.

Resolves to a static value where the key is the fully No
qualified table name. The keys and values are

designated inside of the square brace in the following
format:

${staticMap[dbo.tablel=valuel,dbo.table2=value2]}

Resolves to a column value where the key is the fully No
qualified table name and the value is the column
name to be resolved. For example:

${staticMap[dbo.tablel=col1,dbo.table2=col2]}

Resolves to the current timestamp. The user can Yes
control the format of the current timestamp using the

Java based formatting as described in the
SimpleDateFormat class.

https://docs.oracle.com/javase/8/docs/api/java/text/
SimpleDateFormat.html

Examples:

${currentDate}

${currentDate[yyyy-mm-dd hh:MM:ss.SSS]}

Resolves to a null string. Yes

It is possible to write a custom value resolver. If Depends on impl

required please contact Oracle Support.

Example Templates

The following describes example template configuration values and the resolved

values.

ORACLE
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Example Template Resolved Value
${groupNane} _{fullyQualifiedTabl eName} KI NESI S001_dbo. t abl el

prefix_${schemaNane} _${tabl eName} suffix prefix_dbo_tabl el suffix
${currentDat e[ yyyy-mm dd hh: MM ss. SSS]}  2017-05-17 11:45: 34, 254

10.3.4 Configuring the Client ID and Secret in Kinesis Handler

A client ID and secret are required credentials for the Kinesis Streams Handler to
interact with Amazon Kinesis. A client ID and secret are generated through the
Amazon AWS website. The retrieval of these credentials and presentation to the
Kinesis server are performed on the client side by the AWS Kinesis Java SDK. The
AWS Kinesis Java SDK provides multiple ways that the client ID and secret can be
resolved at runtime.

The client ID and secret can be set

e as Java properties so configured in the Java Adapter properties file as follows:

javaw i ter. boot options=- Xm512m - Xnms32m
-Dj ava. cl ass. pat h=ggj ava/ ggj ava. j ar

- Daws. accessKeyl d=your _access_key

- Daws. secr et Key=your _secret _key

e as environmental variables using the AWs_ACCESS KEY | D and AWS_SECRET_ACCESS_KEY
variables.

e in the E2C environment on the local machine.

10.3.5 Configuring the Proxy Server for Kinesis Streams Handler

ORACLE

Oracle GoldenGate can be used with a proxy server using the following parameters to
enable the proxy server:

* gg. handl er. ki nesi s. proxyServer =

gg. handl er. ki nesi s. proxyPor t =80

Access to the proxy servers can be secured using credentials and the following
configuration parameters:

* gg. handl er. ki nesi s. proxyUser nanme=user nane
* gg. handl er. ki nesi s. pr oxyPasswor d=passwor d
Sample configurations:

gg. handl erli st =ki nesi s

gg. handl er. ki nesi s. t ype=ki nesi s_streans

gg. handl er. ki nesi s. node=op

gg. handl er. ki nesi s. f or mat =j son

gg. handl er. ki nesi s. r egi on=us- west - 2

gg. handl er. ki nesi s. partiti onMappi ngTenpl at e=Test Parti ti onName
gg. handl er. ki nesi s. st r eamVappi ngTenpl at e=Test St r eam

gg. handl er. ki nesi s. def er Fl ushAt TxConmi t =t r ue

gg. handl er. ki nesi s. def er Fl ushGpCount =1000

gg. handl er. ki nesi s. f or mat Per Qp=t r ue

#gg. handl er. ki nesi s. cust omMessageG ouper =or acl e. gol dengat e. handl er. ki nesi s. Ki nesi sJso
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nTxMessageG ouper
gg. handl er. ki nesi s. pr oxySer ver =ww pr oxy. myhost . com
gg. handl er. ki nesi s. pr oxyPort =80

10.3.6 Configuring Security in Kinesis Streams Handler

The AWS Kinesis Java SDK uses HTTPS to communicate with Kinesis. The Kinesis
Streams Handler is authenticated by presenting the client ID and secret credentials at
runtime using a trusted certificate.

The Kinesis Streams Handler can also be configured to authenticate the server
providing mutual authentication. You can do this by generating a certificate from the
Amazon AWS website and configuring server authentication. A trust store must be
generated on the machine hosting Oracle GoldenGate for Big Data. The trust store
and trust store password must be configured in the Kinesis Streams Handler Java
Adapter properties file.

The following is an example configuration:

javaw i ter. boot opti ons=- Xmx512m - Xns32m

-Dj ava. cl ass. pat h=ggj ava/ ggj ava. j ar

-Dj avax. net.ssl.trustStore=path_to_trust_store file

-Dj avax. net. ssl . trust StorePassword=trust_store_password

10.4 Kinesis Handler Performance Consideration

Topics:
» Kinesis Streams Input Limitations (page 10-11)
e Transaction Batching (page 10-12)

» Deferring Flush at Transaction Commit (page 10-12)

10.4.1 Kinesis Streams Input Limitations

ORACLE

The maximum write rate to a Kinesis stream with a single shard to be 1000 messages
per second up to a maximum of 1MB of data per second. You can scale input to
Kinesis by adding additional Kinesis streams or adding shards to streams. Both adding
streams and adding shards can linearly increase the Kinesis input capacity and
thereby improve performance of the Oracle GoldenGate Kinesis Streams Handler.

Adding streams or shards can linearly increase the potential throughput such as
follows:

* 1 stream with 2 shards = 2000 messages per second up to a total data size of
2MB per second.

» 3 streams of 1 shard each = 3000 messages per second up to a total data size of
3MB per second.

To fully take advantage of streams and shards, you must configure the Oracle
GoldenGate Kinesis Streams Handler to distribute messages as evenly as possible
across streams and shards.

Adding additional Kinesis streams or shards does nothing to scale Kinesis input if all
data is sent to using a static partition key into a single Kinesis stream. Kinesis streams
are resolved at runtime using the selected mapping methodology. For example,
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mapping the source table name as the Kinesis stream name may provide good
distribution of messages across Kinesis streams if operations from the source trail file
are evenly distributed across tables. Shards are selected by a hash of the partition
key. Partition keys are resolved at runtime using the selected mapping methodology.
Therefore, it is best to choose a mapping methodology to a partition key that rapidly
changes to ensure a good distribution of messages across shards.

10.4.2 Transaction Batching

The Oracle GoldenGate Kinesis Streams Handler receives messages and then
batches together messages by Kinesis stream before sending them via synchronous
HTTPS calls to Kinesis. At transaction commit all outstanding messages are flushed to
Kinesis. The flush call to Kinesis impacts performance. Therefore, deferring the flush
call can dramatically improve performance.

The recommended way to defer the flush call is to use the GROUPTRANSOPS configuration
in the replicat configuration. The GROUPTRANSCOPS groups multiple small transactions into
a single larger transaction deferring the transaction commit call until the larger
transaction is completed. The GROUPTRANSCPS parameter works by counting the
database operations (inserts, updates, and deletes) and only commits the transaction
group when the number of operations equals or exceeds the GROUPTRANSOPS
configuration setting. The default GROUPTRANSOPS setting for replicat is 1000.

Interim flushes to Kinesis may be required with the GROUPTRANSCPS setting set to a large
amount. An individual call to send batch messages for a Kinesis stream cannot exceed
500 individual messages or 5MB. If the count of pending messages exceeds 500
messages or 5MB on a per stream basis then the Kinesis Handler is required to
perform an interim flush.

10.4.3 Deferring Flush at Transaction Commit

ORACLE

The messages are by default flushed to Kinesis at transaction commit to ensure write
durability. However, it is possible to defer the flush beyond transaction commit. This is
only advisable when messages are being grouped and sent to Kinesis at the
transaction level (that is one transaction = one Kinesis message or chunked into a
small number of Kinesis messages), when the user is trying to capture the transaction
as a single messaging unit.

This may require setting the GROUPTRANSOPS replication parameter to 1 so as not to
group multiple smaller transactions from the source trail file into a larger output
transaction. This can impact performance as only one or few messages are sent per
transaction and then the transaction commit call is invoked which in turn triggers the
flush call to Kinesis.

In order to maintain good performance the Oracle GoldenGate Kinesis Streams
Handler allows the user to defer the Kinesis flush call beyond the transaction commit
call. The Oracle GoldenGate replicat process maintains the checkpoint in the . cpr file
in the {Gol denGat e Hone}/ di rchk directory. The Java Adapter also maintains a
checkpoint file in this directory named . cpj . The Replicat checkpoint is moved beyond
the checkpoint for which the Oracle GoldenGate Kinesis Handler can guarantee
message loss will not occur. However, in this mode of operation the GoldenGate
Kinesis Streams Handler maintains the correct checkpoint in the . cpj file. Running in
this mode will not result in message loss even with a crash as on restart the
checkpoint in the . cpj file is parsed if it is before the checkpoint in the . cpr file.
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10.5 Troubleshooting

Topics:
« Java Classpath (page 10-13)
» Kinesis Handler Connectivity Issues (page 10-13)

* Logging (page 10-13)

10.5.1 Java Classpath

The most common initial error is an incorrect classpath to include all the required AWS
Kinesis Java SDK client libraries and creates a d assNot Found exception in the log file.

You can troubleshoot by setting the Java Adapter logging to DEBUG, and then rerun the
process. At the debug level, the logging includes information about which JARs were
added to the classpath from the gg. cl asspat h configuration variable.

The gg. cl asspat h variable supports the wildcard asterisk (*) character to select all
JARs in a configured directory. For example, / usr/ ki nesi s/ sdk/ *, see Setting Up and
Running the Kinesis Streams Handler (page 10-2).

10.5.2 Kinesis Handler Connectivity Issues

If the Kinesis Streams Handler is unable to connect to Kinesis when running on
premise, the problem can be the connectivity to the public Internet is protected by a
proxy server. Proxy servers act a gateway between the private network of a company
and the public Internet. Contact your network administrator to get the URLSs of your
proxy server, and then follow the directions in Configuring the Proxy Server for Kinesis
Streams Handler (page 10-10).

10.5.3 Logging

The Kinesis Streams Handler logs the state of its configuration to the Java log file.

This is helpful because you can review the configuration values for the handler.
Following is a sample of the logging of the state of the configuration:

**** Begin Kinesis Streams Handler - Configuration Summary ****
Mbde of operation is set to op.
The AWS region nane is set to [us-west-2].
A proxy server has been set to [wwwproxy.us.oracle.con] using port [80].
The Kinesis Streams Handler will flush to Kinesis at transaction commit.
Messages fromthe GoldenCGate source trail file will be sent at the operation
| evel .
One operation = One Kinesis Message
The stream mapping tenmplate of [${fullyQualifiedTabl eName}] resolves to [fully
qualified table nane].
The partition mapping tenplate of [${primaryKeys}] resolves to [primary keys].
**** End Kinesis Streanms Handler - Configuration Summary ****
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Using the MongoDB Handler

This chapter explains the MongoDB Handler and includes examples so that you can
understand this functionality.

Topics:

*  Overview (page 11-1)

* Detailed Functionality (page 11-1)

»  Setting Up and Running the MongoDB Handler (page 11-2)
»  Sample Configuration (page 11-7)

11.1 Overview

MongoDB is an open-source document database that provides high performance, high
availability, and automatic scaling.

See the MongoDB website for more information:
https://www.mongodb.com/

You can use the MongoDB Handler to replicate the transactional data from Oracle
GoldenGate trail to a target MongoDB database.

11.2 Detailed Functionality

ORACLE

The MongoDB Handler takes operations from the source trail file and creates
corresponding documents in the target MongoDB database.

A record in MongoDB is a Binary JSON (BSON) document, which is a data structure
composed of field and value pairs. A BSON data structure is a binary representation of
JSON documents. MongoDB documents are similar to JSON objects. The values of
fields may include other documents, arrays, and arrays of documents.

A collection is a grouping of MongoDB documents and is the equivalent of an
RDBMS table. In MongoDB, databases hold collections of documents. Collections do
not enforce a schema. MongoDB documents within a collection can have different
fields.

Topics:

*  Document Key Column (page 11-2)

» Primary Key Update Operation (page 11-2)
*  MongoDB Trail Data Types (page 11-2)
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11.2.1 Document Key Column

MongoDB databases require every document (row) to have a column named _i d
whose value should be unique in a collection (table). This is similar to a primary key for
RDBMS tables. If a document does not contain a top-level _i d column during an insert,
the MongoDB driver adds this column.

The MongoDB Handler builds custom _i d field values for every document based on
the primary key column values in the trail record. This custom _i d is built using all the
key column values concatenated by a : (colon) separator. For example:

KeyCol Val uel: KeyCol Val ue2: KeyCol Val ue3

The MongoDB Handler enforces uniqueness based on these custom _i d values. This
means that every record in the trail must be unique based on the primary key columns
values. Existence of non-unique records for the same table results in a MongoDB
Handler failure and in Replicat abending with a duplicate key error.

The behavior of the i d field is:

e By default, MongoDB creates a unique index on the column during the creation of
a collection.

e ltis always the first column in a document.

e It may contain values of any BSON data type except an array.

11.2.2 Primary Key Update Operation

MongoDB databases do not allow the _i d column to be modified. This means a
primary key update operation record in the trail needs special handling. The MongoDB
Handler converts a primary key update operation into a combination of a DELETE (with
old key) and an | NSERT (with new key). To perform the | NSERT, a complete before-image
of the update operation in trail is recommended. You can generate the trail to populate
a complete before image for update operations by enabling the Oracle GoldenGate
GETUPDATEBEFORES and NOCOVPRESSUPDATES parameters, see Reference for Oracle
GoldenGate for Windows and UNIX.

11.2.3 MongoDB Trail Data Types

The MongoDB Handler supports delivery to the BSON data types as follows:
e 32-bitinteger
*  64-bit integer

* Double
« Date
e String

* Binary data

11.3 Setting Up and Running the MongoDB Handler

Instructions for configuring the MongoDB Handler components and running the
handler are described in the following sections.
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Topics:

e Classpath Configuration (page 11-3)

*  MongoDB Handler Configuration (page 11-3)
e Connecting and Authenticating (page 11-5)

e Using Bulk Write (page 11-6)

» Using Write Concern (page 11-6)

e Using Three-Part Table Names (page 11-6)
* Using Undo Handling (page 11-7)

11.3.1 Classpath Configuration

The MongoDB Java Driver is required for Oracle GoldenGate for Big Data to connect
and stream data to MongoDB. The recommended version of MongoDB Java Driver is
3.2.2. The MongoDB Java Driver is not included in the packaging of Oracle
GoldenGate for Big Data so you must download the driver from:

https://docs.mongodb.com/ecosystem/drivers/java/#download-upgrade

Select “mongo-java-driver" and the "3.2.2" version to download the recommended
driver JAR file.

You must configure the gg. cl asspat h variable to load the MongoDB Java Driver JAR at
runtime. For example: gg. cl asspat h=/ home/ nongodb/ nongo-j ava-driver-3.2.2.jar

11.3.2 MongoDB Handler Configuration

The following are the configurable values for the MongoDB Handler. These properties
are located in the Java Adapter properties file (not in the Replicat properties file).

Table 11-1 MongoDB Handler Configuration Properties

Properties Require Legal Defau Explanation

d/ Values It

Option

al
gg. handl er. nane. Require mongodb None Selects the MongoDB Handler for use with
type d Replicat.
gg. handl er. nane. Optional true | true Settotrue, the handler caches operations
bul kWite fal se until a commit transaction event is received.

When committing the transaction event, all
the cached operations are written out to the
target MongoDB database, which provides
improved throughput.

Set to f al se, there is no caching within the
handler and operations are immediately
written to the MongoDB database.
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Table 11-1 (Cont.) MongoDB Handler Configuration Properties

_______________________________________________________________________|
Properties Require Legal Defau Explanation

d/ Values It
Option
al
gg. handl er. nane. Optional {“W': None Sets the required write concern for all the
WiteConcern “val ue” operations performed by the MongoDB
, Handler.
“wtimeou The property value is in JSON format and
th can only accept keys as “w' and “wt i neout” .
“Nurrer * For more information about write concerns,
} see https://docs.mongodb.com/manual/
reference/write-concern/.
gg. handl er. nane. Optional A legal None Sets the authentication username to be
user nanme username used. Use with the
string. Aut hent i cati onMechani smproperty.
gg. handl er. nane. Optional A legal None Sets the authentication password to be used.
password password Use with the Aut hent i cati onMechani sm
string. property.
gg. handl er. nane. Optional | P: PORT None Enables the connection to a list of Replicat
Server Addr essLi s with set members or a list of MongoDB
t multiple databases.
port This property accepts a comma separated
values list of [ host names: port] . For example,
delimited | ocal host 1: 27017, | ocal host 2: 27018, | oca
by a I host 3: 27019.
comma . .
For more information, see http://
api.mongodb.com/java/3.0/com/mongodb/
MongoClient.html#MongoClient-java.util.List-
java.util.List-
com.mongodb.MongoClientOptions-.
gg. handl er. nane. Optional Comma None Sets the authentication mechanism which is
Aut henti cati onMe separated a process of verifying the identity of a client.
chani sm list of The input would be a comma separated list
authentic of various authentication options. For
ation example,
mechanis GSSAP! , MONGODB_CR, MONGODB_X509, PLAI N, S
m CRAM SHA 1.
For more information about authentication
options, see http://api.mongodb.com/
java/3.0/com/mongodb/
MongoCredential.html,
gg. handl er. name. Optional Valid None Sets the source of the user name, typically
sour ce authentic the name of the database where the user is
ation defined. Use with the
source Aut hent i cati onMechani smproperty.
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Table 11-1 (Cont.) MongoDB Handler Configuration Properties

Properties Require Legal Defau Explanation
d/ Values It
Option
al
gg. handl er. name. Optional Valid None Sets the MongoDB client URI. A client URI
clientUR MongoDB can also be used to set other MongoDB
client URI connection properties, such as authentication
and Wi t eConcer n. For example, nongodb: //
| ocal host : 27017/
For more details about the format of the
client URI, see http://api.mongodb.com/
java/3.0/com/mongodb/MongoClientURI.html
gg. handl er. nane. Optional Valid None Sets the MongoDB database hostname to
Host MongoDB connect to based on a (single) MongoDB
server node see http://api.mongodb.com/
name or java/3.0/com/mongodb/
IP MongoClient.html#MongoClient-
address java.lang.String-.
gg. handl er. nane. Optional Valid None Sets the MongoDB database instance port
Port MongoDB number. Use with the Host property.
port
gg. handl er. nane. Optional true | fal se Settotrue, the handler always checks the
CheckMaxRowSi zel fal se size of the BSON document inserted or

imt

modified to be within the limits defined by
MongoDB database. Calculating the size
involves the use of a default codec to
generate a RawBsonDocunent leading to a
small degradation in the throughput of the
MongoDB Handler.

If the size of the document exceeds the
MongoDB limit, an exception occurs and
Replicat abends.

11.3.3 Connecting and Authenticating

You can use various connection and authentication properties which can be
configured in the handler properties file. When multiple connection properties are
specified, the MongoDB Handler chooses the properties based on the following priority

ORACLE

order:

Priority 1:

Aut henti cti onMechani sm

User Nane
Passwor d
Sour ce

Wite Concern
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Priority 2:

Server Addr essLi st

Aut henti cti onMechani sm
User Narme

Passwor d

Sour ce

Priority 3:
clientURI
Priority 4:

Host
Port

Priority 5:
Host

If none of the connection and authentication properties are specified, the handler tries
to connect to | ocal host on port 27017.

11.3.4 Using Bulk Write

The MongoDB Handler uses the GROUPTRANSOPS parameter to retrieve the batch size. A
batch of trail records are converted to a batch of MongoDB documents then written in
one request to the database.

You can enable bulk write for better apply throughput using the Bul kWit e handler
property . By default, this is enabled and this is the recommended setting for the best
performance of the handler..

You use the gg. handl er. handl er. Bul kWite=true | fal se property to enable or disable
bulk write. The Oracle GoldenGate for Big Data default property,
gg. handl er . handl er. node=op | tx, is not used in the MongoDB Handler.

Oracle recommends that you use bulk write.

11.3.5 Using Write Concern

Write concern describes the level of acknowledgement requested from MongoDB for
write operations to a standalone MongoDB, replica sets, and sharded-clusters. With
sharded clusters, mongos instances will pass the write concern on to the shards.

Use the following configuration:

w. val ue
wt i meout: nunber

https://docs.mongodb.com/manual/reference/write-concern/

11.3.6 Using Three-Part Table Names

An Oracle GoldenGate trail may have data for sources that support three-part table
names, such as Cat al og. Schema. Tabl e. MongoDB only supports two-part names, such
as DBNane. Col | ecti on. To support the mapping of source three-part names to
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MongoDB two-part names, the source Cat al og and Schena is concatenated with an
underscore delimiter to construct the Mongo DBNane.

For example, Cat al og. Schena. Tabl e would become cat al ogl_schenal. t abl el.

11.3.7 Using Undo Handling

The MongoDB Handler can recover from bulk write errors using a lightweight undo
engine. This engine does not provide the functionality provided by typical RDBMS
undo engines, rather the best effort to assist you in error recovery. The error recovery
works well when there are primary violations or any other bulk write error where the
MongoDB database is able to provide information about the point of failure through the
Bul kWit eExcepti on.

Table 11-2 (page 11-7)lists the requirements to make the best use of this
functionality.

Table 11-2 Undo Handling Requirements
|

Operation to Undo Require Full Before Image in the Trail?

| NSERT No

DELETE Yes

UPDATE No (Before image of fields in the SET clause.)

If there are errors during undo operations, it may be not possible to get the MongoDB
collections to a consistent state so you would have to do a manual reconciliation of
data.

11.4 Sample Configuration

ORACLE

The following is sample configuration for the MongoDB Handler from the Java Adapter
properties file:

gg. handl erli st =nongodb
gg. handl er. nongodb. t ype=nongodb

#The fol | owing handl er properties are optional.

#Pl ease refer to the Oracle Col denGate for BigData docunentation

#for details about the configuration.

#9g. handl er. nongodb. cl i ent URI =nongodb: / /| ocal host : 27017/

#9g. handl er. nongodb. Host =<MongoDBSer ver addr ess>

#9g. handl er. nongodb. Port =<MongoDBSer ver port >

#9g. handl er. nongodb. WiteConcern={ w. <value> wtimeout: <nunber> }

#99g. handl er. nongodb. Aut hent i cat i onMechani sm=GSSAPI , MONGODB_CR, MONGODB_X509, PLAI N, SCRA
M SHA 1

#9g. handl er. nongodb. User Nane=<Aut hent i cati on user nane>

#9g. handl er. nongodb. Passwor d=<Aut hent i cati on passwor d>

#9g. handl er. nongodb. Sour ce=<Aut henti cation source>

#99g. handl er. nongodb. Ser ver Addr essLi st =l ocal host 1: 27017, | ocal host 2: 27018, | ocal host 3: 27
019,...

#9g. handl er. nongodb. Bul kWi t e=<f al se| true>

#9g. handl er. nongodb. CheckMaxRowSi zeLi mit =<t r ue| f al se>

gol dengat e. userexit.tinmestanp=utc
gol dengat e. userexit.witers=javawiter
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javawriter.stats.di spl ay=TRUE
javawiter.stats.ful | =TRUE
gg. | 0g=I 0g4j

gg. | og. | evel =I NFO
gg.report.tinme=30sec

#Path to MongoDB Java driver

maven co-or di nat es

<dependency>

<groupl d>or g. nongodb</ gr oupl d>

<artifactld>nongo-java-driver</artifactld>

<versi on>3. 2. 2</ versi on>

# </ dependency>

gg. cl asspat h=/ pat h/ t o/ nongodb/ j ava/ dri ver/ mongo-j ava-driver-3.2.2.jar

javaw i ter. boot opti ons=- Xmx512m - Xms32m - Dj ava. cl ass. pat h=. : ggj ava/ ggj ava.jar: ./
dirprm

H H B B R
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Using the Metadata Provider

This chapter explains the Metadata Provider functionality, different types of Metadata
Providers, and examples that can be used to understand the functionality.

Topics:

* About the Metadata Provider (page 12-1)

* Avro Metadata Provider (page 12-2)

» Java Database Connectivity Metadata Provider (page 12-7)

* Hive Metadata Provider (page 12-10)

12.1 About the Metadata Provider

ORACLE

The Metadata Provider is valid only if handlers are configured to run with a Replicat
process.

The Replicat process provides functionality to perform source table to target table and
source column to target column mapping using syntax in the Replicat configuration file.
The source metadata definitions are included in the Oracle GoldenGate trail file (or by
source definitions files for Oracle GoldenGate releases 12.2 and later). When the
replication target is a database, the Replicat process obtains the target metadata
definitions from the target database. However, this is a shortcoming when pushing
data to Big Data applications or Java Delivery in general. Big Data applications
generally provide no target metadata so the Replicat mapping is not possible. The
Metadata Provider exists to address this deficiency. The Metadata Provider can be
used to define target metadata using either Avro or Hive which in turn enables source
table to target table and source column to target column Replicat mapping.

The use of the Metadata Provider is optional and is enabled if the gg. ndp. t ype property
is specified in the Java Adapter Properties file.. If the metadata included in the source

Oracle GoldenGate trail file is acceptable for the output, then do not use the Metadata
Provider. The Metadata Provider should be used in the following cases:

* The requirement is for mapping source table names into target table names that
do not match.

e The requirement is for mapping of source column names into target column name
that do not match.

e The requirement is for the inclusion of certain columns from the source trail file
and omitting other columns.

Replicat mapping has a general limitation in that the mapping defined in the Replicat
configuration file is static. Oracle GoldenGate 12.2 and later provides functionality for
DDL propagation when using an Oracle Database as the source. The proper handling
of schema evolution can be problematic when the Metadata Provider and Replicat
mapping are being used. You should consider your use cases for schema evolution
and plan for how you want to update the Metadata Provider and the Replicat mapping
syntax for required changes.
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For every table mapped in REPLI CAT using COLMAP, the metadata will be retrieved from a
configured metadata provider and retrieved metadata will then be used by REPLI CAT for
column mapping functionality.

You have choice of configuring one Metadata Provider implementation. Currently Hive
and Avro Metadata Providers are supported.

Scenarios - When to use Metadata Provider

1. The following scenarios do not require the Metadata Provider to be configured:

The mapping of schema name whereby the source schema named GGis mapped
to the target schema named GGADP.*

The mapping of schema and table name whereby the schema GG TCUSTMER is
mapped to the table name GGADP. TCUSTMER_NEW

MAP GG *, TARGET GGADP.*;
(R
MAP GG TCUSTMER, TARGET GG_ADP. TCUSTMER NEW

2. The following scenario requires Metadata Provider to be configured:

The mapping of column names whereby the source column name does not match
the target column name. For example source column CUST_CODE mapped to target
column CUST_CODE_NEW

MAP GG TCUSTMER, TARGET GG ADP. TCUSTMER NEW COLMAP( USEDEFAULTS,
CUST_CODE_NEW-CUST_CODE, ClI TY2=CI TY);

12.2 Avro Metadata Provider

The Avro Metadata Provider is used to retrieve the table metadata from Avro Schema
files. For every table mapped in Replicat using COLMAP, the metadata will be retrieved
from Avro Schema and retrieved metadata will then be used by Replicat for column

mapping.

Topics:

* Detailed Functionality (page 12-2)

* Runtime Prerequisites (page 12-3)

» Classpath Configuration (page 12-4)

* Avro Metadata Provider Configuration (page 12-4)
»  Sample Configuration (page 12-4)

* Metadata Change Event (page 12-5)

e Limitations (page 12-6)

* Troubleshooting (page 12-6)

12.2.1 Detailed Functionality

ORACLE

The Avro Metadata Provider uses Avro schema definition files to retrieve metadata.
The Avro schemas are defined using the JSON. For each table mapped in
process_nane. prmfile, a corresponding The Avro schema definition file should be
created. More information on defining Avro schemas is found at:
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http://avro. apache. org/ docs/ current/gettingstartedjava. htm #Defi ni ng+a+tschema

Avro Metadata Provider Schema definition syntax:

{"namespace": "[$catal ognane. ] $schemanane",
"type": "record"
"nanme": "$tabl ename"
"fields": [
{"nanme": "$col 1", "type": "$datatype"}
{"name": "$col2 ", “type": "$datatype ", "primary_key":true}
{"nanme": "$col 3", "type": "$datatype ", "primary_key":true}
{"name": "$col 4", "type": ["$datatype","null"]}
]

}

nanespace - name of catal og/ schema bei ng mapped

nane - name of the table being mapped

fields. name - array of colum names

fields.type - datatype of the colum

fields.primary_key - indicates the colum is part of primary key

Representing nul | able and not null abl e col utms

"type":"$datatype" - indicates the colum is not nullable, where "$datatype" is the
actual datatype

"type": ["$datatype","null"] - indicates the colum is nullable, where "$datatype"
is the actual datatype

The file naming convention for Avro schema files accessed by the Avro Metadata
Provider must be in the following format:

[ $cat al ognane. ] $schemanane. $t abl enane. mdp. avsc

$cat al ognane - nane of the catalog if exists

$schemanane - nane of the schemn

$t abl enane - name of the tahle

. mdp. avsc - constant, which should be appended al ways

Supported Avro Data Types:

* boolean
* bytes

e double
o float

° int

* long

e string

For more information on Avro data types, see https://avro. apache. or g/ docs/ 1. 7. 5/
spec. ht ml #schema_prinitive.

12.2.2 Runtime Prerequisites

The Avro schema definitions should be created for all tables mapped in Replicat's
parameter file before starting the Replicat process.
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12.2.3 Classpath Configuration

There is no additional classpath setting required for Avro Metadata Provider.

12.2.4 Avro Metadata Provider Configuration

The configuration properties of Oracle GoldenGate Avro Metadata Provider are
detailed in this section.

Property Required/ Legal Values Default Explanation
Optional
gg. mdp. type Required avro - Selects the Avro
Metadata Provider
gg. ndp. schemaF Required Example for a legal - Path to Avro schema
ilesPath value could be / home/ files directory
user/ ggadp/

avroschena/

gg. ndp. charset Optional Valid character set UTF- 8 Specifies the

character set of the
column with character
data type. This is
used to convert the
source data from trail
file to the correct
target character set.

gg. mdp. nati ona Optional Valid character set UTF- 8 Specifies the

| Charset character set of the
column with character
data type. This is
used to convert the
source data from trail
file to the correct
target character set.

Example: Indicates
character set of
columns like NCHAR,
NVARCHARwith an
Oracle Database.

12.2.5 Sample Configuration

This section provides an example for configuring the Avro Metadata Provider.
Consider a source with following table:

TABLE GG TCUSTMER {
CUST_CODE VARCHAR(4) PRI MARY KEY,
NAVE VARCHAR( 100),
CI TY VARCHAR( 200),

STATE VARCHAR( 200)
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Mapping columnCUST_CODE (GG TCUSTMER) in source to CUST_CODE2
( GG_AVRO. TCUSTMER _AVRO) on target and column CI TY (GG TCUSTMER) in source to Cl TY2
( GG_AVRO. TCUSTMER_AVRO) on target. Thus, the mapping in process_nane. pr mfile is:

MAP GG TCUSTMER, TARGET GG _AVRO. TCUSTMER AVRO, COLMAP( USEDEFAULTS,
CUST_CODE2=CUST_CODE, CI TY2=CI TY);

Mapping definition in this example:
e Source schema GGis mapped to target schema GG_AVRO.

e Source column CUST_CODE is mapped to target column CUST_CODE2.

e Source column CI TY is mapped to target column Cl TY2.

»  USEDEFAULTS specifies that rest of the columns names are same on both source and
target (NAME and STATE columns).

The Avro schema definition file for the preceding example:
File path: / home/ ggadp/ avr omdpGG_AVRO. TCUSTMER_AVRO. ndp. avsc

{"nanespace": "GG AVRO',
"type": "record",
"nane": "TCUSTMER_AVRO',
"fields": |
{"nane": "NAME', "type": "string"},
{"nane": "CUST_CODE2", "type": "string", "primary_key":true},
{"nane": "CITY2", "type": "string"},
{"nane": "STATE"', "type": ["string","null"]}
]
}

The configuration in the Java Adapter properties file includes the following:

gg. mdp. type = avro
gg. mdp. schemaFi | esPath = / hone/ ggadp/ avr ontp

Following is the sample output using delimited text formatter with a semi-colon as the
delimiter for the preceding example.

| ; GG_AVRO. TCUSTMER_AVRO, 2013- 06- 02 22: 14: 36. 000000; NAME; BG SOFTWARE
CO, CUST_CODE2; W LL; CI TY2; SEATTLE; STATE, WA

The Oracle GoldenGate for Big Data installation include a sample Replicat
configuration file, a sample Java Adapter properties file, and sample Avro schemas at:

Col denGat e_i nstal | _di rect ory/ Adapt er Exanpl es/ bi g- dat a/ met adat a_pr ovi der/ avro

12.2.6 Metadata Change Event

ORACLE

The Avro schema definitions and the mappings in the Replicat configuration file may
need to be modified if there is a DDL change in the source database tables. You may
want to stop or suspend the Replicat process in the case of a metadata change event.
The Replicat process can be stopped by adding the following to the Replicat
configuration file (process_name. prm):

DDL | NCLUDE ALL, EVENTACTI ONS ( ABORT)
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Alternatively, the Replicat process can be suspended by adding the following to the
Replication configuration file.

DDL | NCLUDE ALL, EVENTACTI ONS ( SUSPEND)

12.2.7 Limitations

Avro bytes data type cannot be used as primary key.

The source to target mapping defined in the Replicat configuration file is static. Oracle
GoldenGate 12.2 and later supports DDL propagation and source schema evolution
for Oracle Databases as the replication source. However, evolution of the source
schemas may be problematic the static mapping configured in the Replicat
configuration file.

12.2.8 Troubleshooting

Topics:

e Invalid Schema Files Location (page 12-6)

e Invalid Schema File Name (page 12-6)

e Invalid Namespace in Schema File (page 12-7)

e Invalid Table Name in Schema File (page 12-7)

12.2.8.1 Invalid Schema Files Location

The Avro schema files directory location specified by the configuration property
gg. ndp. schemaFi | esPat h should be a valid directory. Failure to configure a valid
directory in gg. mip. schenaFi | esPat h property leads to following exception:

oracl e. gol dengate. util.ConfigException: Error initializing Avro netadata provider
Specified schema | ocation does not exist. {/path/to/schema/files/dir}

12.2.8.2 Invalid Schema File Name

ORACLE

For every table mapped in the process_nane. prmfile, a corresponding Avro schema file
must be created in the directory specified in gg. ndp. schemaFi | esPat h.

For example, consider the following scenario:
Mapping:

MAP GG TCUSTMER, TARGET GG_AVRO TCUSTMER_AVRO, COLMAP( USEDEFAULTS,
cust _code2=cust _code, CITY2 = O TY);

Property:

gg. mip. schemaFi | esPat h=/ hone/ usr/ avr o/

A file called GG_AVRO TCUSTMER AVRO. mdp. avsc must be created in the / hone/ usr/ avr o/
directory. that is, / hone/ usr/ avr o/ GG_AVRO. TCUSTMER_AVRO. ndp. avsc

Failing to create the / hone/ usr/ avr o/ GG_AVRO. TCUSTMER_AVRO. ndp. avsc file results in the
following exception:
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java.io. Fil eNot FoundException: /honme/usr/avro/ GG_AVRO TCUSTMER_AVRO. ndp. avsc

12.2.8.3 Invalid Namespace in Schema File

The target schema name specified in REPLI CAT mapping must be same as namespace
in the Avro schema definition file.

For example, consider the following scenario:

Mapping:

MAP GG TCUSTMER, TARGET GG AVRO TCUSTMER AVRO, COLMAP(USEDEFAULTS, cust_code2 =
cust_code, CITY2 = CITY);

Avro Schema Definition:

{
"nanespace": "GG AVRO',

}
In this scenario, REPLI CAT abends with following exception if the target schema name
specified in Replicat mapping does not match with Avro schema namespace:

Unable to retrieve table matadata. Table : GG AVRO. TCUSTMER AVRO
Mapped [ cat al ognane. ] schemanane (GG AVRO) does not match with the schema nanespace
{schema nanespace}

12.2.8.4 Invalid Table Name in Schema File

The target table name specified in Replicat mapping must be same as nhame in the
Avro schema definition file.

For example, consider the following scenario:
Mapping:

MAP GG TCUSTMER, TARGET GG AVRO. TCUSTMER_AVRO, COLMAP(USEDEFAULTS, cust_code2 =
cust _code, CITY2 = CITY);

Avro Schema Definition:

{
"nanespace": "GG AVRO',
"nane": "TCUSTMER AVRO',

j :

In this scenario, REPLI CAT abends with following exception if the target table name
specified in Replicat mapping does not match with Avro schema name.

Unable to retrieve table matadata. Table : GG AVRO TCUSTMER AVRO
Mapped tabl e name (TCUSTMER_AVRO) does not match with the schema table name {table
nane}

12.3 Java Database Connectivity Metadata Provider

The Java Database Connectivity (JDBC) Metadata Provider is used to retrieve the
table metadata from any target database that supports a JDBC connection and has a
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database schema. The JDBC Metadata Provider should be the preferred metadata
provider for any target database that is an RDBMS, although there are various other
non-RDBMS targets that also provide a JDBC driver

Topics:

e JDBC Detailed Functionality (page 12-8)

e Java Classpath (page 12-8)

- JDBC Metadata Provider Configuration (page 12-9)
e Sample Configuration (page 12-9)

12.3.1 JDBC Detailed Functionality

The JDBC Metadata Provider uses the JDBC Driver provided with your target
database. The metadata is retrieved using the JDBC Driver for every target table
mapped in the Replicat properties file. Replicat processes use the retrieved target
metadata for the column mapping functionality.

You can enable this feature for JDBC Handler by configuring the REPERRCR in your
Replicat parameter file. In addition, you need to define the error codes specific to your
RDBMS JDBC target in the JDBC Handler properties file as follows:

Table 12-1 JDBC REPERROR Codes

L ________________________________________________________________________|
Property Value Required

Comma-separated integer No
values of error codes that
mean duplicate errors

gg. error.duplicateErrorCode
s

Comma-separated integer No
values of error codes that
mean duplicate errors

gg. error. not FoundEr r or Codes

Comma-separated integer No
values of error codes that
mean duplicate errors

gg. error. deadl ockError Codes

For example:

#Error Code

gg. error. duplicat eErrorCodes=1062, 1088, 1092, 1291, 1330, 1331, 1332, 1333
gg. error. not FoundEr r or Codes=0

gg. error. deadl ockError Codes=1213

To understand how the various JDBC types are mapped to database-specific SQL
types, review the specifics at:

https://docs.oracle.com/javase/6/docs/technotes/guides/jdbc/getstart/
mapping.html#tablel

12.3.2 Java Classpath

ORACLE

The JDBC Java Driver location must be included in the class path of the handler using
the gg. cl asspat h property.

For example, the configuration for a MySQL database could be:
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gg. cl asspath= /path/to/jdbc/driver/jar/nysql -connector-java-5.1.39-hin.jar

12.3.3 JDBC Metadata Provider Configuration

The following are the configurable values for the JDBC Metadata Provider. These
properties are located in the Java Adapter properties file (not in the Replicat properties
file).

Table 12-2 JDBC Metadata Provider Properties

Properties Require Legal Defau Explanation
d/ Values It
Option
al
gg. ndp. type Require jdbc None Entering j dbc at a command prompt
d activates the use of the JDBC Metadata
Provider.
gg. ndp. Connectio Require jdbc:sub None The target database JDBC URL.
nUr | d pr ot ocol
: subname
gg. mdp. DriverCd a Require Java None The fully qualified Java class name of the
ssNanme d class JDBC driver.
name of
the JDBC
driver

gg. mdp. user Name  Optional A legal None The user name for the JDBC connection.

username Alternatively, you can provide the user name
string. using the Connect i onURL property.

gg. ndp. password  Optional A legal None The password for the JDBC connection.
password Alternatively, you can provide the user name
string. using the Connect i onURL property.

12.3.4 Sample Configuration

ORACLE

This section provides examples for configuring the JDBC Metadata Provider.

MySQL Driver Configuration:

gg. mip. type=j dbc

gg. mdp. Connecti onUr| =j dbc: oracl e: t hi n: @vyhost: 1521: orcl
gg. mdp. Dri ver O assName=or acl e. j dbc. dri ver. Oracl eDri ver
gg. mdp. User Name=user nane

gg. mdp. Passwor d=password

Netezza Driver Configuration

gg. mip. type=j dbc

gg. mdp. Connecti onUr| =j dbc: net ezza: / / host name: port/ dat abaseNane
gg. mdp. Dri ver O assName=or g. net ezza. Dri ver

gg. mdp. User Name=user nane

gg. mdp. Passwor d=password
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Oracle OCI Driver configuration:

ggg. mdp. type=j dbc

gg. mdp. ConnectionUr| =j dbc: oracl e: oci : @ryhost : 1521: orcl
gg. mdp. Dri ver 0 assNanme=or acl e. j dbc. driver. Oracl eDri ver
gg. mdp. User Nane=user nane

gg. mdp. Passwor d=passwor d

Oracle Teradata Driver configuration:

gg. mdp. t ype=j dbc

gg. mdp. ConnectionUr| =j dbc: teradata://10. 111. 11. 111/ USER=user nane, PASSWORD=passwor d
gg. mdp. Dri ver 0 assName=com t er adat a. j dbc. TeraDri ver

gg. mdp. User Nane=user nane

gg. mdp. Passwor d=passwor d

Oracle Thin Driver Configuration:

gg. mdp. t ype=j dbc

gg. mdp. ConnectionUr| =j dbc: nysql : //1 ocal host/ dat abaseNane?
user =user nane&passwor d=passwor d

gg. mdp. Dri ver d assName=com nysql . j dbc. Dri ver

gg. mdp. User Nane=user nane

gg. mdp. Passwor d=passwor d

Redshift Driver Configuration

gg. mdp. type=j dbc

gg. mdp. ConnectionUr| =j dbc: redshi ft://host nane: port/dat abaseNane
gg. mdp. Dri ver 0 assName=com amazon. redshi ft.j dbc42. Dri ver

gg. mdp. User Nane=user nane

gg. mdp. Passwor d=password

Metadata Provider

The Hive Metadata Provider is used to retrieve the table metadata from a Hive
metastore. The metadata will be retrieved from Hive for every target table mapped in
the Replicat properties file using the COLMAP parameter. The retrieved target metadata
is used by Replicat for the column mapping functionality.

Topics:

e Detailed Functionality (page 12-11)

*  Configuring Hive with a Remote Metastore Database (page 12-12)
e Classpath Configuration (page 12-13)

» Hive Metadata Provider Configuration (page 12-14)
e Sample Configuration (page 12-15)

e Security (page 12-17)

e Metadata Change Event (page 12-18)

e Limitations (page 12-18)

» Additional Considerations (page 12-18)

e Troubleshooting (page 12-18)
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12.4.1 Detailed Functionality

ORACLE

The Hive Metadata Provider uses both Hive JDBC and HCatalog interfaces to retrieve
metadata from the Hive metastore. For each table mapped in the process_nane. prmfile,
a corresponding table should be created in Hive.

The default Hive configuration starts an embedded and local metastore Derby
database. Apache Derby is designed to be an embedded database and only allows a
single connection. The single connection limitation of the Derby Database as the Hive
Metastore implementation means that it cannot function when working with the Hive
Metadata Provider. To overcome this, you must configure Hive with a remote
metastore database. More information on configuring Hive with remote metastore
database can found at:

https://cwiki.apache. org/ confl uence/ di spl ay/ H ve/ Adm nManual
+Met ast or eAdm n#Adnmi nManual Met ast or eAdni n- Renot eMet ast or eDat abase

Hive does not support Primary Key semantics, so the metadata retrieved from Hive
metastore will not include any primary key definition. Replicat's KEYCOLS parameter
should be used to define primary keys when you use the Hive Metadata Provider.

KEYCOLS

The Replicat mapping KEYCOLS parameter must be used to define primary keys in the
target schema. The Oracle GoldenGate HBase Handler requires primary keys.
Therefore, setting primary keys in the target schema is required when Replicat
mapping is employed with HBase as the target.

Additionally, the output of the Avro Formatters includes an Array field to hold the
primary column names. If Replicat mapping is employed with the Avro Formatters you
should consider using KEYCOLS to identify the primary key columns.

Examples of configuring KEYCOLS is described in Sample Configuration (page 12-15).

Supported Hive Data types:

e BIGNT

*  BINARY

e  BOOLEAN
e CHAR

e DATE

e DECI MAL
e DOUBLE

e FLOAT

e INT

e SMALLINT
e STRING

e TI MESTAWP
e TINYINT
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*  VARCHAR

For more information on Hive data types, see https://cwi ki . apache. or g/ conf | uence/
di spl ay/ Hi ve/ LanguageManual +Types.

12.4.2 Configuring Hive with a Remote Metastore Database

A list of supported databases that can be used to configure remote Hive metastore can
be found at htt ps: //cwi ki . apache. or g/ conf | uence/ di spl ay/ H ve/ Adni nManual
+Met ast or eAdmi n#Adni nManual Met ast or eAdni n- Suppor t edBackendDat abasesf or Met ast or e.

In the following example, a MySQL database is configured as the Hive metastore
using the following properties in the ${ H VE_HOMVE}/ conf / hi ve-si te. xnl Hive
configuration file;

¢ Note:

The Connect i onURL and driver class used in this example are specific to MySQL

database. Change the values appropriately if any database other than MySQL
is chosen.

<property>
<name>j avax. j do. opti on. Connect i onURL</ nane>
<val ue>j dbc: nmysql : // MYSQL_DB_| P: MYSQL_DB_PORT/ DB_NAVME?
creat eDat abasel f Not Exi st =f al se</ val ue>
</ property>

<property>
<name>j avax. j do. opti on. Connecti onDri ver Nane</ name>
<val ue>com nysq|l . j dbc. Driver </ val ue>

</ property>

<property>
<name>j avax. j do. opti on. Connect i onUser Nane</ nane>
<val ue>MySQL_CONNECTI ON_USERNAME</ val ue>
</ property>

<property>
<name>j avax. j do. opti on. Connect i onPasswor d</ nanme>
<val ue>MySQL_CONNECTI ON_PASSWORD</ val ue>

</ property>

The list of parameters to be configured in the hi ve-site. xnl file for a remote metastore

can be found at htt ps: // cwi ki . apache. or g/ conf | uence/ di spl ay/ H ve/ Adni nManual
+Met ast or eAdni n#Adm nManual Met ast or eAdni n- Renot eMet ast or eDat abase.
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# Note:
MySQL JDBC connector JAR must be added in the Hive classpath:

1. InH VE_HOWVE |ib/ directory. DB_NAME should be replaced by a valid
database name created in MySQL.

2. Start the Hive Server:
H VE_HOWE/ bi n/ hi veser ver 2/ bi n/ hi veserver2
3. Start the Hive Remote Metastore Server:

H VE_HOWE/ bi n/ hive --service netastore

12.4.3 Classpath Configuration

You must configure two things in the gg. cl asspat h configuration variable in order for
the Hive Metadata Provider to connect to Hive and run. The first is the hi ve-site. xm
file, which is typically located in the $H VE_HOVE/ conf directory. The second are the Hive
and HDFS client jars. The client JARs must match the version of Hive that the Hive
Metadata Provider is connecting.

1. Create hive-site.xm file with the following properties:

<configuration>

<l-- Mandatory Property -->

<property>

<nane>hi ve. net ast ore. uri s</ nane>

<val ue>thrift://H VE_SERVER HOST | P; 9083</ val ue>
<property>

<l-- Optional Property. Default value is 5 -->
<property>

<nane>hi ve. net ast ore. connect . ret ri es</ nane>
<val ue>3</ val ue>

</ property>

<l-- Optional Property. Default value is 1 -->
<property>

<name>hi ve. netastore. client.connect.retry. del ay</ name>
<val ue>10</ val ue>

</ property>

<I-- Optional Property. Default value is 600 seconds -->
<property>

<nane>hi ve. net ast ore. cl i ent. socket. ti meout </ name>

<val ue>50</ val ue>

</ property>

</ configuration>
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# Note:

For example, if the hi ve-site. xm file is created in the / home/ user/ oggadp/
di r pr mdirectory, then gg. cl asspat h entry is gg. cl asspat h=/ hone/ user / oggadp/
dirprm

The default location of the Hive and HDFS client jars are the following directories:

H VE_HOWE hcat al og/ shar e/ hcat al og/ *

HI VE_HOVE/ | i b/ *

H VE_HOWE hcat al og/ shar e/ webhcat/j ava-client/*
HADOOP_HOWE/ shar e/ hadoop/ common/ *

HADOOP_HOME/ shar e/ hadoop/ common/ | i b/ *
HADOOP_HOME/ shar e/ hadoop/ mapr educe/ *

Configure the gg. cl asspat h exactly as shown in the preceding step. Creating a
path to the hi ve-site. xnl should contain the path with no wildcard appended. The
inclusion of the * wildcard in the path to the hi ve-site. xm file causes it not to be
picked up. Conversely, creating a path to the dependency JARs should include the
* wildcard character to include all of the JAR files in that directory in the associated
classpath. Do not use *.jar.

12.4.4 Hive Metadata Provider Configuration

ORACLE

The configuration properties of the Hive Metadata Provider are detailed in this section.

Property Required/ Legal Values Default Explanation
Optional
gg. mdp. type Required hive - Selects Hive Metadata
Provider
gg. ndp. connec Required  Format without Kerberos - JDBC Connection URL
tionUrl Authentication: of Hive Server
jdbc: hive2://
H VE_SERVER | P: H VE_JDBC P
ORT/ H VE_DB
Format with Kerberos
Authentication:
jdbc: hive2://
H VE_SERVER | P: H VE_JDBC P
ORT/ HI VE_DB;
princi pal =user/
FQDN@W. REALM
gg. mdp. driver Required org.apache. hive.jdbc. HveD - Fully qualified Hive
C assNane river JDBC Driver class
name.
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Property

Required/ Legal Values
Optional

Default Explanation

gg. ndp. userNa Optional
me

Valid username "

User name to connect
to the Hive Database.
The user Nane property
is not required when
Kerberos Authentication
is used. The Kerberos
principal should be
specified in the
connection URL as
specified in
connectionUrl
property's legal values.

gg. ndp. passwo Optional
rd

Valid Password "

Password to connect to
Hive Database

gg. mdp. charse Optional
t

Valid character set UTF- 8

Specifies the character
set of the column with

character data type.
This is used to convert
the source data from
trail file to the correct
target character set.

gg. ndp. nati on Optional  Valid character set UTF-8

al Char set

Specifies the character
set of the column with
character data type.
This is used to convert
the source data from
trail file to the correct
target character set.

For example, Indicates
character set of
columns like NCHAR,
NVARCHAR in an Oracle
Database.

gg. ndp. aut hTy kerberos

pe
gg. ndp. ker ber
osKeyt abFil e

Optional none

Optional  Relative or absolute pathtoa - The keyt ab file allows
(Required Kerberos keytab file. Hive to access a
if password to perform

aut hType= ki nit operation for
ker ber 0s) Kerberos security.
gg. mdp. kerber Optional A legal Kerberos principal - The Kerberos principal
osPrinci pal (Required name(user/ FQDN@W. REALM) name for Kerberos
if authentication.
aut hType=
ker ber 0s)

12.4.5 Sample Configuration

The following is an example for configuring the Hive Metadata Provider. Consider a
source with following table:
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TABLE GG TCUSTMER {
CUST_CODE VARCHAR(4) PRI MARY KEY,
NAVE VARCHAR( 100) ,
CI TY VARCHAR( 200)
STATE VARCHAR( 200) }

The example maps the column CUST_CODE ( GG TCUSTMER) in the source to CUST_CCODE2
(GG_HI VE. TCUSTMER HI VE) on the target and column CI TY (GG TCUSTMER) in the source to
Cl TY2 (GG_H VE. TCUSTMER _HI VE) on the target.

Mapping configuration in the process_nane. pr mfile:

MAP GG TCUSTMER, TARGET GG Hi VE. TCUSTMER HI VE, COLMAP( USEDEFAULTS,
CUST_CODE2=CUST_CODE, Cl TY2=CI TY) KEYCOLS(CUST_CODE2);

The mapping definition for this example is:

* Source schema GGis mapped to target schema GG H VE
e Source column CUST_CCODE is mapped to target column CUST_CODE2
e Source column CI TY is mapped to target column Cl TY2

e USEDEFAULTS specifies that rest of the columns names are same on both source and
target (NAME and STATE columns).

e KEYCOLS is used to specify that CUST_CODE2 should be treated as primary key.

Since primary keys cannot be specified in Hive DDL, the KEYCOLS parameter is used to
specify the primary keys.

Create schema and tables in Hive for the preceding example:

# Note:

You can choose any schema name and are not restricted to the gg_hi ve
schema name. The Hive schema can be pre-existing or newly created. You do
this by modifying the connection URL (gg. ndp. connecti onUr|) in the Java
Adapter properties file and the mapping configuration in the Repl i cat . pr mfile.
Once the schema name is changed, the connection URL

(gg. ndp. connect i onUr| ) and mapping in the Repl i cat . pr mfile should be
updated.

To start the Hive CLI type the following command:
H VE_HOVE/ bi n/ hi ve
To create a schema, GG _H VE, in Hive, use the following command:

hive> create schema gg_hive;
(04
Time taken: 0.02 seconds

To create a table TCUSTMER _HI VE in GG_HI VE database type the following command:

hi ve> CREATE EXTERNAL TABLE " TCUSTMER HI VE (
> "CUST_CODE2" VARCHAR(4),
> "NAME' VARCHAR(30),
> "CITY2" VARCHAR(20),
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> "STATE' STRING;
K
Time taken: 0.056 seconds

Configuration in the . properti es file can be like the following:
gg. ndp. t ype=hi ve

gg. ndp. connecti onUr| =j dbc: hi ve2: // H VE_SERVER_| P: 10000/ gg_hi ve
gg. ndp. dri ver O assNane=or g. apache. hi ve. j dbc. H veDri ver

Following is the sample output using delimited text formatter with a comma as the
delimiter for the preceding example.

| ; GG_H VE. TCUSTMER HI VE; 2015- 10- 07T04: 50: 47. 519000; cust _code2; WLL; nanme; BG SOFTWARE
CO city2; SEATTLE; state; WA

A sample Replicat configuration file, Java Adapter properties file, and a Hive create
table SQL script are included with the installation, and located at:

Col denGat e_i nstal | _di rect ory/ Adapt er Exanpl es/ bi g- dat a/ met adat a_pr ovi der/ hi ve

12.4.6 Security

ORACLE

The Hive server can be secured using Kerberos Authentication. Refer to the Hive
documentation for your specific Hive release for instructions on how to secure the Hive
server. The Hive Metadata Provider can connect to a Kerberos secured Hive server.

The HDFS core-site. xnl and hive-site.xnl should be in handler's classpath.
Enable the following properties in core-site. xnl :

<property>

<nane>hadoop. securi ty. aut henti cati on</ name>
<val ue>ker ber os</ val ue>

</ property>

<property>

<nanme>hadoop. securi ty. aut hori zati on</ nane>
<val ue>true</val ue>

</ property>

Enable the following properties in hi ve-site. xn

<property>

<nane>hi ve. net ast or e. sasl . enabl ed</ nane>
<val ue>t rue</ val ue>

</ property>

<property>

<name>hi ve. et ast or e. ker ber 0s. keyt ab. fi | e</ name>

<val ue>/ pat h/ t o/ keyt ab</val ue> <!-- Change this value -->
</ property>

<property>

<name>hi ve. net ast or e. ker ber os. pri nci pal </ nane>

<val ue>Kerberos Principal </val ue> <!-- Change this value -->
</ property>

<property>

<name>hi ve. server 2. aut henti cat i on</ nane>
<val ue>KERBERCS</ val ue>
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</ property>

<property>
<nane>hi ve. server 2. aut henti cati on. ker ber os. pri nci pal </ name>
<val ue>Kerberos Principal </val ue> <!-- Change this value -->
</ property>

<property>
<name>hi ve. server 2. aut henti cati on. ker ber 0s. keyt ab</ nane>
<val ue>/ pat h/ t o/ keyt ab</val ue> <!-- Change this value -->
</ property>

12.4.7 Metadata Change Event

Tables in Hive metastore should be updated/altered/created manually if there is a
change in source database tables. You may wish to abort or suspend the Replicat
process in the case of a metadata change event. The Replicat process can be aborted
by adding the following to the Replicat configuration file (process_nane. pr n):

DDL | NCLUDE ALL, EVENTACTI ONS ( ABORT)

Alternatively, the Replicat process can be suspended by adding the following to the
Replication configuration file (process_nane. prm):

DDL | NCLUDE ALL, EVENTACTI ONS ( SUSPEND)

12.4.8 Limitations

Columns with binary data type cannot be used as primary key.

The source to target mapping defined in the Replicat configuration file is static. Oracle
GoldenGate 12.2 and later supports DDL propagation and source schema evolution
for Oracle Databases as the replication source. However, evolution of the source
schemas may be problematic the static mapping configured in the Replicat
configuration file.

12.4.9 Additional Considerations

The most common problems encountered are the Java classpath issues. The Hive
Metadata Provider requires certain Hive and HDFS client libraries to be resolved in its
classpath as a prerequisite.

The required client JAR directories are listed in Classpath Configuration (page 12-13).
Hive and HDFS client jars do not ship with Oracle GoldenGate for Big Data product.
The client JARs should be the same version as the Hive version to which Hive
Metadata Provider is connecting.

To establish a connection to the Hive server, the hive-site. xn file must be in the
classpath.

12.4.10 Troubleshooting

The Replicat process will abend with a "Table metadata resolution exception” if the
mapped target table does not exist in Hive.

For example, consider the following mapping:
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MAP GG TCUSTMER, TARGET GG H VE. TCUSTMER HI VE, COLMAP( USEDEFAULTS,
CUST_CODE2=CUST_CCDE, CI TY2=CI TY) KEYCOLS(CUST CODE2) ;

The preceding mapping requires a table called TCUSTMER _HI VE to be created in schema
GG_H VE in the Hive metastore. Failure to create the GG H VE. TCUSTMER _HI VE table in
Hive will result in following exception:

ERROR [main) - Table Metadata Resol ution Exception
Unable to retrieve table matadata. Table : GG H VE TCUSTMER HI VE
NoSuchQbj ect Except i on( message: GG HI VE. TCUSTMER_HI VE tabl e not found)
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Using the Pluggable Formatters

Formatters provide the functionality to convert operations from the Oracle GoldenGate
trail file info formatted messages that can then be sent to Big Data targets by one of
the Oracle GoldenGate for Big Data Handlers.

Topics:

*  Operation versus Row Based Formatting (page 13-1)
* Delimited Text Formatter (page 13-2)

e JSON Formatter (page 13-9)

e Avro Formatter (page 13-26)

e XML Formatter (page 13-48)

13.1 Operation versus Row Based Formatting

The Oracle GoldenGate for Big Data formatters are operations-based and row-based
formatters.

Operation-based represent the individual insert, update, and delete events that occur
on table data in the source database. Insert operations only provide after change data
(or images) since a new row is being added to the source database. Update
operations provide both before and after change data that shows how existing row
data is modified. Delete operations only provide before change data to provide
identification of the row being deleted. The operation-based formatters model the
operation as it is exists in the source trail file. Operation-based formats include fields
for the before and after images.

The row-based formatters model the row data as it exists after the operation data is
applied. Row based formatters only contain a single image of the data. The following
sections describe what data is displayed for both the operation-based and row based
formatters.

Topics:

e Operation Formatters (page 13-1)

* Row Formatters (page 13-2)

e Table Row or Column Value States (page 13-2)

13.1.1 Operation Formatters

The formatters that support operation-based formatting are JISON, Avro Operation,
and XML. The output of operation-based formatters are as follows:

* Insert operation - Before image data is NULL. After image data is output.
» Update operation - Both before and after image data is output.

» Delete operation - Before image data is output. After image data is NULL.
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Truncate operation - Both before and after image data is NULL.

13.1.2 Row Formatters

The formatters that support row-based formatting area Delimited Text and Avro Row.
Row-based formatters output the following information for the following operations.

Insert operation - After image data only.

Update operation - After image data only. Primary key updates are a special case
which will be discussed in individual sections for the specific formatters.

Delete operation - Before image data only.

Truncate operation - Table name is provided but both before and after image data
are NULL. Truncate table is a DDL operation and it may not support different
database implementations. Refer to the Oracle GoldenGate documentation for
your database implementation.

13.1.3 Table Row or Column Value States

In an RDBMS, table data for a specific row and column can only have one of two
states. Either the table row/column value has a value or the row/column value is
NULL. However; when data is transferred to the Oracle GoldenGate trail file by the
Oracle GoldenGate capture process, this can expand to three possible states: the
table row/column has a value, the row/column value is NULL, or the row/column
value is missing.

For an insert operation, the after image contains data for all column values
whether that column has a value or is NULL. However, the data included for
update and delete operations may not always contain complete data for all
columns. When replicating data to an RDBMS for an update operation the only
data that is required to modify the data in the target database are the primary key
values and the values of the columns that changed. In addition, for a delete
operation it is only necessary to have the primary key values to delete the row
from the target database. Therefore, even though table row/column values have a
value in the source database, the values may be missing in the source trail file.
Because it is possible for row/column data in the source trail file to have three
states, the Plugable Formatters must also be able to represent data in the three
states.

What row/column data is available in the Oracle GoldenGate trail file will have an
impact on Big Data integrations. It is important for you to understand what data is
required. You typically have control on the data that is included for operations in
the Oracle GoldenGate trail file. For Oracle Databases, this is controlled by the
supplemental logging level. Refer to the Oracle GoldenGate documentation for
your specific source database implementation to understand how to control the
row and olumn values that are included in the Oracle GoldenGate trail file.

13.2 Delimited Text Formatter

ORACLE

The Delimited Text Formatter is a row-based formatter. It formats database operations
from the source trail file into a delimited text output. Each insert, update, delete, or
truncate operation from the source trail will be formatted into an individual delimited

message. Delimited text output is a fixed number of fields for each table separated by

a field delimiter and terminated by a line delimiter. The fields are positionally relevant.
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Many Big Data analytical tools including Hive work well with HDFS files containing
delimited text.

Column values for an operation from the source trail file can have one of three states:
column has a value, column value is NULL, or column value is missing. By default the
delimited text maps these column value states into the delimited text output as follows:

e Column has a value - The column value is output.

e Column value is NULL - The default output value is NULL. The output for the case
of a NULL column value is configurable.

e Column value is missing - The default output value is "". The output for the case of
a missing column value is configurable.

Topics:

* Message Formatting Details (page 13-3)

e Sample Formatted Messages (page 13-4)

» Additional Considerations (page 13-5)

e Output Format Summary Log (page 13-6)

e Delimited Text Format Configuration (page 13-6)
e Sample Configuration (page 13-8)

e Metadata Change Events (page 13-9)

13.2.1 Message Formatting Details

ORACLE

The default format for output of data is the following, which is delimited by a semi-
colon:

First is the row metadata:

operation_type;fully_qualified_table_nane;operation_tinmestanp;current_timestanp;trail
_position;tokens;

Next is the row data:

colum_1 val ue; col unm_n_val ue_then_l i ne_delinmeter

Optionally, the column name can be included before each column value that changes
the output format for the row data:

col um_1 nane; col um_1_val ue; col um_n_nane; col unm_n_val ue_t hen_l i ne_del i met er

Operation Type - Operation type is the indicator of the type of database operation
from the source trail file. Default values are | for insert, U for update, D for delete, T for
truncate. Output of this field is suppressible.

Fully Qualified Table name - The fully qualified table name is the source database
table include including the catalog name and schema name. The format of the fully
qualified table name is cat al og_nane. schena_nane. t abl e_nane. Output of this field is
suppressible.

Operation Timestamp - The operation timestamp is the commit record timestamp
from the source system. All operations in a transaction (unbatched transaction) should
have the same operation timestamp. This timestamp is fixed and the operation
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timestamp will be the same if the trail file is replayed. Output of this field is
suppressible.

Current Timestamp - The current timestamp is a timestamp of the current time when
delimited text formatter processes the current operation record. This timestamp follows
the 1ISO-8601 format and includes microsecond precision. Replaying the trail file will
not result in the same timestamp for the same operation. Output of this field is
suppressible.

Trail Position - This is the concatenated sequence number and RBA number from the
source trail file. The trail position provides traceability of the operation back to the
source trail file. The sequence number is the source trail file number. The RBA number
is the offset in the trail file. Output of this field is suppressible.

Tokens - The tokens are the token key value pairs from the source trail file. The
output of this field in the delimited text output is suppressed if the i ncl udeTokens
configuration property on the corresponding handler is not explicitly set to true.

13.2.2 Sample Formatted Messages

The following sections contain sample messages from the Delimited Text Formatter.
The default field delimiter has been changed to a pipe character, |, to more clearly
display the message.

* Sample Insert Message (page 13-4)

» Sample Update Message (page 13-4)

» Sample Delete Message (page 13-4)

* Sample Truncate Message (page 13-4)

13.2.2.1 Sample Insert Message

|| GG TCUSTORD| 2013- 06- 02
22:14: 36. 000000| 2015- 09- 18T13: 23: 01. 612001| 00000000000000001444| R=AADPkvAAEAAEqQL2A
AA| WLL| 1994- 09- 30: 15: 33: 00| CAR| 144| 17520. 00| 3| 100

13.2.2.2 Sample Update Message

Ul GG TCUSTORD| 2013- 06- 02
22: 14: 41. 000000| 2015- 09- 18T13: 23: 01. 987000] 00000000000000002891| R=AADPkvAAEAAEGLZA
AA| BI LL| 1995- 12- 31: 15: 00: 00| CAR] 765| 14000. 00| 3| 100

13.2.2.3 Sample Delete Message

D| GG. TCUSTORD| 2013- 06- 02
22: 14: 41. 000000| 2015- 09- 18T13: 23: 02. 000000] 00000000000000004338| L=206080450, 6=9. 0.
80330, R=AADPkvAAEAAEqLZAAC] DAVE| 1993- 11-03: 07: 51: 35| PLANE| 600] | |

13.2.2.4 Sample Truncate Message

ORACLE

T| GG TCUSTORD| 2013- 06- 02
22: 14: 41. 000000| 2015- 09- 18T13: 23: 02. 001000] 00000000000000004515| R=AADPkvAAEAAEGL2A
ABI 111
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13.2.3 Additional Considerations

You should exercise care when choosing field and line delimiters. It is important to
choose delimiter values that will not occur in the content of the data.

The Java Adapter configuration functionally trims leading and trailing characters from
configuration values that are determined to be whitespace. You may want field
delimiters, line delimiters, null value representations, and missing value
representations that include or are fully considered to be whitespace. In these cases,
you must employ specialized syntax in the Java Adapter configuration file to preserve
the whitespace. Wrap the configuration value in a CDATA[] wrapper to preserve the
whitespace when your configuration values contain leading or trailing characters that
are considered whitespace. For example, a configuration value of \ n should be
configured as CDATA[\n] .

You can search column values using regular expressions then replace matches with a
specified value. This search and replace functionality can be utilized in conjunction
with the Delimited Text Formatter to ensure that there are no collisions between
column value contents and field and line delimiters. For more information, see Using
Regular Expression Search and Replace (page 1-14).

Big Data applications differ from RDBMSs in how data is stored. Update and delete
operations in an RDBMS result in a change to the existing data. In contrast, data is not
changed in Big Data applications rather appended to existing data. Therefore, the
current state of a given row becomes a consolidation of all of the existing operations
for that row in the HDFS system. This leads to some special scenarios as described in
the following sections.

*  Primary Key Updates (page 13-5)
» Data Consolidation (page 13-6)

13.2.3.1 Primary Key Updates

ORACLE

Primary key update operations require special consideration and planning for Big Data
integrations. Primary key updates are update operations that modify one or more of
the primary keys for the given row from the source database. Since data is simply
appended in Big Data applications a primary key update operation looks more like a
new insert than an update without any special handling. The Delimited Text formatter
provides specialized handling for primary keys that is configurable to you. These are
the configurable behaviors:

Table 13-1 Configurable Behavior

__________________________________________________________________________|
Value Description

abend The default behavior is that the delimited text formatter will
abend in the case of a primary key update.

update With this configuration the primary key update will be treated
just like any other update operation. This configuration
alternative should only be selected if you can guarantee that the
primary key that is being changed is not being used as the
selection criteria when selecting row data from a Big Data
system.
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Table 13-1 (Cont.) Configurable Behavior

__________________________________________________________________________|
Value Description

del ete-insert Using this configuration the primary key update is treated as a
special case of a delete using the before image data and an
insert using the after image data. This configuration may more
accurately model the effect of a primary key update in a Big
Data application. However, if this configuration is selected it is
important to have full supplemental logging enabled on
replication at the source database. Without full supplemental
logging, the delete operation will be correct, but the insert
operation will not contain all of the data for all of the columns for
a full representation of the row data in the Big Data application.

13.2.3.2 Data Consolidation

As previously stated, Big Data applications simply append data to the underlying
storage. Analytic tools generally spawn MapReduce programs that traverse the data
files and consolidate all the operations for a given row into a single output. Therefore,
it is important to have an indicator of the order of operations. The Delimited Text
formatter provides a number of metadata fields to fulfill this need. The operation
timestamp may be sufficient to fulfill this requirement. However, two update operations
may have the same operation timestamp especially if they share a common
transaction. The trail position can provide a tie breaking field on the operation
timestamp. Lastly, the current timestamp may provide the best indicator of order of
operations in Big Data.

13.2.4 Output Format Summary Log

The Java | og4j logging logs a summary of the delimited text output format if | NFO level
logging is enabled. A summary of the delimited fields is logged for each source table
encountered and occurs when the first operation for that table is received by the
Delimited Text formatter. You may find this detailed explanation of the fields of the
delimited text output useful when performing an initial setup. With a metadata change
event, the summary of the delimited fields is regenerated and logged again at the first
operation for that table after the metadata change event.

13.2.5 Delimited Text Format Configuration

Table 13-2 Configuration Options

Properties Optional / Legal Values Default Explanation
Required
Optional true|false fal se Controls the output of writing the column names as

gg. handl er. na
me. format.inc

a delimited field preceding the column value. If true

| udeCol urmNam output is like:
€s COL1_Name| COL1_Val ue| COL2_Nane| COL2_Val ue
If the false output is like:
COL1_Val ue| |
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Properties Optional / Legal Values Default Explanation
Required
gg. handl er.n Optional true|fal se true A f al se value suppresses the output of the
ane. format . i operation timestamp from the source trail file in the
ncl udeQpTi e output.
stanp
gg. handl er.n  Optional true|fal se true A f al se value suppresses the output of the current
anme. format. i timestamp in the output.
ncl udeCurren
t Ti mest anp
gg. handl er.n Optional true|fal se true A f al se value suppresses the output of the
anme. format . i operation type in the output.
ncl udeQpType
gg. handl er.n Optional Any string Indicator to be inserted into the output record to
ane. format . i indicate an insert operation.
nsert CpKey
gg. handl er.n Optional Any string U Indicator to be inserted into the output record to
ane. format.u indicate an update operation.
pdat eOpKey
gg. handl er.n Optional Any string D Indicator to be inserted into the output record to
anme. format.d indicate a delete operation.
el et eQpKey
gg. handl er.n Optional Any string T Indicator to be inserted into the output record to
ane. format .t indicate a truncate operation.
runcat eCpKey
gg. handl er.n Optional Any encoding The Determines the encoding of the output delimited
ane.format. e name or alias native text.
ncodi ng supported by system
Java. encoding
of the
machine
hosting
the
Oracle
GoldenG
ate
process.
gg. handl er.n Optional Any String ASCl | The delimiter used between delimited fields. This
ane. format . f 001 (the value supports CDATA[] wrapping.
ieldDelinte default
r Hive
delimiter
)
gg. handl er.n Optional Any String Newline The delimiter used between records. This value
ane. format . | (the supports CDATA[] wrapping.
ineDelimter default
Hive
delimiter
)
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Properties Optional / Legal Values Default Explanation
Required
gg. handl er.n Optional true|fal se true Use f al se to suppress the output of the table name
anme. format . i in the output delimited data.
ncl udeTabl eN
ane
gg. handl er.n Optional Any string = Provides a delimiter between keys and values in a
ane. format . k map. Keyl=valuel. Tokens are mapped values.
eyVal ueDel i m Configuration value supports CDATA[ ] wrapping.
iter
gg. handl er.n Optional Any string , Provides a delimiter between key value pairs in a
ane. format . k map. Key1=Val uel,Key2=Val ue2. Tokens are
eyVal uePai rD mapped values. Configuration value supports
elimter CDATA[ ] wrapping.
gg. handl er.n Optional abend | updat e | abend Provides configuration for how the formatter should
anme. format. p del ete-insert handle update operations that change a primary
kUpdat eHandl key. Primary key operations can be problematic for
i ng the text formatter and require special consideration
by you.
e abend - indicates the process will abend
e updat e - indicates the process will treat this as
a normal update
e delete-insert -indicates the process will treat
this as a delete and an insert. Full
supplemental logging needs to be enabled for
this to work. Without full before and after row
images the insert data will be incomplete.
gg. handl er.n Optional Any string NULL Allows you to configure what will be included in the
anme. format.n delimited output in the case of a NULL value.
ul | Val ueRepr Configuration value supports CDATA[ ] wrapping.
esentation
gg. handl er.n Optional Any string "" (no  Allows you to configure what will be included in the
ane.format. m value) delimited text output in the case of a missing value.
i ssingVal ueR Configuration value supports CDATA[ ] wrapping.
epresentatio
n
gg. handl er.n Optional true|fal se true Allows you to suppress the output of the operation
ane. format . i position from the source trail file.
ncl udePosi ti
on
gg. handl er.n Optional true|false true Controls the format of the current timestamp. The
anme. format. i default is the ISO 8601 format. Set to f al se
s08601For mat removes the T between the date and time in the

current timestamp, which outputs a space instead.

13.2.6 Sample Configuration

The following is the sample configuration for the Delimited Text formatter from the
Java Adapter configuration file:

ORACLE
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gg. handl er. hdfs. f ormat . i ncl udeCol urmNanes=f al se

gg. handl er. hdfs. format . i ncl udeOpTi mest anp=t r ue

gg. handl er. hdfs. format . i ncl udeCurrent Ti mest anp=t r ue
gg. handl er. hdfs. format . i nsert OpKey=

gg. handl er. hdf s. f or mat . updat eOpKey=U

gg. handl er. hdf s. f or mat . del et eCpKey=D

gg. handl er. hdfs. format . truncat eOpKey=T

gg. handl er. hdf s. f or mat . encodi ng=UTF- 8

gg. handl er. hdfs. format. fiel dDel i it er =CDATA[ \ u0001]
gg. handl er. hdfs. format. i neDel i mt er =CDATA[\ n]

gg. handl er. hdfs. format . i ncl udeTabl eName=t r ue

gg. handl er. hdf s. f or mat . keyVal ueDel i ni t er =CDATA[ =]

gg. handl er. hdfs. f or mat . kevVal uePai r Del i mi t er =CDATA[, ]
gg. handl er. hdf s. f or mat . pkUpdat eHandl i ng=abend

gg. handl er. hdfs. format . nul | Val ueRepr esent ati on=NULL
gg. handl er. hdf s. f or mat . mi ssi ngVal ueRepr esent at i on=CDATA[ ]
gg. handl er. hdfs. format . i ncl udePosi ti on=true

gg. handl er. hdf s. f or mat =del i mi t edt ext

13.2.7 Metadata Change Events

Oracle GoldenGate for Big Data now handles metadata change events at runtime.
This assumes the replicated database and upstream replication processes are
propagating metadata change events. The Delimited Text Formatter changes the
output format to accommodate the change and continue running.

It is important to understand that a metadata change may impact downstream
applications. Delimited text formats are comprised of a fixed number of fields that are
positionally relevant. Deleting a column in the source table can be handled seamlessly
during Oracle GoldenGate runtime, but results in a change in the total number of fields
and potentially the positional relevance of some fields. Adding an additional column or
columns is probably the least impactful metadata change event assuming the new
column is added to the end. You should consider the impact of a metadata change
event before executing the event. When metadata change events will be frequent,
Oracle recommends that you consider a more flexible and self describing format, such
as, JSON or XML.

13.3 JSON Formatter

ORACLE

The JavaScripts Object Notation (JSON) formatter can output operations from the
source trail file in either row based format or operation based format. It formats
operation data from the source trail file into a JSON objects. Each individual insert,
update, delete, and truncate operation is formatted into an individual JSON message.

Topics:

e Operation Metadata Formatting Details (page 13-10)
*  Operation Data Formatting Details (page 13-10)

* Row Data Formatting Details (page 13-11)

e Sample JSON Messages (page 13-12)

* JSON Schemas (page 13-16)

* JSON Formatter Configuration (page 13-22)

» Sample Configuration (page 13-25)
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* Metadata Change Events (page 13-25)
e JSON Primary Key Updates (page 13-26)

* Integrating Oracle Stream Analytics (page 13-26)

13.3.1 Operation Metadata Formatting Details

JSON objects generated by the JSON Formatter contain the following metadata fields
at the beginning of each message:

Table 13-3 JSON Metadata
]

Value

Description

tabl e

Contains fully qualified table name. The format of the fully
qualified table name is: CATALOG NAME. SCHEMA NAME. TABLE
NAVE

op_type

Contains the operation type that is the indicator of the type of
database operation from the source trail file. Default values are
| for insert, Ufor update, D for delete, and T for truncate.

op_ts

The operation timestamp is the timestamp of the operation from
the source trail file. Since this timestamp is from the source trail,
it is fixed. Replaying the trail file results in the same timestamp
for the same operation.

current _ts

The current timestamp is a timestamp of the current time when
delimited text formatter processes the current operation record.
This timestamp follows the 1ISO-8601 format and includes
microsecond precision. Replaying the trail file will not result in
the same timestamp for the same operation.

pos

This is the trail file position with is the concatenated sequence
number and RBA number from the source trail file. The trail
position provides traceability of the operation back to the source
trail file. The sequence number is the source trail file number.
The RBA number is the offset in the trall file.

primary_keys

An array variable holding the column names of the primary keys
of the source table. The pri mary_keys field is only include in the
JSON output if the i ncl udePri mar yKeys configuration property
is settotrue.

t okens

The tokens field is only included in the output if the
i ncl udeTokens handler configuration property is setto t r ue.

13.3.2 Operation Data Formatting Details

JSON messages first contain the operation metadata fields, which are followed by the
operation data fields. This data is represented by bef ore and aft er members that are
objects. These objects contain members with the keys being the column names and
the values being the column values.

ORACLE

Operation data is modeled as follows:

e Inserts — Includes the after image data.

e Updates — Includes both the before and after image data.

e Deletes — Includes the before image data.
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Column values for an operation from the source trail file can have one of three states:
column has a value, column value is NULL, or column value is missing. The JSON
Formatter maps these column value states into the created JSON objects as follows:

e Column has a value - The column value is output. In the following example the
member STATE has a value.

"after":{ " CUST_CODE": "BI LL", "NAME": "Bl LL' S USED
CARS', “CI TY": "DENVER'", " STATE": " CO' }

e Column value is NULL - The default output value is a JSON NULL. In the following
example the member STATE is NULL.

"after”:{ " CUST_CODE": "BI LL", "NAME":"BI LL' S USED
CARS", "CITY": " DENVER', " STATE": nul | }

e Column value is missing - The JSON will contain no element for a missing column
value. In the following example the member STATE is missing.

"after":{ " CUST_CODE": "BI LL", "NAME": "BI LL' S USED
CARS', "CITY": " DENVER', }

The default setting of the JSON Formatter is to map the data types from the source
trail file to the associated JSON data type. JSON supports few data types so this
functionality largely results in the mapping of numeric fields from the source trail file to
members typed as numbers. This data type mapping is configurable to alternatively
treat all data as strings.

13.3.3 Row Data Formatting Details

ORACLE

JSON messages first contain the operation metadata fields, which are followed by the
operation data fields. For row data formatting this is the source column names and
source column values as JSON key value pairs. This data is represented by bef ore
and after members that are objects. These objects contain members with the keys
being the column names and the values being the column values.

Row data is modeled as follows:

e Inserts — Includes the after image data.
e Updates — Includes the after image data.
e Deletes — Includes the before image data.

Column values for an operation from the source trail file can have one of three states:
column has a value, column value is NULL, or column value is missing. The JSON
Formatter maps these column value states into the created JSON objects as follows:

e Column has a value - The column value is output. In the following example the
member STATE has a value.

" CUST_CODE": "BI LL", “NAME":"BI LL' S USED CARS',
"CITY": "DENVER', " STATE": " CO' }

e Column value is NULL - The default output value is a JSON NULL. In the following
example the member STATE is NULL.

" CUST_CODE": "BI LL", "NAME": "BILL' S USED CARS",
"CI TY": "DENVER', " STATE": nul | }

e Column value is missing - The JSON will contain no element for a missing column
value. In the following example the member STATE is missing.
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" CUST_CODE": "BI LL", "NAME": "Bl LL" S USED CARS',
"CI TY": "DENVER', }

The default setting of the JSON Formatter is to map the data types from the source
trail file to the associated JSON data type. JSON supports few data types so this
functionality largely results in the mapping of humeric fields from the source trail file to
members typed as numbers. This data type mapping is configurable to alternatively
treat all data as strings.

13.3.4 Sample JSON Messages

The following topics are sample JSON messages created by the JISON Formatter for
insert, update, delete, and truncate operations.

*  Sample Operation Modeled JSON Messages (page 13-12)

e Sample Flattened Operation Modeled JSON Messages (page 13-13)
e Sample Row Modeled JSON Messages (page 13-14)

e Sample Primary Key Output JSON Message (page 13-15)

13.3.4.1 Sample Operation Modeled JSON Messages

Insert:

{
"tabl e": " QASOURCE. TCUSTORD",
“op_type":"l",
"op_ts":"2015-11-05 18: 45: 36. 000000",
“current_ts":"2016-10- 05T10: 15: 51. 267000",
" pos":"00000000000000002928",
"after":{
" CUST_CODE": "WLL",
" ORDER_DATE": " 1994- 09- 30: 15: 33: 00",
" PRODUCT_CODE": " CAR",
"ORDER_| D" 144,
" PRODUCT_PRI CE": 17520. 00,
" PRODUCT_AMOUNT" : 3,
"TRANSACTI ON_I D': 100

}
}
Update:
{

"tabl e": " QASOURCE. TCUSTORD",
“op_type":"U,
"op_ts":"2015-11-05 18: 45: 39. 000000",
“current_ts":"2016-10- 05T10: 15: 51. 310002",
" pos":"00000000000000004300",
"before":{

" CUST_CODE": "BI LL",

" ORDER_DATE": " 1995- 12- 31: 15: 00: 00",

" PRODUCT_CODE": " CAR",

"ORDER_|I D": 765,

" PRODUCT_PRI CE": 15000. 00,

" PRODUCT_AMOUNT" : 3,

"TRANSACTI ON_I D': 100
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13.3.4.2 Sample Flattened Operation Modeled JSON Messages

ORACLE

"after":{

}

Delete:

{

" CUST_CODE": "BI LL",

" CRDER_DATE": "1995- 12- 31: 15: 00: 00",
" PRODUCT_CCDE": " CAR",

"CRDER_| D": 765,

" PRODUCT_PRI CE": 14000. 00

“tabl e": " QASOURCE. TCUSTCRD',
" op_t ype" "D,
"op_ts":"2015-11-05 18: 45: 39. 000000" ,

"current_ts":"2016-10-05T10: 15: 51. 312000",

"pos":"00000000000000005272",
"before":{

}

" CUST_CCDE" ; " DAVE",

" ORDER_DATE": " 1993- 11- 03: 07; 51: 35",
* PRODUCT_CODE" : " PLANE",

" ORDER_| D': 600,

* PRODUCT_PRI CE": 135000. 00,

* PRODUCT_AMOUNT" : 2,

" TRANSACTI ON_| D': 200

Truncate:

{

"t abl e": " QASOURCE. TCUSTCRD',
" op_t ype" T
"op_ts":"2015-11-05 18: 45: 39. 000000" ,

"current_ts":"2016-10-05T10: 15: 51. 312001",
" Dos”

}

Insert:

{

:"00000000000000005480",

"tabl e": " QASOURCE. TCUSTORD",
"op_type":"l",
"op_ts":"2015-11-05 18:45: 36. 000000",

"current _ts":"2016-10-05T10: 34: 47. 956000",

"pos":"00000000000000002928"

"after. CUST_CODE": "W LL",

"af t er. ORDER_DATE": " 1994- 09- 30: 15: 33: 00",
"af t er. PRODUCT_CODE": " CAR",

"after. ORDER | D': 144,

"af t er. PRODUCT_PRI CE": 17520. 00,

"af t er. PRODUCT_AMOUNT": 3,

"af ter. TRANSACTI ON_I D': 100

}

Update:
{

"tabl e": " QASOURCE. TCUSTORD",

Chapter 13
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}

"op_type":"U,

"op_ts":"2015-11-05 18: 45:39. 000000",
"current _ts":"2016-10-05T10: 34: 48. 192000",
"pos": "00000000000000004300",

"before. CUST_CODE": "BI LL",

"bef ore. ORDER_DATE": " 1995- 12- 31: 15: 00: 00",
"bef or e. PRODUCT_CCDE": " CAR',

"bef ore. ORDER_| D": 765,

"bef ore. PRODUCT_PRI CE": 15000. 00,

"bef or e. PRODUCT_AMOUNT" : 3,

"bef ore. TRANSACTI ON_I D": 100,

"after. CUST_CCODE": "BILL",

"after. ORDER _DATE": "1995-12- 31: 15: 00: 00",
"af t er. PRODUCT_CODE": " CAR"',

"after. ORDER | D': 765,

"af t er. PRODUCT_PRI CE": 14000. 00

Delete:

{

}

"tabl e": " QASOURCE. TCUSTORD",
"op_type":"D",

"op_ts":"2015-11-05 18:45: 39. 000000",
"current_ts":"2016- 10- 05T10: 34: 48. 193000",
"pos":"00000000000000005272",

"bef ore. CUST_CODE": " DAVE",

"bef ore. ORDER_DATE": "1993- 11- 03: 07: 51: 35",
"bef or e. PRODUCT_CODE": " PLANE",

"bef ore. ORDER_| D": 600,

"bef ore. PRODUCT_PRI CE": 135000. 00,

"bef or e. PRODUCT_AMOUNT" : 2,

"bef ore. TRANSACTI ON_I D": 200

Truncate:

{

}

"tabl e": " QASOURCE. TCUSTORD",
"op_type":"D",

"op_ts":"2015-11-05 18:45: 39. 000000",
"current_ts":"2016- 10- 05T10: 34: 48. 193001",
" pos":"00000000000000005480",

"bef ore. CUST_CODE": " JANE",

"bef ore. ORDER_DATE": "1995- 11- 11: 13: 52: 00",
"bef or e. PRODUCT_CODE": " PLANE",

"bef ore. ORDER_| D": 256,

"bef ore. PRODUCT_PRI CE": 133300. 00,

"bef or e. PRODUCT_AMOUNT": 1,

"bef ore. TRANSACTI ON_I D': 100

13.3.4.3 Sample Row Modeled JSON Messages

ORACLE

Insert:

{

"tabl e": " QASOURCE. TCUSTORD",
"op_type": "I,
"op_ts":"2015-11-05 18:45: 36. 000000",

"current _ts":"2016-10-05T11: 10: 42. 294000",
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13.3.4.4 Sample Primary Key Output JSON Message

ORACLE

}

"pos”: "00000000000000002928" ,

" CUST_CODE": "W LL",

" ORDER_DATE" : " 1994- 09- 30: 15: 33: 00",
" PRODUCT_CODE": " CAR',

"ORDER | D': 144,

" PRODUCT_PRI CE"; 17520. 00,

" PRODUCT_AMOUNT" : 3,

"TRANSACTI ON_| D': 100

Update:

{

}

“tabl e": " QASOURCE. TCUSTORD',

"op_type":"U'

"op_ts":"2015-11-05 18: 45: 39. 000000" ,
“current_ts":"2016- 10- 05T11: 10: 42. 350005",
*pos”: *00000000000000004300" ,

" CUST_CODE": "Bl LL",

" ORDER_DATE": " 1995- 12- 31: 15: 00: 00" ,

* PRODUCT_CODE" : " CAR',

" ORDER_| D': 765,

* PRODUCT_PRI CE": 14000. 00

Delete:

{

}

"t abl e": " QASOURCE. TCUSTORD',
"op_type":"D'

"op_ts":"2015-11-05 18: 45: 39. 000000" ,
"current_ts":"2016- 10- 05T11: 10: 42. 351002",
*pos”: *00000000000000005272" ,

" CUST_CCDE" ; " DAVE",

" ORDER_DATE": " 1993- 11- 03: 07: 51: 35",

" PRODUCT_CODE" : " PLANE",

" ORDER_| D": 600,

* PRODUCT_PRI CE": 135000. 00,

* PRODUCT_AMOUNT" : 2,

“ TRANSACTI ON_| D' : 200

Truncate:

{

}

{

"t abl e": " QASOURCE. TCUSTORD',

" op_t ype" T

"op_ts":"2015-11-05 18: 45: 39. 000000" ,
“current _ts":"2016- 10- 05T11: 10: 42. 351003",
*pos”: *00000000000000005480" ,

"tabl e": " DDL_OGGSRC. TCUSTMER',
"op_type":"I",

"op_ts":"2015-10-26 03:00: 06.000000",
“current _ts":"2016-04-05T08: 59: 23. 001000"
"pos": "00000000000000006605",
"primary_keys":[

Chapter 13
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" CUST_CODE"
1
"after":{

" CUST_CODE": "W LL",

"NAME": " BG SOFTWARE CO. ",

"CI TY": " SEATTLE",

" STATE": "WA'

}

13.3.5 JSON Schemas

ORACLE

By default, JSON schemas are generated for each source table encountered. JSON
schemas are generated on a just in time basis when an operation for that table is first
encountered. A JSON schema is not required to parse a JSON object. However, many
JSON parsers can use a JSON schema to perform a validating parse of a JSON
object. Alternatively, you can review the JSON schemas to understand the layout of
output JSON objects. The JSON schemas are created in the Gol denGat e_Hone/ di r def
directory by default and are named by the following convention:

FULLY_QUALI FI ED TABLE_NAME. schenma. j son
The generation of the JSON schemas is suppressible.

Following is a JSON schema example for the JSON object listed in Sample
Operation Modeled JSON Messages (page 13-12):

{

"$schema": "http://json-schema. or g/ draft- 04/ schema#",
"title":" QASOURCE. TCUSTORD',
"description":"JSON schenma for table QASOURCE. TCUSTORD',
"definitions":{
"row':{
"type":"object",
"properties":{
" CUST_CODE": {
“type": [_
"string",
“nul 1"
]
¥
" ORDER_DATE": {
“type": [_
"string",
“nul "
]
¥
" PRODUCT_CODE": {
“type": [_
"string",
“nul "
]
¥
"ORDER | D': {
"type":[
"nunber ",
“nul 1"
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H
" PRODUCT_PRI CE": {
"type":[
"nunber ",
“nul 1"
]
H
" PRODUCT_AMOUNT" : {
"type":[
"integer",
“nul 1"
]
H
" TRANSACTI ON_I D' {
"type":[
"nunber ",
“nul 1"

}
}

"addi tional Properties":false

}

okens": {
"type": "object"
"description":"Token keys and val ues are free formkey value pairs."”
"properties":{
1
"addi tional Properties":true
}
1
"type": "object"
"properties":{
"table":{
"description":"The fully qualified table nang"
"type":"string"
1
"op_type":{
"description":"The operation type"
"type":"string"
1
"op_ts":{
"description":"The operation tinestanp",
"type":"string"
}

urrent _ts":{
"description":"The current processing tinestanp",

"type":"string"

¥

"pos":{
"description":"The position of the operation in the data source"
"type":"string"

}

rimry_keys":{
"description":"Array of the primary key colum nanes."
"type":"array"
"items":{
"type":"string"
}

"mnltens":0,
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"uni quel tens": true
H
"t okens": {

"$ref":"4#/ definitions/tokens"
}

"before": {
"$ref":"#/ definitions/row
}

"after":{
"$ref":"#/ definitions/row
}

¥

"required": [
"table",
“op_type"
"op_ts",
"current _ts"
"pos'

]

dditional Properties":fal se

}

Following is a JSON schema example for the JSON object listed in Sample
Flattened Operation Modeled JSON Messages (page 13-13):

{

"$schema": "http://json-schema. or g/ draft- 04/ schema#"

"title":" QASOURCE. TCUSTORD'

"description":"JSON schenma for table QASOURCE. TCUSTORD'

"definitions":{

"t okens": {

"type":"object"
"description":"Token keys and val ues are free formkey value pairs."”
"properties":{

¥
"addi tional Properties":true
}
¥
"type": "object"
"properties":{
"table": {
"description":"The fully qualified table nane"
"type":"string"
¥
"op_type":{
"description":"The operation type"
"type":"string"
¥
"op_ts":{
"description":"The operation tinestanp”
"type":"string"
¥
"current _ts":{
"description":"The current processing tinestanp"
"type":"string"
¥
"pos": {
"description":"The position of the operation in the data source"
"type":"string"
¥
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"primry_keys":{

"description":"Array of the primary key colum nanes."

"type":"array"
"items":{

"type":"string"
}

"mnltens":0,
"uni quel tens":true

}

"t okens": {

"$ref":"#/ definitions/tokens"

h
"bef ore. CUST_CODE": {
"type": [
"string"
“nul 1"
]
h
"bef ore. ORDER DATE": {
"type": [
"string"
“nul 1"
]
h
"bef or e. PRODUCT_CODE": {
"type": [
"string"
“nul 1"
]
h
"before. ORDER | D": {
"type": [
"nunber ",
“nul 1"
]
h
"bef ore. PRODUCT_PRI CE": {
"type":[
"nunber",
“nul 1"
]
h
"bef or e. PRODUCT_AMOUNT": {
"type": [
"integer",
“nul 1"
]
H
"before. TRANSACTI ON_I D": {
"type": [
"nunber",
“nul 1"
]
H
"after. CUST_CODE": {
"type":[
"string"
“nul 1"

ORACLE
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IS
"af t er. ORDER_DATE": {
"type":[
"string"
“nul "
]
IS
"af t er. PRODUCT_CODE": {
"type":[
"string"
“nul "
]
IS
"after. ORDER | D':{
"type":[
"nunber",
“nul "
]
IS
"af ter. PRODUCT_PRI CE": {
"type":[
"nunber",
“nul "
]
IS
"af t er. PRODUCT_AMOUNT": {
"type":[
"integer",
“nul "
]
IS
"af ter. TRANSACTI ON | D': {
"type":[
"nunber",
“nul "

}
}

equired": [
"table",
"op_type"
"op_ts",
"current _ts"
"pos'

]

dditional Properties":fal se

}

Following is a JSON schema example for the JSON obiject listed in Sample Row
Modeled JSON Messages (page 13-14):

{
"$schema": "http://json-schema. or g/ draft- 04/ schema#"
"title":" QASOURCE. TCUSTORD'
"description":"JSON schenma for table QASOURCE. TCUSTORD'
"definitions":{
"t okens": {
"type":"object"
"description":"Token keys and val ues are free formkey value pairs."
"properties":{
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¥
"addi tional Properties":true
}
¥
"type":"object"
"properties":{
"table":{
"description":"The fully qualified table nang"
"type":"string"
¥
"op_type":{
"description":"The operation type"
"type":"string"
¥
"op_ts":{
"description":"The operation tinestanp",
"type":"string"
}

"current _ts":{
"description":"The current processing tinestanp",
"type":"string"

h

"pos": {
"description":"The position of the operation in the data source"
"type":"string"

}

rimary_keys":{
"description":"Array of the primary key colum nanes."
"type":"array"
"items": {
"type":"string"
}

"mnltens": 0
"uni quel tens":true
IS
"t okens": {
"$ref": "#/ definitions/tokens"
IS
" CUST_CODE": {
"type":[
"string"
“nul "
]
IS
" ORDER_DATE": {
"type":[
"string"
“nul "
]
H
" PRODUCT_CODE": {
"type":[
"string"
“nul "
]
H
"ORDER_| D": {
"type":[
"nunber",
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“nul 1"
]
H
" PRODUCT_PRI CE": {
"type":[
"nunber",
“nul 1"
]
H
" PRODUCT_AMOUNT" : {
"type":[
"integer",
“nul 1"
]
H
" TRANSACTI ON_I D': {
"type":[
"nunber ",
“nul 1"

}
}

equired": [
"table",
“op_type",
"op_ts",
"current _ts",
"pos"

]

dditional Properties":fal se

}

13.3.6 JSON Formatter Configuration

Table 13-4 JSON Formatter Configuration Properties

Properties Required/ Legal Default Explanation
Optional Values
gg. handl er. nane. f or mat Optional json | None Controls whether the generated JSON
j son_row output messages are operation modeled

or row modeled. Set to j son for
operation modeled orj son_r ow for row

modeled.
gg. handl er. nane. format.i Optional Any string Indicator to be inserted into the output
nsert OpKey record to indicate an insert operation.
gg. handl er. nane. format. u Optional Any string U Indicator to be inserted into the output
pdat eOpKey record to indicate an update operation.
gg. handl er. nane. format.d Optional Any string D Indicator to be inserted into the output
el et eCpKey record to indicate a delete operation.
gg. handl er. nane. format.t Optional Any string T Indicator to be inserted into the output
runcat eOpKey record to indicate a truncate operation.
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Properties

Required/
Optional

Legal Default
Values

Explanation

gg. handl er. nanme. format. p
rettyPrint

Optional

true|false false

Controls the output format of the JSON
data. True is pretty print, formatted with
white space to be more easily read by
humans. False is not pretty print, more
compact but very difficult for humans to
read.

gg. handl er. nane. format . j
sonDel imter

Optional

Any string "" (no value)

Allows you to insert an optional delimiter
between generated JSONs to allow
them to be more easily parsed out of a
continuous stream of data. Configuration
value supports CDATA[ ] wrapping.

gg. handl er. nane. format. g
ener at eSchema

Optional

true|false true

Controls the generation of JSON
schemas for the generated JSON
documents. JSON schemas are
generated on a table by table basis. A
JSON schema is not required to parse a
JSON document. However, a JSON
schema can provide you an indication of
what the JSON documents will look like
and can be used for a validating JSON
parse.

gg. handl er. nane. format. s
chemaDirectory

Optional

Any legal, . I dirdef
existing file
system path

Controls the output location of generated
JSON schemas.

gg. handl er. nane. format . t
reat Al | Col utmsAsStrings

Optional

true | fal se
fal se

Controls the output typing of generated
JSON documents. If set to false then the
formatter will attempt to map Oracle
GoldenGate types to the corresponding
JSON type. If set to true then all data will
be treated as Strings in the generated
JSONs and JSON schemas.

gg. handl er. nane. format . e
ncodi ng

Optional

Any legal UTF- 8 (the
encoding JSON
name or alias default)
supported by

Java.

Controls the output encoding of
generated JSON schemas and
documents.

gg. handl er. nane. format. v
ersi onSchemas

Optional

true | fal se
fal se

Controls the version of created
schemas. Schema versioning causes a
schema with a timestamp to be created
in the schema directory on the local file
system every time a new schema is
created. True enables schema
versioning. False disables schema
versioning.

gg. handl er. nane. format . i

Optional

true|false true

Controls the format of the current

s08601For mat timestamp. The default is the 1SO 8601
format. Set to f al se removes the “T”
between the date and time in the current
timestamp, which outputs * “ instead.
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Properties Required/ Legal Default Explanation
Optional Values
gg. handl er. nanme. format.i Optional true|false false Set this configuration property to t r ue to
ncl udePri mar yKeys include an array of the primary key
column names from the source table in
the JSON output.
gg. handl er. nane. format . f Optional true|false false This property is only applicable to
latten Operation Formatted JSON
(9g. handl er. nane. f or mat =j son).
Controls sending flattened JSON
formatted data to the target entity. This
must be set to t r ue for the following
property to work.
gg. handl er. nane. format . f Optional Any legal Controls the delimiter for concatenated
attenDelimter character or JSON element names. It supports
character CDATA[ ] wrapping to preserve
string for a whitespace. It is only relevant when
JSON field gg. handl er. nane. format. fl atten is set
name. totrue.
gg. handl er. nane. format. b Optional Any legal Any legal This property is only applicable to
ef or eChj ect Name character or  JSON Operation Formatted JSON
character attribute (9g. handl er. nane. f or mat =j son).
string fora  name. Allows you to set whether the JSON
JSON field element, that contains the before
name. change column values, can be renamed.
gg. handl er. nane. format. a Optional Any legal Any legal This property is only applicable to
fterObj ect Nanme character or JSON Operation Formatted JSON
character attribute (9g. handl er. nane. f or mat =j son).
string fora  name. Allows you to set whether the JSON
JSON field element, that contains the after change
name.

column values, can be renamed.
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Table 13-4 (Cont.) JSON Formatter Configuration Properties
]

Properties Required/ Legal Default Explanation
Optional Values
gg. handl er. nane. format. p Optional abend | abend Provides configuration for how the
kUpdat eHandl i ng update | formatter should handle update
del et e- operations that change a primary key.
i nsert Primary key operations can be

problematic for the JSON formatter and
require special consideration by you.
You can only use this property in
conjunction with the row modeled JSON
output messages.

This property is only applicable to Row
Formatted JSON
(9g. handl er. name. f or mat =j son_r ow).

» abend - indicates that the process
will abend.

e updat e - indicates that the process
will treat this as a normal update.

e deleteorinsert -indicates that the
process will treat this as a delete
and an insert. Full supplemental
logging needs to be enabled for this
to work. Without full before and after
row images the insert data will be
incomplete.

gg. handl er. nane. format. o Optional

m t Nul | Val ues

true|false true Set to f al se to omit fields that have null
values from being included in the
generated JSON output.

13.3.7 Sample Configuration

The following is sample configuration for the JSON Formatter from the Java Adapter
configuration file:

99.
99.
99.
99.
99.
99.
99.
99.
99.
99.

handl er.
handl er.
handl er.
handl er.
handl er.
handl er.
handl er.
handl er.
handl er.
handl er.

hdf s.
hdf s.
hdf s.
hdf s.
hdf s.
hdf s.
hdf s.
hdf s.
hdf s.
hdf s.

f or mat
f or mat

format.
format.
format.
format.

f or mat

format.
format.
format.

=j son

.insert CpKey=I

updat eOpKey=U

del et eOpKey=D

truncat eQpKey=T
prettyPrint=fal se

.jsonDel i mter=CDATA[ ]

gener at eSchema=t r ue

schemaDi r ect or y=di r def

treat Al'l Col umsAsStrings=fal se

13.3.8 Metadata Change Events

Metadata change events are handled at runtime. A metadata change event for a given
table results in the regeneration of the JISON schema the next time an operation for
that table is encountered. The content of created JSON messages is changed to
reflect the metadata change. For example, if the metadata change is to add an
additional column, the new column will be included in created JSON messages after
the metadata change event.

ORACLE
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13.3.9 JSON Primary Key Updates

When the JSON formatter is configured to model operation data, the primary key
updates require no special treatment and are treated like any other update.. The
before and after values reflect the change in the primary key.

When the JSON formatter is configured to model row data, the primary key updates
are a concern. The default behavior is to abend. You can configure the JSON
formatter to model row data using the gg. handl er. nane. f or mat . pkUpdat eHand! i ng
configuration property to treat primary key updates as either a regular update, or as
delete and then insert operations. If configured to operate as a delete and insert
operations, Oracle recommends that you configure your replication stream to contain
the complete before and after image data for updates. Otherwise, the generated insert
operation for a primary key update will be missing data for fields that did not change.

13.3.10 Integrating Oracle Stream Analytics

You can integrate Oracle GoldenGate for Big Data with Oracle Stream Analytics
(OSA) by sending operation modelled JISON messages to the Kafka Handler. This
only works when the JSON formatter is configured to output operation modelled JSON
messages.

OSA requires flattened JSON objects so a hew feature was added to the JSON
formatter generate flattened JSONSs. You can use this feature by setting the JISON
formatter property, gg. handl er. nane. format . f | att en=f al se to true; f al se is the default.
Following is an example of a flattened JSON file:

{
"tabl e": " QASOURCE. TCUSTMER',
"op_type":"U',
"op_ts":"2015-11-05 18: 45: 39. 000000",
"current _ts":"2016-06-22T13: 38: 45. 335001",
"pos": "00000000000000005100",
"bef ore. CUST_CODE": " ANN',
"before. NAVE": "ANN' S BOATS",
"before. CI TY": " SEATTLE",
"bef ore. STATE": "WA",
"after. CUST_CODE": " ANN',
"after.CITY": " NEW YORK",
"after. STATE": " NY"

}

13.4 Avro Formatter

ORACLE

Apache Avro is an open source data serialization and deserialization framework
known for its flexibility, compactness of serialized data, and good serialization and
deserialization performance. Apache Avro is commonly used in Big Data applications.

Topics:

e Avro Row Formatter (page 13-27)

e Avro Operation Formatter (page 13-36)

*  Avro Object Container File Formatter (page 13-44)
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13.4.1 Avro Row Formatter

The Avro Row Formatter formats operation data from the source trail file into
messages in an Avro binary array format. Each individual insert, update, delete, and
truncate operation is formatted into an individual Avro message. The source trail file
contains the before and after images of the operation data. The Avro Row Formatter
takes that before and after image data and formats the data into an Avro binary
representation of the operation data.

The Avro Row Formatter formats operations from the source trail file into a format that
represents the row data. This format is more compact than the output from the Avro
Operation Formatter for that the Avro messages model the change data operation.

The Avro Row Formatter may be a good choice when streaming Avro data to HDFS.
Hive supports data files in HDFS in an Avro format.

This section contains the following topics:

*  Operation Metadata Formatting Details (page 13-27)
*  Operation Data Formatting Details (page 13-28)

e Sample Avro Row Messages (page 13-28)

e Avro Schemas (page 13-29)

» Avro Row Configuration (page 13-31)

e Sample Configuration (page 13-33)

* Metadata Change Events (page 13-33)

e Special Considerations (page 13-34)

13.4.1.1 Operation Metadata Formatting Details

Avro messages generated by the Avro Row Formatter contain the following seven
metadata fields that begin the message:

Table 13-5 Avro Formatter Metadata

|
Value Description

tabl e The fully qualified table name. The format of the fully qualified
table name is: CATALOG_NAME. SCHEMA_NAME. TABLE_NAVE

op_type The operation type that is the indicator of the type of database
operation from the source trail file. Default values are | for
insert, U for update, D for delete, and T for truncate.

op_ts The operation timestamp is the timestamp of the operation from
the source trail file. Since this timestamp is from the source trail
it is fixed. Replaying the trail file results in the same timestamp
for the same operation.

current _ts The current timestamp is the current time when the formatter
processed the current operation record. This timestamp follows
the ISO-8601 format and includes microsecond precision.
Replaying the trail file will not result in the same timestamp for
the same operation.
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Table 13-5 (Cont.) Avro Formatter Metadata

__________________________________________________________________________|
Value Description

pos The trail file position is the concatenated sequence number and
rba number from the source trail file. The trail position provides
traceability of the operation back to the source trail file. The
sequence number is the source trail file number. The rba
number is the offset in the trall file.

primary_keys An array variable holding the column names of the primary keys
of the source table.

t okens A map variable holding the token key value pairs from the
source trail file.

13.4.1.2 Operation Data Formatting Details

The data following the operation metadata is the operation data. This data is
represented as individual fields identified by the column names.

Column values for an operation from the source trail file can have one of three states:
column has a value, column value is NULL, or column value is missing. Avro attributes
only support two states, column has a value or column value is NULL. Missing column
values will be treated the same as NULL values. Oracle recommends that when using
the Avro Row Formatter, you configure the Oracle GoldenGate capture process to
provide full image data for all columns in the source trail file.

The default setting of the Avro Row Formatter is to map the data types from the source
trail file to the associated Avro data type. Avro provides limited support for data types
so source columns map into Avro long, double, float, binary, or string data types. This
data type mapping is configurable to alternatively treat all data as strings.

13.4.1.3 Sample Avro Row Messages

Avro messages are binary so not human readable. The following topics are sample
messages and the JSON representation of the messages are displayed in them.

»  Sample Insert Message (page 13-28)

e Sample Update Message (page 13-29)

» Sample Delete Message (page 13-29)

e Sample Truncate Message (page 13-29)

13.4.1.3.1 Sample Insert Message

ORACLE

{"table": "GG TCUSTORD',

"op_type": "I",

"op_ts": "2013-06-02 22:14:36.000000",
“current_ts": "2015-09-18T10: 13: 11. 172000",
"pos": "00000000000000001444",
"primary_keys": ["CUST_CODE", "ORDER DATE", "PRODUCT_CODE', "ORDER ID'],
"tokens": {"R': "AADPKVAAEAAEQL2AAA"},
"CUST_CODE": "WLL",

" ORDER_DATE": "1994-09- 30: 15: 33: 00",

" PRODUCT_CODE": "CAR',

"ORDER_I D': "144",
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" PRODUCT_PRI CE":  17520. 0,
" PRODUCT_AMOUNT": 3. 0,
"TRANSACTI ON_I D' "100"}

13.4.1.3.2 Sample Update Message

{"table": "GG TCUSTORD',

"op_type": "U',

"op_ts": "2013-06-02 22:14: 41.000000",
"current_ts": "2015-09-18T10: 13: 11. 492000",
"pos": "00000000000000002891",
"primry_keys": ["CUST_CODE', "ORDER DATE', "PRODUCT CODE', "ORDER ID'], "tokens":
{"R': " AADPKVAAEAAEGLZAAA'},

"CUST_CODE": "BILL",

" ORDER DATE": "1995- 12-31: 15: 00: 00",

" PRODUCT CODE": " CAR',

"ORDER |D': "765",

" PRODUCT PRI CE': 14000. 0,

" PRODUCT_AMOUNT": 3.0,

"TRANSACTI ON_| D': "100"}

13.4.1.3.3 Sample Delete Message

{"table": "GG TCUSTORD',

"op_type": "D,

"op_ts": "2013-06-02 22: 14: 41.000000",

"current_ts": "2015-09- 18T10: 13: 11. 512000",

"pos": "00000000000000004338" ,

"primary keys": ["CUST_CODE', "ORDER DATE', "PRODUCT CODE', "ORDER ID'], "tokens":
{"L": "206080450", "6": "9.0.80330", "R': "AADPKVAAEAAEGLzAAC'}, "CUST CODE':
" DAVE",

"ORDER DATE": "1993-11-03: 07: 51: 35",

" PRODUCT_CODE": " PLANE"

"ORDER | D': "600",

"PRODUCT_PRI CE": nul I,

" PRODUCT_AMOUNT": nul |,

"TRANSACTI ON_I D' nul |}

13.4.1.3.4 Sample Truncate Message

{"table": "GG TCUSTORD',

"op_type": "T",

"op_ts": "2013-06-02 22:14: 41.000000",
"current_ts": "2015-09-18T10: 13: 11. 514000",
"pos": "00000000000000004515"
"primry_keys": ["CUST_CODE', "ORDER DATE', "PRODUCT CODE', "ORDER ID'], "tokens":
{"R': " AADPkvVAAEAAEGL2AAB' },

"CUST_CODE": nul I,

" ORDER_DATE": nul I,

" PRODUCT_CODE": nul I,

"ORDER ID": null,

"PRODUCT PRI CE": nul |,

" PRODUCT_AMOUNT": nul |,

"TRANSACTI ON_I D': nul |}

13.4.1.4 Avro Schemas

Avro uses JSONSs to represent schemas. Avro schemas define the format of generated
Avro messages and are required to serialize and deserialize Avro messages.
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Schemas are generated on a just in time basis when the first operation for a table is
encountered. Generated Avro schemas are specific to a table definition that means
that a separate Avro schema is generated for every table encountered for processed

operations. By default, Avro schemas are written to the Gol denGat e_Hone/ di r def

directory although the write location is configurable. Avro schema file names adhere to

the following naming convention: Ful | y_Qual i fi ed_Tabl e_Nane. avsc.

The following is a sample Avro schema for the Avro Row Format for the previous
references examples:

{
"type" : "record",
"name" : "TCUSTORD',
"nanespace" : "GG',
“fields" : [ {
"nane" : "table",
"type" "string"
hoA
"nane" "op_type",
"type" "string"
hoA
"nane" "op_ts",
"type" "string"
hoA
"name" "current_ts",
"type" "string"
hoA
"nane" "pos",
"type" "string"
hoA
"name" : "primry_keys",
"type" : {
"type" : "array",
"items" : "string"
}
hoA
"nane" : "tokens",
"type" : {
"type" @ "map",
"val ues" : "string"
IS
"default" : { }
hoA
"name" : "CUST_CODE",
"type" : [ "null", "string"
"default" : null
hoA
"name" : "ORDER DATE",
"type" @ [ "null", "string"
"default" : null
hoA
"name" : " PRODUCT_CODE",
"type" @ [ "null", "string"
"default" : null
hoA
"name" : "ORDER ID',
"type" @ [ "null", "string"
"default" : null
hoA
"name" : "PRODUCT_PRI CE",
"type" : [ "null", "double"
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"default" : null

hoA
"nane" : "PRODUCT_AMOUNT",
"type" : [ "null", "double" ],
"default" : null

hoA
"nane" : "TRANSACTION_I D',
"type" . [ "null", "string" ],
"default" : null

Hl
}

13.4.1.5 Avro Row Configuration

Table 13-6 Avro Row Configuration Options
|
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Properties Optional Legal Defa Explanation
I Values ult
Require
d
gg. handl er. nane. format. Optional Any Indicator to be inserted into the
i nsert OpKey string output record to indicate an insert
operation.
gg. handl er. nane. format. Optional Any u Indicator to be inserted into the
updat eOpKey string output record to indicate an update
operation.
gg. handl er. nane. format. Optional Any D Indicator to be inserted into the
del et eOpKey string output record to indicate a delete
operation.
gg. handl er. nane. format. Optional Any T Indicator to be inserted into the
truncat eOpKey string output record to indicate a truncate
operation.
gg. handl er. nane. format. Optional Anylegal UTF- Controls the output encoding of
encodi ng encoding 8 generated Avro schema that is a
name or (the JSON. The JSON default is UTF-8.
alias JSO Avro messages are binary and
supporte N support their own internal
d by defau representation of encoding.
Java. It)
gg. handl er. nane. format. Optional true | fals Controls the output typing of
treat All Col umsAsString fal se e generated Avro messages. If set to

S

false then the formatter will attempt
to map Oracle GoldenGate types to
the corresponding AVRO type. If set
to true then all data will be treated as
Strings in the generated Avro
messages and schemas.

ORACLE
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Table 13-6 (Cont.) Avro Row Configuration Options

Properties Optional Legal
I Values
Require

d

Defa Explanation
ult

gg. handl er. nane. f or mat .
pkUpdat eHandl i ngf or mat .
pkUpdat eHandl i ng

Optional abend |
update |
del et e-

i nsert

aben Provides configuration for how the

d formatter should handle update
operations that change a primary
key. Primary key operations can be
problematic for the Avro Row
formatter and require special
consideration by you.

e abend - indicates the process
will abend.

e updat e - indicates the process
will treat this as a normal
update.

e deleteorinsert -indicates the
process will treat this as a
delete and an insert. Full
supplemental logging needs to
be enabled for this to work.
Without full before and after row
images the insert data will be
incomplete.

gg. handl er. nane. f or mat .
['ineDelinmter

Optional Any

string

no Optionally allows a user to insert a

value delimiter after each Avro message.
This is not considered the best
practice but in certain use cases
customers may wish to parse a
stream of data and extract individual
Avro messages from the stream.
This property allows the customer
that option. Select a unique delimiter
that cannot occur in any Avro
message. This property supports
CDATA[] wrapping.

gg. handl er. nane. f or mat .
ver si onSchemas

Optional true|

fal se

fals The created Avro schemas always

e follow the
conventionful l'y_qual ified_table_
name. avsc. Setting this property to
true creates an additional Avro
schema in the schema directory
named
fully_qualified_table_nane_curr
ent _ti mestanp. avsc. The additional
Avro schema does not get destroyed
or removed and thereby provides a
history of schema evolution.

gg. handl er. nane. f or mat .
wr apMessagel nCener i cAvr
oMessage

Optional true|

fal se

fal's Provides functionality to wrap the

e Avro messages for operations from
the source trail file in a generic Avro
wrapper message. For more
information, see Generic Wrapper
Functionality (page 13-35).
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Table 13-6 (Cont.) Avro Row Configuration Options

Properties Optional Legal Defa Explanation
I Values ult
Require
d
gg. handl er. nane. format. Optional Any N Controls the output location of
schemaDi rectory legal, dird generated Avro schemas.
existing  ef
file
system
path.
gg. handl er. nane. schemaF Optional Any legal ./ Controls the configuration property
i | ePat h= encoding dird to a file directory inside of HDFS
name or ef where you want schemas to be
alias output. A metadata change event
supporte causes the schema to be overwritten
d by when the next operation for the
Java. associated table is encountered.
Schemas follow the same naming
convention as schemas written to
the local file system,
cat al og. schema. t abl e. avsc.
gg. handl er. nane. format. Optional true | true Controls the format of the current
i s08601For mat fal se timestamp. The default is the ISO

8601 format. Set to f al se removes
the T between the date and time in
the current timestamp, which outputs
a space instead.

The following is sample configuration for the Avro Row Formatter from the Java
Adapter properties file:

99.
99.
99.
99.
99.
99.
99.
99.

handl er.
handl er.
handl er.
handl er.
handl er.
handl er.
handl er.
handl er.

hdf s.
hdf s.
hdf s.
hdf s.
hdf s.
hdf s.
hdf s.
haf s.

format
for mat
for mat
for mat
format
format
format
format

=avro_row
.insert QpKey=I

. updat eCpKey=U

. del et eQpKey=D

.truncat eCpKey=T

. encodi ng=UTF- 8

. pkUpdat eHandl i ng=abend

. wrapMessagel nGeneri cAvr oMessage=f al se

13.4.1.7 Metadata Change Events

The Avro Row Formatter is capable of taking action in the case of a metadata change
event. This assumes that the replicated database and upstream Oracle GoldenGate
replication process can propagate metadata change events. Metadata change events
are of particular importance when formatting using Avro due to the tight dependency of
Avro messages to its corresponding schema.

ORACLE

Metadata change events are handled seamlessly by the Avro Row Formatter and an
updated Avro schema will be generated upon the first encounter of an operation of that
table after the metadata change event. You should understand the impact of a
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metadata change event and change downstream targets to the new Avro schema. The
tight dependency of Avro messages to Avro schemas may result in compatibility
issues. Avro messages generated before the schema change may not be able to be
deserialized with the newly generated Avro schema.

Conversely, Avro messages generated after the schema change may not be able to
be deserialized with the previous Avro schema. It is a best practice to use the same
version of the Avro schema that was used to generate the message. Consult the
Apache Avro documentation for more details.

13.4.1.8 Special Considerations

This sections describes these special considerations:
e Troubleshooting (page 13-34)

e Primary Key Updates (page 13-34)

e Generic Wrapper Functionality (page 13-35)

13.4.1.8.1 Troubleshooting

Avro is a binary format so is not human readable. Since Avro messages are in binary
format, it is difficult to debug any issue so the Avro Row Formatter provides a special
feature to mitigate this issue. When the | og4j Java logging level is set to TRACE the
created Avro messages are deserialized and displayed in the log file as a JISON
object. This allows you to view the structure and contents of the created Avro
messages. TRACE should never be enabled in a production environment as it has
substantial negative impact on performance. Alternatively, you may want to consider
switching to use a formatter that produces human readable content for content
troubleshooting. The XML or JSON formatters both produce content in human
readable format that may facilitate troubleshooting.

13.4.1.8.2 Primary Key Updates

ORACLE

Primary key update operations require special consideration and planning for Big Data
integrations. Primary key updates are update operations that modify one or more of
the primary keys for the given row from the source database. Since data is simply
appended in Big Data applications, a primary key update operation looks more like a
new insert than an update without any special handling. The Avro Row Formatter
provides specialized handling for primary keys that is configurable by you as follows:

Table 13-7 Configurable behavior

]
Value Description

abend The default behavior is that the delimited text formatter abends
with a primary key update.

update With this configuration the primary key update will be treated
just like any other update operation. This configuration
alternative should only be selected if you can guarantee that the
primary key that is being changed is not being used as the
selection criteria when selecting row data from a Big Data
system.
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Table 13-7 (Cont.) Configurable behavior

__________________________________________________________________________|
Value Description

del ete-insert Using this configuration the primary key update is treated as a
special case of a delete using the before image data and an
insert using the after image data. This configuration may more
accurately model the effect of a primary key update in a Big
Data application. However, if this configuration is selected it is
important to have full supplemental logging enabled on
Replication at the source database. Without full supplemental
logging the delete operation will be correct, however, the insert
operation will not contain all of the data for all of the columns for
a full representation of the row data in the Big Data application.

13.4.1.8.3 Generic Wrapper Functionality

ORACLE

Avro messages are not self describing, which means that the receiver of the message
must know the schema associated with the message before the message can be
deserialized. Avro messages are binary and provide no consistent or reliable way to
inspect the message contents in order to ascertain the message type. Therefore, Avro
can be especially troublesome when messages are interlaced into a single stream of
data like Kafka.

The Avro formatter provides a special feature to wrap the Avro message in a generic
Avro message. This functionality is enabled by setting the following configuration

property.

gg. handl er. nane. f or mat . wr apMessagel nGener i cAvr oMessage=t r ue

The generic message is Avro message wrapping the Avro payload message that is
common to all Avro messages that are output. The schema for the generic message is

name generic_w apper. avsc and is written to the output schema directory. This
message has the following three fields.

e tabl e_nane - The fully qualified source table name.

e schema_fingerprint - The fingerprint of the Avro schema of the wrapped message.
The fingerprint is generated using the Avro
SchemaNor mal i zat i on. par si ngFi nger pri nt 64(schema) call.

e payl oad - The wrapped Avro message.

The following is the Avro Formatter generic wrapper schema.

{
"type" : "record",
“name" : "generic_w apper",
"namespace" : "oracle. gol dengate",
“fields" : [ {
"name" : "table_nane",

"type" . "string"
hoA

"nanme" : "schema_fingerprint",
"type" : Il| Ong"
boA
"name" . "payl oad",
|It ypell : " byt esIl
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Hl
}

13.4.2 Avro Operation Formatter

The Avro Operation Formatter formats operation data from the source trail file into
messages in an Avro binary array format. Each individual insert, update, delete, and
truncate operation will be formatted into an individual Avro message. The source trail
file will contain the before and after images of the operation data. The Avro Operation
Formatter takes that before and after image data and formats the data into an Avro
binary representation of the operation data.

The Avro Operation Formatter formats operations from the source trail file into a
format that represents the operation data. This format is more verbose than the output
from the Avro Row Formatter for which the Avro messages model the row data.

This section contains the following topics:

e Operation Metadata Formatting Details (page 13-36)
*  Operation Data Formatting Details (page 13-37)

*  Sample Avro Operation Messages (page 13-37)

e Avro Schema (page 13-39)

*  Avro Operation Formatter Configuration (page 13-41)
» Sample Configuration (page 13-43)

* Metadata Change Events (page 13-43)

»  Special Considerations (page 13-43)

13.4.2.1 Operation Metadata Formatting Details

Avro messages, generated by the Avro Operation Formatter, contain the following
metadata fields that begin the message:

Table 13-8 Avro Messages and its Metadata
|

Fields Description

tabl e CATALOG_NAME. SCHEMA NAME. TABLE NAMEThe fully qualified table
name. The format of the fully qualified table name is the
following:

op_type The operation type that is the indicator of the type of database

operation from the source trail file. Default values are | for insert,
Ufor update, Dfor delete, and Tfor truncate.

op_ts The operation timestamp is the timestamp of the operation from
the source trail file. Since this timestamp is from the source trail,
it is fixed. Replaying the trail file results in the same timestamp
for the same operation.

current _ts The current timestamp is the current time when the formatter
processed the current operation record. This timestamp follows
the 1SO-8601 format and includes microsecond precision.
Replaying the trail file will not result in the same timestamp for
the same operation.
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Table 13-8 (Cont.) Avro Messages and its Metadata

__________________________________________________________________________|
Fields Description

pos The trail file position with is the concatenated sequence number
and rba number from the source trail file. The trail position
provides traceability of the operation back to the source trail file.
The sequence number is the source trail file number. The rba
number is the offset in the trall file.

primary_keys An array variable holding the column names of the primary keys
of the source table.

t okens A map variable holding the token key value pairs from the source
trail file.

13.4.2.2 Operation Data Formatting Details

The operation data is represented as individual fields identified by the column names.

Column values for an operation from the source trail file can have one of three states:
column has a value, column value is NULL, or column value is missing. Avro attributes
only support two states, column has a value or column value is NULL. The Avro
Operation Formatter contains an additional Boolean field for each column as a special
indicator if the column value is missing or not. This Boolean field is named,
COLUMN_NAME i sM ssi ng. Using the combination of the COLUWN_NAME field, all three states
can be defined.

e State 1: Column has a value
COLUWN_NAME field has a value
COLUWN_NAME i sM ssi ng field is false

e State 2: Column value is NULL
COLUWN_NAME field value is NULL
COLUWN_NAME i sM ssi ng field is false

e State 3: Column value is missing
COLUWN_NAME field value is NULL
COLUMN_NAME i sM ssi ng field is true

The default setting of the Avro Row Formatter is to map the data types from the source
trail file to the associated Avro data type. Avro supports few data types so this
functionality largely results in the mapping of numeric fields from the source trail file to
members typed as numbers. This data type mapping is configurable to alternatively
treat all data as strings.

13.4.2.3 Sample Avro Operation Messages

Avro messages are binary and therefore not human readable. The following topics are
sample messages the JSON representation of the messages displayed:

e Sample Insert Message (page 13-38)
e Sample Update Message (page 13-38)
e Sample Delete Message (page 13-39)
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e Sample Truncate Message (page 13-39)

13.4.2.3.1 Sample Insert Message

{"table": "GG TCUSTORD',

" op_t ype" N

"op_ts": "2013-06-02 22: 14: 36.000000" ,
“current_ts": "2015-09- 18T10: 17: 49. 570000,
“pos": "00000000000000001444" ,
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"primry_keys": ["CUST_CODE', "ORDER DATE', "PRODUCT CODE', "ORDER ID'], "tokens":

{"R': " AADPkvAAEAAEGL2AAA"},
"before": null,
"after": {
"CUST_CODE": "WLL",
"CUST_CODE_i sM ssing": fal se,
" ORDER_DATE": "1994-09- 30: 15: 33: 00",
" ORDER_DATE i sM ssing": fal se,
" PRODUCT_CODE": " CAR',
" PRODUCT_CODE_i sM ssi ng": fal se,
"ORDER |D': "144", "ORDER ID isMssing": false,
" PRODUCT_PRI CE": 17520. 0,
"PRODUCT_PRI CE_i sM ssing": false,
" PRODUCT_AMOUNT": 3.0, "PRODUCT_AMOUNT isM ssing": fal se,
"TRANSACTION_ID': "100",
"TRANSACTI ON_I D_i sM ssing": fal se}}

13.4.2.3.2 Sample Update Message

ORACLE

{"table": "GG TCUSTORD',

"op_type": U,

"op_ts": "2013-06-02 22:14: 41.000000" ,
“current_ts": "2015-09- 18T10: 17: 49. 880000,
“pos": "00000000000000002891" ,

"primry_keys": ["CUST_CODE', "ORDER DATE', "PRODUCT CODE', "ORDER ID'], "tokens":

{"R': "AADPKkvAAEAAEGLZAAA"},
"before": {
"CUST_CODE": "BILL",
"CUST_CODE_i sM ssing": fal se,
" ORDER_DATE": "1995-12-31:15:00: 00",
" ORDER_DATE_i sM ssing": fal se,
" PRODUCT_CODE": " CAR',
" PRODUCT_CODE_i sM ssi ng": fal se,
"ORDER_ID": "765",
"ORDER_I D_i sM ssing": false,
" PRODUCT_PRI CE": 15000. 0,
"PRODUCT_PRI CE_i sM ssing": false,
" PRODUCT_AMOUNT": 3.0,
" PRODUCT_AMOUNT _i sM ssing": fal se,
"TRANSACTION_ID': "100",
"TRANSACTI ON_I D_i sM ssing": fal se},
"after": {
"CUST_CODE": "BILL",
"CUST_CODE_i sM ssing": fal se,
" ORDER_DATE": "1995-12-31:15:00: 00",
" ORDER_DATE_i sM ssing": fal se,
" PRODUCT_CODE": " CAR',
" PRODUCT_CODE_i sM ssi ng": fal se,
"ORDER_ID": "765",
"ORDER_I D_i sM ssing": false,
" PRODUCT_PRI CE": 14000. 0,
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"PRODUCT_PRI CE_i sM ssing": false,

" PRODUCT_AMOUNT": 3.0,

" PRODUCT_AMOUNT _i sM ssing": fal se,
"TRANSACTION_ID': "100",

"TRANSACTI ON_I D i sM ssing": false}}

13.4.2.3.3 Sample Delete Message

{"table": "GG TCUSTORD",

"op_type": "D,

"op_ts": "2013-06-02 22:14:41.000000",

“current_ts": "2015-09-18T10: 17: 49. 899000",

"pos": "00000000000000004338",

“primary_keys": ["CUST_CODE', "ORDER DATE", "PRODUCT CODE', "ORDER ID'], "tokens":
{"L": "206080450", "6": "9.0.80330", "R': "AADPkvAAEAAEqLzAAC'}, "before": {

"CUST_CODE": "DAVE",

"CUST_CODE_i sM ssing": fal se,

" ORDER_DATE": "1993-11-03:07:51: 35",

" ORDER_DATE i sM ssing": fal se,

" PRODUCT_CODE": " PLANE",

" PRODUCT_CODE_i sM ssi ng": fal se,

"ORDER_ID': "600",

"ORDER_I D_i sM ssing": false,

"PRODUCT_PRICE": nul I,

"PRODUCT_PRI CE_i sM ssing": true,

" PRODUCT_AMOUNT": nul I,

" PRODUCT_AMOUNT _i sM ssing": true,

"TRANSACTION_ID": nul I,

"TRANSACTI ON_I D_i sM ssing": true},

"after": null}

13.4.2.3.4 Sample Truncate Message

{"table": "GG TCUSTORD",

"op_type": "T",

"op_ts": "2013-06-02 22:14:41.000000",

“current _ts": "2015-09-18T10: 17: 49. 900000",

"pos": "00000000000000004515",

“primary keys": ["CUST_CODE', "ORDER DATE", "PRODUCT CODE', "ORDER ID'], "tokens":
{"R': "AADPkvAAEAAEGL2AAB"},

"before": null,

"after": null}

13.4.2.4 Avro Schema

ORACLE

Avro schemas are represented as JSONs. Avro schemas define the format of
generated Avro messages and are required to serialize and deserialize Avro
messages. Avro schemas are generated on a just in time basis when the first
operation for a table is encountered. Avro schemas are specific to a table definition,
which means that a separate Avro schema is generated for every table encountered
for processed operations. By default, Avro schemas are written to the Gol denGat e_Hone/
di rdef directory although the write location is configurable. Avro schema file names
adhere to the following naming convention: Ful | y_Qual i fi ed_Tabl e_Nane. avsc directory
although the write location is configurable. Avro schema file names adhere to the
following naming convention: .

The following is a sample Avro schema for the Avro Operation Format for the samples
in the preceding sections:
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"type" : "record",

"name" : "TCUSTORD',
"nanespace" : "GG',
“fields" : [ {

"nang" table",
"type" . "string"
hoA

“"name" : "op_type"

"type" . "string"
hoA

"name" : "op_ts",

"type" . "string"
hoA

“name" : "current_ts"

"type" . "string"
hoA

"name" . "pos",

"type" . "string"

hoA
"name" : "primry_keys"
"type" : {
"type" : "array"
“items" : "string"
}
hoA
"nane" . "tokens",
"type" : {

“type" @ "map",
“val ues" : "string"
¥
"default" : { }
boA
"name" : "before"
"type" [ "null", {
"type" : "record"
"name" : "col ums",
“fields" : [ {
"nane" : "CUST_CODE"
"type" : [ "null", "string" ],
"default" : nul
boA
"nanme" : "CUST_CODE_i sM ssing"
"type" : "bool ean"
boA
"nane" : "ORDER_DATE",
"type" . [ "null", "string" ],
"default" : nul
boA
"nanme" : "ORDER DATE_i sMssing",
"type" : "bool ean"
boA
"nane" : "PRODUCT_CCDE",
"type" : [ "null", "string" ],
"default" : nul
boA
"name" : "PRODUCT_CODE_i sM ssi ng"
"type" : "bool ean"
boA
"nane" : "ORDER_ID'
"type" . [ "null", "string" ],
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"default" : null

boA
"nanme" : "ORDER_ID_i sMssing",
"type" : "bool ean"
boA
"nane" : "PRODUCT_PRI CE",
"type" : [ "null", "double" ],
"default" : nul
boA
"nanme" : "PRODUCT_PRI CE_i sM ssing"
"type" : "bool ean"
boA
"name" : " PRODUCT_AMOUNT"
"type" : [ "null", "double" ],
"default" : nul
boA
"nanme" : "PRODUCT_AMOUNT_i sM ssi ng"
"type" : "bool ean"
boA
"nane" : "TRANSACTION_I D",
"type" . [ "null", "string" ],
"default" : nul
boA
"nane" : "TRANSACTI ON_I D i sM ssing"
"type" : "bool ean"
]
I
"default" : nul
boA
"nane" : "after”
"type" . [ "null", "colums" ]
"default" : nul
bl

}

13.4.2.5 Avro Operation Formatter Configuration

Table 13-9 Configuration Options
|

Properties Optional Legal Values Default Explanation
YIN

gg. handl er. nane. form Optional Any string Indicator to be inserted into

at.insert OpKey the output record to indicate
an insert operation

gg. handl er. nanme. form Optional Any string U Indicator to be inserted into

at . updat eOpKey the output record to indicate
an update operation.

gg. handl er. nanme. form Optional Any string D Indicator to be inserted into

at . del et eOpKey the output record to indicate
a delete operation.

gg. handl er. nanme. form Optional Any string T Indicator to be inserted into

at. truncat eCpKey the output record to indicate

a truncate operation.
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Properties
YIN

Optional Legal Values

Default

Explanation

gg. handl er. nane. form Optional

at. encodi ng

Any legal
encoding name
or alias
supported by
Java

UTF-8
(the
JSON
default)

Controls the output encoding
of generated Avro schema
that is a JSON. JSON default
is UTF-8. Avro messages
are binary and support their
own internal representation
of encoding.

gg. handl er. nane. form Optional

at. treat Al | Col umsAs
Strings

true|fal se

fal se

Controls the output typing of
generated Avro messages. If
set to f al se, then the
formatter attempts to map
Oracle GoldenGate types to
the corresponding Avro type.
If set to t r ue, then all data is
treated as Strings in the
generated Avro messages
and schemas.

gg. handl er. nane. form Optional

at.lineDelimter

Any string

no value

Optionally allows a user to
insert a delimiter after each
Avro message. This is not
considered the best practice
but in certain use cases
customers may wish to parse
a stream of data and extract
individual Avro messages
from the stream. This
property allows the customer
that option. Select a unique
delimiter that cannot occur in
any Avro message. This
property supports CDATA[ |
wrapping.

gg. handl er. nane. form
at.schemabDirectory

Optional

Any legal,
existing file
system path.

./ dirdef

Controls the output location
of generated Avro schemas.

gg. handl er. nane. form
at. w apMessagel nGene
ri cAvroMessage

Optional

truelfal se

fal se

Provides functionality to
wrap the Avro messages for
operations from the source
trail file in a generic Avro
wrapper message. For more
information, see Generic
Wrapper Functionality
(page 13-35).

gg. handl er. nane. form
at.iso8601For mat

Optional

true|fal se

true

Controls the format of the
current timestamp. The
default is the 1SO 8601
format. Set to f al se removes
the T between the date and
time in the current
timestamp, which outputs a
space instead.
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13.4.2.6 Sample Configuration

The following is a sample configuration for the Avro Operation Formatter from the Java
Adapter properg. handl erti es file:

gg. hdf s. f or mat =avro_op

gg. handl er. hdfs. format . i nsert CpKey=I

gg. handl er. hdf s. f or mat . updat eQpKey=U

gg. handl er. hdf s. f or mat . del et eCpKey=D

gg. handl er. hdfs. format . truncat eOpKey=T

gg. handl er. hdf s. f or mat . encodi ng=UTF- 8

gg. handl er. hdf s. f or mat . w apMessagel nGener i cAvr oMessage=f al se

13.4.2.7 Metadata Change Events

The Avro Operation Formatter is capable of taking action with a metadata change
event. This assumes that the replicated database and upstream Oracle GoldenGate
replication process can propagate metadata change events. Metadata change events
are of particular importance when formatting using Avro due to the tight dependency of
Avro messages to its corresponding schema. Metadata change events are handled
seamlessly by the Avro Operation Formatter and an updated Avro schema is
generated upon the first encounter of an operation of that table after the metadata
change event. You should understand the impact of a metadata change event and
change downstream targets to the new Avro schema. The tight dependency of Avro
messages to Avro schemas may result in compatibility issues. Avro messages
generated before the schema change may not be able to be deserialized with the
newly generated Avro schema. Conversely, Avro messages generated after the
schema change may not be able to be deserialized with the previous Avro schema. It
is a best practice to use the same version of the Avro schema that was used to
generate the message. Consult the Apache Avro documentation for more details.

13.4.2.8 Special Considerations

This section describes these special considerations:

e Troubleshooting (page 13-43)
» Primary Key Updates (page 13-43)
e Generic Wrapper Message (page 13-44)

13.4.2.8.1 Troubleshooting

Avro is a binary format so is not human readable. Since Avro messages are in binary
format, it is difficult to debug any issues. When the | og4j Java logging level is set to
TRACE, the created Avro messages are deserialized and displayed in the log file as a
JSON object. This allows you to view the structure and contents of the created Avro
messages. TRACE should never be enabled in a production environment as it has a
substantial impact on performance.

13.4.2.8.2 Primary Key Updates

The Avro Operation Formatter creates messages with complete data of before and
after images for update operations. Therefore, the Avro Operation Formatter requires
no special treatment for primary key updates.
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13.4.2.8.3 Generic Wrapper Message

Avro messages are not self describing, which means the receiver of the message
must know the schema associated with the message before the message can be
deserialized. Avro messages are binary and provide no consistent or reliable way to
inspect the message contents in order to ascertain the message type. Therefore, Avro
can be especially troublesome when messages are interlaced into a single stream of
data like Kafka.

The Avro formatter provides a special feature to wrap the Avro message in a generic
Avro message. This functionality is enabled by setting the following configuration

property.

gg. handl er. nane. f or mat . wr apMessagel nGener i cAvr oMessage=t r ue

The generic message is Avro message wrapping the Avro payload message that is
common to all Avro messages that are output. The schema for the generic message is

name generic_w apper. avsc and is written to the output schema directory. This
message has the following three fields.

e tabl e_nane - The fully qualified source table name.

» schens_fingerprint - The fingerprint of the of the Avro schema generating the
messages. The fingerprint is generated using the par si ngFi nger pri nt 64( Schena s)
method on the org. apache. avro. SchemaNor mal i zat i on class.

e payl oad - The wrapped Avro message.

The following is the Avro Formatter generic wrapper schema:

{
"type" : "record",
"name" : "generic_w apper",
"namespace" : "oracle. gol dengate",
“fields" : [ {
"nane" : "table_name",
"type" : "string"
boA
"name" : "schema_fingerprint",
"type" @ "long"
boA
"nanme" : "payload",
"type" : "bytes"
}l
}

13.4.3 Avro Object Container File Formatter

ORACLE

Oracle GoldenGate for Big Data can write to HDFS in Avro Object Container File
(OCF) format. Using Avro OCF is a good choice for data formatting into HDFS
because it handles schema evolution more efficiently than other formats. Compression
and decompression is also supported in the Avro OCF Formatter to allow more
efficient use of disk space.

The HDFS Handler integration with the Avro formatters to write files to HDFS in Avro
OCF format is a specialized use case of the HDFS Handler. The Avro OCF format is
required for Hive to be able to read Avro data in HDFS. The Avro OCF format is
detailed in the Avro specification.
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http://avro.apache.org/docs/current/spec.html#Object+Container+Files

Another important feature is that you can configure the HDFS Handler to stream data
in Avro OCF format, generate table definitions in Hive, and update table definitions in
Hive in the case of a metadata change event using the following:

e Avro OCF Formatter Configuration (page 13-45)

13.4.3.1 Avro OCF Formatter Configuration

ORACLE

Properties Optional / Legal Values Default Explanation
Required

gg. handl er. nane Optional Any string | Indicator to be

.format.insertO inserted into the

pKey output record to
indicate an insert
operation.

gg. handl er. nane Optional Any string u Indicator to be

.format. updateO inserted into the

pKey output record to
indicate an
update operation.

gg. handl er. nane Optional Any string T Indicator to be

.format.truncat truncated into the

eOpKey output record to
indicate a
truncate
operation.

gg. handl er. name Optional Any string D Indicator to be

.format. del eteO inserted into the

pKey output record to
indicate a
truncate
operation.

gg. handl er. nane Optional Any legal UTF-8 Controls the

.format.encodin
g

encoding name
or alias supported
by Java.

output encoding
of generated Avro
schema, which is
a JSON. JSON
default is UTF-8.
Avro messages
are binary and
support their own
internal
representation of
encoding.
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Properties Optional / Legal Values Default Explanation
Required
gg. handl er. nane Optional true|fal se fal se Controls the

.format.treatAl
| Col umsAsStrin

gs

output typing of
generated Avro
messages. If set
to f al se, then the
formatter
attempts to map
Oracle
GoldenGate
types to the
corresponding
Auvro type. If set
to true, then all
data is treated as
strings in the
generated Avro
messages and
schemas.
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Properties Optional / Legal Values Default Explanation
Required
gg. handl er. nane Optional abend | update | abend Controls how the

. format. pkUpdat
eHandl i ng

del et e-insert

formatter should
handle update
operations that
change a primary
key. Primary key
operations can be
problematic for
the Avro Row
formatter and
require special
consideration by
you.

e abend-
indicates the
process will
abend

e update -
indicates the
process will
treat this as
a normal
update

e deleteand
insert -
indicates the
process will
treat this as
a delete and
an insert.
The full
before image
is required
for this
feature to
work
properly.
This can be
achieved by
using full
supplemental
logging in
Oracle.
Without full
before and
after row
images the
insert data
will be
incomplete.

ORACLE
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Properties Optional /

Required

Legal Values

Default

Explanation

gg. handl er. nane Optional
.format. generat
eSchema

true|fal se

true

Schemas must
be generated for
Avro serialization
so this property
can be set to

fal seto
suppress the
writing of the
generated
schemas to the
local file system.

gg. handl er. nane Optional
.format. schemaD
irectory

Any legal,
existing file
system path

./ dirdef

Controls the
output location of
generated Avro
schemas to the
local file system.
This property
does not control
where the Avro
schema is written
to in HDFS; that
is controlled by
an HDFS Handler

property.

gg. handl er. nane Optional
.format.iso8601
For mat

true|false

true

The default
format for the
current
timestamp is
1ISO8601. Set to
fal se to remove
the T between the
date and time in
the current
timestamp and
output a space
instead.

gg. handl er. nane Optional
.format.version
Schemas

true|fal se

fal se

If set to true, an
Avro schema is
created in the
schema directory
and versioned by
a time stamp.
The format of the
schema is the
following:

fully_qualified
table_name_time
stanp. avsc

13.5 XML Formatter

The XML Formatter formats operation data from the source trail file into a XML
documents. The XML Formatter takes that before and after image data and formats

ORACLE
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the data into an XML document representation of the operation data. The format of the
XML document is effectively the same as the XML format in the previous releases of
the Oracle GoldenGate Java Adapter product.

Topics:

e Message Formatting Details (page 13-49)
e Sample XML Messages (page 13-49)

e XML Schema (page 13-52)

e XML Configuration (page 13-53)

e Sample Configuration (page 13-54)

* Metadata Change Events (page 13-54)

e Primary Key Updates (page 13-55)

13.5.1 Message Formatting Details
The XML formatted messages contain the following information:

Table 13-10 XML formatting details
|

Value Description

table The fully qualified table name.

type The operation type.

current _ts The current timestamp is the time when the formatter processed

the current operation record. This timestamp follows the
ISO-8601 format and includes micro second precision.
Replaying the trail file does not result in the same timestamp for
the same operation.

pos The position from the source trail file.

nunCol s The total number of columns in the source table.

col The col element is a repeating element that contains the before
and after images of operation data.

t okens The t okens element contains the token values from the source
trail file.

13.5.2 Sample XML Messages

This sections provides the following sample XML messages:

» Sample Insert Message (page 13-49)

* Sample Update Message (page 13-50)

» Sample Delete Message (page 13-51)

e Sample Truncate Message (page 13-52)

13.5.2.1 Sample Insert Message

<?xm version='1.0" encodi ng=" UTF-8' 7>
<operation table=' GG TCUSTORD type='|" ts='2013-06-02 22: 14: 36. 000000
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current_ts='2015-10-06T12: 21: 50. 100001' pos="00000000000000001444"

<col name=' CUST_CODE' index='0">
<before missing="true'/>
<after><! [ CDATA{W LL] ] ></ after>
</col >
<col name=' ORDER DATE' index='1">
<before missing="true'/>
<after><! [ CDATA 1994- 09- 30: 15: 33: 00] | ></ after>
</col >
<col nanme=' PRODUCT_CODE' index='2"'>
<before missing="true'/>
<af t er><! [ CDATA[ CAR] ] ></ af t er >
</col >
<col name=' ORDER I D' index="'3'>
<before missing="true'/>
<af t er><! [ CDATA[ 144] ] ></ af t er >
</col >
<col name=' PRODUCT_PRI CE' index='4'>
<before missing="true'/>
<aft er><! [ CDATA[ 17520. 00] ] ></ af ter>
</col >
<col name=" PRODUCT_AMOUNT' index='5"'>
<before missing="true'/>
<after><! [ CDATA[ 3]] ></ af ter>
</col >
<col name=' TRANSACTION ID index='6'>
<before missing="true'/>
<af t er><! [ CDATA[ 100] ] ></ af t er >
</col >
<t okens>
<t oken>
<Nane><! [ CDATA[ R] ] ></ Nane>
<Val ue><! [ CDATA] AADPkvAAEAAEQL2AAA] | ></ Val ue>
</t oken>
</t okens>
</ operati on>

13.5.2.2 Sample Update Message

ORACLE

<?xm version='1.0" encodi ng=" UTF-8' 7>
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nunCol s=' 7' >

<operation table=' GG TCUSTORD type='U ts='2013-06-02 22:14:41.000000'

current_ts='2015-10-06T12: 21: 50. 413000" pos="00000000000000002891"

<col name=' CUST_CCDE' index='0'>
<bef or e><! [ CDATA[ BI LL] ] ></ bef ore>
<after><![ CDATA[ BI LL]] ></ af ter>
</col >
<col nanme=' ORDER DATE' index='1'>
<bef or e><! [ CDATA[ 1995- 12- 31: 15: 00: 00] ] ></ bef or e>
<after><![ CDATA 1995- 12- 31: 15: 00: 00] | ></ after>
</col >
<col nanme=' PRODUCT_CODE' index='2"'>
<bef or e><! [ CDATA[ CAR] ] ></ bef or >
<after><![ CDATA[ CAR] | ></ af ter>
</col >
<col name='ORDER ID index='3'>
<bef or e><! [ CDATA[ 765] ] ></ bef or e>
<after><![ CDATA[ 765] ] ></ after>
</col >
<col nanme=' PRODUCT_PRI CE' i ndex='4'>
<bef or e><! [ CDATA[ 15000. 00] ] ></ bef or >
<aft er><! [ CDATA[ 14000. 00] ] ></ after>

nunCol s=' 7' >
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</col >
<col nanme=' PRODUCT_AMOUNT' index='5'>
<bef or e><! [ CDATA[ 3] ] ></ bef or >
<after><! [ CDATA[ 3]] ></ af ter>
</col >
<col name=" TRANSACTION_ID' index='6"'>
<bef or e><! [ CDATA[ 100] ] ></ bef or e>
<aft er><! [ CDATA[ 100] ] ></ af t er >
</col >
<t okens>
<t oken>
<Nane><! [ CDATA[ R] ] ></ Nane>
<Val ue><! [ CDATA] AADPkvAAEAAEQLzAAA] | ></ Val ue>
</t oken>
</t okens>
</ operati on>

13.5.2.3 Sample Delete Message

ORACLE

<?xm version='1.0" encodi ng="UTF-8' 7>
<operation table=' GG TCUSTORD type='D ts='2013-06-02 22:14:41.000000'
current_ts='2015-10-06T12: 21: 50. 415000' pos='00000000000000004338' nunCol s=' 7' >
<col name=' CUST_CCDE' index='0'>
<bef or e><! [ CDATA[ DAVE] | ></ bef or e>
<after missing="true'/>
</col >
<col nanme=' ORDER DATE' index='1'>
<bef or e><! [ CDATA[ 1993- 11- 03: 07: 51; 35] ] ></ bef or e>
<after missing="true'/>
</col >
<col nanme=' PRODUCT_CODE' index='2"'>
<bef or e><! [ CDATA] PLANE] | ></ bef or e>
<after missing="true'/>
</col >
<col name='ORDER ID index='3'>
<bef or e><! [ CDATA[ 600] ] ></ bef or e>
<after missing="true'/>
</col >
<col nanme=' PRODUCT_PRI CE' index='4'>
<ni ssi ng/ >
</col >
<col nanme=' PRODUCT_AMOUNT' index='5'>
<ni ssi ng/ >
</col >
<col name=' TRANSACTION ID index='6'>
<ni ssing/ >
</col >
<t okens>
<t oken>
<Name><! [ CDATA[ L] ] ></ Nane>
<Val ue><! [ CDATA 206080450] | ></ Val ue>
</t oken>
<t oken>
<Name><! [ CDATA[ 6] ] ></ Nane>
<Val ue><! [ CDATA] 9. 0. 80330] ] ></ Val ue>
</t oken>
<t oken>
<Name><! [ CDATA[ R] ] ></ Nane>
<Val ue><! [ CDATA] AADPkvAAEAAEQLzAAC] | ></ Val ue>
</t oken>

13-51



Chapter 13
XML Formatter

</t okens>
</ operati on>

13.5.2.4 Sample Truncate Message

<?xm version='1.0" encodi ng=" UTF-8' 7>
<operation tabl e=' GG TCUSTORD type='T' ts='2013-06-02 22:14:41. 000000
current _ts='2015-10-06T12: 21: 50. 415001" pos=' 00000000000000004515' nuntCol s=' 7' >
<col name=' CUST_CCDE' index='0'>
<ni ssi ng/ >
</col >
<col nanme=' ORDER DATE' index='1'>
<ni ssi ng/ >
</col >
<col nanme=' PRODUCT_CODE' i ndex='2"'>
<ni ssi ng/ >
</col >
<col name='ORDER ID index='3'>
<ni ssi ng/ >
</col >
<col nanme=' PRODUCT_PRI CE' i ndex="'4'>
<ni ssing/ >
</col >
<col nanme=' PRODUCT_AMOUNT' index='5"'>
<ni ssing/ >
</col >
<col name=' TRANSACTION ID index='6'>
<ni ssing/ >
</col >
<t okens>
<t oken>
<Name><! [ CDATA[ R] ] ></ Nane>
<Val ue><! [ CDATA] AADPkvAAEAAEQL2AAB] | ></ Val ue>
</t oken>
</t okens>
</ operati on>

13.5.3 XML Schema

An XML schema (XSD) is not generated as part of the XML Formatter functionality.
The XSD is generic to all messages generated by the XML Formatter. An XSD
defining the structure of output XML documents is defined as follows:

<xs:schema attributeFornDefaul t="unqualified"
el ement For nDef aul t ="qual i fied" xm ns:xs="http://ww. w3. org/ 2001/ XM.Schema" >
<xs: el ement nane="operation">
<xs: conpl exType>
<xs: sequence>
<xs: el ement nane="col " maxCccurs="unbounded" mi nCccurs="0">
<xs: conpl exType>
<xs: sequence>
<xs: el ement nane="before" mnQccurs="0">
<xs: conpl exType>
<xs: si npl eCont ent >
<Xs:extension base="xs:string">
<xs:attribute type="xs:string" name="m ssing"
use="optional "/>
</ xs: ext ensi on>
</ xs: si npl eCont ent >
</ xs: conpl exType>
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</ xs: el enent >
<xs: el ement nane="after" mnCccurs="0">
<xs: conpl exType>
<xs: si npl eCont ent >
<xs: extension base="xs:string">
<xs:attribute type="xs:string" nanme="m ssing"
use="optional "/>
</ xs: ext ensi on>
</ xs: si npl eCont ent >
</ xs: conpl exType>
</ xs: el enent >
<xs: el ement type="xs:string" name="nmissing" mnCccurs="0"/>
</ xs: sequence>
<xs:attribute type="xs:string" name="nane"/>
<xs:attribute type="xs:short" name="index"/>
</ xs: conpl exType>
</ xs: el ement>
<xs: el ement nanme="t okens" m nCccurs="0">
<xs: conpl exType>
<xs: sequence>
<xs: el enent nane="t oken" maxCccurs="unbounded" m nCccurs="0">
<xs: conpl exType>
<XS: sequence>
<xs: el ement type="xs:string" nanme="Nane"/>
<xs: el ement type="xs:string" nanme="Val ue"/>
</ xs: sequence>
</ xs: conpl exType>
</ xs: el enent >
</ xs: sequence>
</ xs: conpl exType>
</ xs: el ement>
</ xs: sequence>
<xs:attribute type="xs:string" nanme="table"/>
<xs:attribute type="xs:string" name="type"/>
<xs:attribute type="xs:string" name="ts"/>
<xs:attribute type="xs:dateTime" name="current_ts"/>
<xs:attribute type="xs:long" nanme="pos"/>
<xs:attribute type="xs:short" name="nunCol s"/>
</ xs: conpl exType>
</ xs: el enent >
</ xs: schema>

13.5.4 XML Configuration

Table 13-11 Configuration Options
.

Properties Optional Legal Values Default Explanation
YIN

gg. handl er. nane.f Optional Any string Indicator to be inserted

ormat . i nsert OpKey into the output record to
indicate an insert
operation.

gg. handl er. name. f Optional Any string U Indicator to be inserted

or mat . updat eOpKey into the output record to
indicate an update
operation.
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Properties Optional Legal Values Default Explanation
YIN
gg. handl er. nane. f Optional Any string D Indicator to be inserted
ormat . del et eCpKey into the output record to
indicate a delete
operation.
gg. handl er. nane.f Optional Any string T Indicator to be inserted
ormat . t runcat eQpK into the output record to
ey indicate a truncate
operation.
gg. handl er. nane.f Optional Any legal UTF-8 (the XML Controls the output
ormat . encodi ng encoding default) encoding of generated
name or alias XML documents.
supported by
Java.
gg. handl er. name. f Optional true|false false Controls the output of
ormat . i ncl udePr ol an XML prolog on
0g generated XML
documents. The XML
prolog is optional for
well formed XML.
Sample XML prolog
looks like: <?xmi
version="1.0'
encodi ng=" UTF-8' 7>
gg. handl er. nane. f Optional true|false true Controls the format of

ormat . i so8601Form

at

the current timestamp
in the XML message.
Settofal seto
suppress the T between
the date and time and
instead include blank
space.

13.5.5 Sample Configuration

The following is sample configuration for the XML Formatter from the Java Adapter
properties file:

99.
99.
99.
99.
99.
99.
99.

handl er.
handl er.
handl er.
handl er.
handl er.
handl er.
handl er.

hdf s. f or mat
hdf s. f or mat

hdfs. for mat .
hdfs. for mat .
hdfs. for mat .
hdfs. for mat .

hdf s. f or mat

=xni

.insert QpKey=I

updat eOpKey=U

del et eOpKey=D
truncat eQpKey=T
encodi ng=l SO 8859- 1
.includeProl og=fal se

13.5.6 Metadata Change Events

The XML Formatter will seamlessly handle metadata change events. The format of the
XML document is such that a metadata change event does not even result in a change
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to the XML schema. The XML schema is designed to be generic so that the same
schema represents the data of any operation from any table.

The XML Formatter is capable of taking action with a metadata change event. This
assumes that the replicated database and upstream Oracle GoldenGate replication
process can propagate metadata change events. The format of the XML document is
such that a metadata change event does not result in a change to the XML schema.
The XML schema is generic so that the same schema represents the data of any
operation form any table. The resulting changes in the metadata will be reflected in
messages after the metadata change event. For example in the case of adding a
column, the new column and column data will begin showing up in XML messages for
that table after the metadata change event.

13.5.7 Primary Key Updates

ORACLE

Updates to a primary key require no special handling by the XML formatter. The XML
formatter creates messages that model the database operations. For update
operations, this includes before and after images of column values. Primary key
changes are simply represented in this format as a change to a column value just like
a change to any other column value
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Cassandra Handler Client Dependencies

This appendix lists the Cassandra client dependencies for Apache Cassandra.
Maven groupld: org.apache.cassandra

Maven atifactld: cassandra-clients

Maven version: the Cassandra version numbers listed for each section
Topics:

e Cassandra Datastax Java Driver 3.1.0 (page A-1)

A.1 Cassandra Datastax Java Driver 3.1.0

cassandra-driver-core-3.1.0.jar
cassandra-driver-extras-3.1.0.jar
cassandra-driver-mapping-3.1.0.jar
asmb5.0.3.jar

asmanal ysis-5.0.3.jar

asm conmmons-5.0.3.jar
asmtree-5.0.3.jar
asmutil-5.0.3.jar
guava-16.0.1.jar

Hdr H stogram 2.1.9.j ar
jackson-annot ations-2.6.0.jar
jackson-core-2.6.3.jar

j ackson- dat abi nd-2.6.3.jar
javax.json-api-1.0.jar
jffi-1.2.10.jar
jffi-1.2.10-native.jar
jnr-constants-0.9.0.jar
jnr-ffi-2.0.7.jar
jnr-posix-3.0.27.jar
jnr-x86asm1.0.2.jar
joda-tine-2.9.1.jar
z4-1.3.0.jar
metrics-core-3.1.2.jar
netty-buffer-4.0.37. Final.jar
netty-codec-4.0.37. Final.jar
netty-conmmon-4.0.37. Final.jar
netty-handl er-4.0.37.Final.jar
netty-transport-4.0.37.Final.jar
slfdj-api-1.7.7.jar
snappy-java-1.1.2.6.jar
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Elasticsearch Handler Client Dependencies

B.1 Elasticsearch Handler Client Dependencies

B.2 Elasticsearch 2.4.4 and Shield Plugin 2.2.2

ORACLE

This appendix lists the Elasticsearch transport client dependencies.

Maven groupld: or g. el asti csear ch

Maven atifactld: el asti csearch
Maven version: 2.2.0

Topics:

» Elasticsearch Handler Client Dependencies (page B-1)
* Elasticsearch 2.4.4 and Shield Plugin 2.2.2 (page B-1)
* Elasticsearch 5.1.2 with X-Pack 5.1.2 (page B-2)

This section lists the Elasticsearch client dependencies for each Elasticsearch version.

automaton-1. 11-8.j ar
comons-cli-1.3.1.jar
conpress-1zf-1.0.2.jar

el asticsearch-2.4.4.jar
guava-18.0.jar

Hdr Hi stogram 2. 1. 6. j ar
hppc-0.7.1.jar
jackson-core-2.8.1.jar

j ackson- dat af ormat - chor-2.8. 1. ar
jackson-dataformat-smile-2.8.1.jar
j ackson-dat af ormat-yam -2.8.1.j ar
joda-tine-2.9.5.jar
jsrl66e-1.1.0.jar

| ucene-anal yzers-comon-5.5. 2. jar
| ucene- backwar d- codecs-5.5. 2. j ar
| ucene-core-5.5.2.jar

| ucene-grouping-5.5.2.jar

| ucene-highlighter-5.5.2.jar

| ucene-join-5.5.2.jar

| ucene-nenmory-5.5.2.jar
lucene-msc-5.5.2.jar

| ucene-queries-5.5.2.jar

| ucene- queryparser-5.5.2.jar

| ucene-sandbox-5.5.2.jar

| ucene-spatial 3d-5.5.2.jar

| ucene-spatial-5.5.2.jar

| ucene-suggest-5.5.2.jar
netty-3.10.6.Final.jar
securesm1.0.jar

shield-2.2.2.jar
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B.3 Elasticsearch 5.1.2 with X-Pack 5.1.2

ORACLE

snakeyam - 1. 15. j ar

spatial 4j-0.5.jar
t-digest-3.0.jar
unboundi d- | dapsdk- 2. 3. 8. j ar

commons- codec- 1. 10. j ar
commns- 1 oggi ng-1.1. 3. jar

conpi
el ast

er-0.9.3.jar
csearch-5.1.2.jar

Hdr Hi stogram 2. 1. 6. j ar
hppc-0.7.1.jar
httpasyncclient-4.1.2.jar

httpc

ient-4.5.2.jar

httpcore-4.4.5.jar
httpcore-nio-4.4.5.jar
jackson-core-2.8.1.jar

j ackson-dat af ormat - chor-2.8.1.j ar

jackson-dataformat-snile-2.8.1.jar

j ackson-dat af ormat-yam -2.8.1.jar

j na-4.
j oda-t

2.2.jar
ime-2.9.5.jar

jopt-sinple-5.0.2.jar

| ang- must ache-client-5.1.2.jar

| ucene-anal yzers-common-6.3.0.jar
| ucene- backwar d- codecs-6. 3. 0. j ar
| ucene-core-6.3.0.jar

| ucene- grouping-6.3.0.jar

| ucene- hi ghlighter-6.3.0.jar

| ucene-join-6.3.0.jar

| ucene-nemory-6.3.0.jar

| ucene-msc-6.3.0.jar

| ucene-queries-6.3.0.jar

| ucene- queryparser-6.3.0.jar

| ucene- sandbox- 6. 3. 0. j ar

| ucene-spatial 3d-6.3.0.jar

| ucene-spatial-6.3.0.jar

| ucene-spatial -extras-6.3.0.jar
| ucene-suggest-6.3.0.jar

netty-
netty-
netty-
netty-
netty-
netty-
netty-
netty-
per col

3.10.6.Final.jar
buffer-4.1.6.Final.jar
codec-4.1.6.Final.jar
codec-http-4.1.6.Final.jar
common-4.1.6.Final.jar
handl er-4.1.6. Final.jar
resolver-4.1.6.Final.jar
transport-4.1.6.Final.jar
ator-client-5.1.2.jar

reindex-client-5.1.2.jar
rest-5.1.2.jar

securesm1.1.jar
snakeyam - 1. 15. j ar
t-digest-3.0.jar
transport-5.1.2.jar
transport-netty3-client-5.1.2.jar
transport-netty4-client-5.1.2.jar
X-pack-transport-5.1.2.jar

Appendix B
Elasticsearch 5.1.2 with X-Pack 5.1.2
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Flume Handler Client Dependencies

This appendix lists the Flume client dependencies for Apache Flume.
Maven groupld: or g. apache. f | ume

Maven atifactld: hadoop- ng- skd

Maven version: the Flume version numbers listed for each section
Topics:

e  Flume Client Dependencies (page C-1)

C.1 Flume Client Dependencies

This section lists the Flume client dependencies for each Flume version.

*  Flume 1.7.0 (page C-1)
*  Flume 1.6.0 (page C-1)
*  Flume 1.5.2 (page C-2)
*  Flume 1.4.0 (page C-2)

C.1.1 Flume 1.7.0

avro-1.7.4.jar
avro-ipc-1.7.4.jar
commons- codec-1. 4. j ar
commons-col | ections-3.2. 1.jar
commons-compress-1.4. 1. j ar
conmons- | ang-2.5.jar
commons- 1 ogging-1.1. 1.jar
flume-ng-sdk-1.7.0.jar
httpclient-4.1.3.jar
httpcore-4.1.3.jar
jackson-core-asl-1.8.8.jar
j ackson-mapper-asl-1.8.8.jar
jetty-6.1.26.jar
jetty-util-6.1.26.jar
libthrift-0.9.0.jar
netty-3.9.4.Final.jar
parananer-2.3.jar
slfdj-api-1.6.4.jar
snappy-java-1.0.4.1.jar
velocity-1.7.jar
xz-1.0.jar

C.1.2 Flume 1.6.0

avro-1.7.4.jar
avro-ipc-1.7.4.jar
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comons- codec- 1. 4. j ar
commons-col | ections-3.2.1.jar
commons-conpress-1.4. 1. ar
commons- | ang-2. 5. j ar
commons- 1 ogging-1.1.1.jar
flume-ng-sdk-1.6.0.jar
httpclient-4.1.3.ar
httpcore-4.1.3.jar
jackson-core-asl-1.8.8.jar

j ackson-mapper-asl-1.8.8.jar
jetty-6.1.26.jar
jetty-util-6.1.26.jar
libthrift-0.9.0.jar
netty-3.5.12. Final.jar
parananer-2.3.jar
slfdj-api-1.6.4.jar
snappy-java-1.0.4.1.jar
velocity-1.7.jar

xz-1.0.jar

C.1.3Flume 1.5.2

avro-1.7.3.jar
avro-ipc-1.7.3.jar

commons- codec-1. 3. j ar
commns-col | ections-3.2.1.jar
commons- | ang-2.5.jar
commns- 1 ogging-1.1. 1.jar
flune-ng-sdk-1.5.2.jar
httpclient-4.0.1.jar
httpcore-4.0.1.jar
jackson-core-asl-1.8.8.jar

j ackson-mapper-asl-1.8.8.jar
jetty-6.1.26.jar
jetty-util-6.1.26.jar
libthrift-0.7.0.jar
netty-3.5.12. Final.jar
parananer-2.3.jar
slfdj-api-1.6.4.jar
snappy-java-1.0.4.1.jar
velocity-1.7.jar

C.1.4 Flume 1.4.0

ORACLE

avro-1.7.3.jar
avro-ipc-1.7.3.jar

commons- codec-1. 3. j ar
commns-col | ections-3.2. 1.jar
commns-|ang-2.5.jar
commons- 1 ogging-1.1. 1.jar
flune-ng-sdk-1.4.0.jar
httpclient-4.0.1.jar
httpcore-4.0.1.jar
jackson-core-asl-1.8.8.jar

j ackson-mapper-asl-1.8.8.jar
jetty-6.1.26.jar
jetty-util-6.1.26.jar
libthrift-0.7.0.jar
netty-3.4.0.Final.jar
parananer-2.3.jar

Appendix C
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slfdj-api-1.6.4.jar
snappy-java-1.0.4.1.jar
velocity-1.7.jar
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HBase Handler Client Dependencies

This appendix lists the HBase client dependencies for Apache HBase. The hbase-
client-x.x.x.jar is not distributed with Apache HBase nor is it mandatory to be in the
classpath. The hbase-client-x.x. x.jar is an empty maven project with the purpose of
aggregating all of the HBase client dependencies.

* Maven groupld: or g. apache. hbase

e Maven atifactld: hbase- cl i ent

* Maven version: the HBase version numbers listed for each section
Topics:

e HBase Client Dependencies (page D-1)

D.1 HBase Client Dependencies

This section lists the Hadoop client dependencies for each HBase version.
 HBase 1.2.5 (page D-1)

 HBase 1.1.1 (page D-2)

e HBase 1.0.1.1 (page D-3)

D.1.1 HBase 1.2.5

ORACLE

activation-1.1.jar
apacheds-i 18n-2. 0. 0- ML5. j ar
apacheds- ker ber os- codec- 2. 0. 0- ML5. j ar
api -asnl-api-1.0.0-MO.jar
api-util-1.0.0-MO.jar
avro-1.7.4.jar

commons- beanutils-1.7.0.jar
commons- beanutils-core-1.8.0.jar
comons-cli-1.2.jar

comons- codec-1.9.jar
commons-col | ections-3.2.2.jar
commons-conpress-1.4. 1. ar
commons- configuration-1.6.jar
commons-di gester-1.8.jar
comons-el -1.0.j ar
comons-httpclient-3.1.jar
comons-i0-2.4.jar
commons- | ang- 2. 6. j ar
commons- | oggi ng-1. 2. j ar
comons-math3-3. 1. 1. jar
comons-net-3.1.jar
findbugs-annotations-1.3.9-1.jar
guava-12.0.1.jar

hadoop- annot ations-2.5.1.jar
hadoop-auth-2.5. 1. ar
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hadoop- common-2.5. 1. ar
hadoop- mapr educe-client-core-2.5.1.jar
hadoop-yarn-api-2.5.1.jar
hadoop- yarn-comon-2. 5. 1. ar
hantrest-core-1.3.jar
hbase-annotations-1.2.5.jar
hbase-client-1.2.5.ar
hbase- common-1.2.5.jar
hbase-protocol -1.2.5.jar
htrace-core-3. 1. 0-i ncubating.jar
httpclient-4.2.5.jar
httpcore-4.2.4.jar
jackson-core-asl-1.9.13.jar
j ackson- mapper-asl-1.9.13.jar
jaxb-api-2.2.2.jar
jcodings-1.0.8.jar
jdk.tools-1.6.jar
jetty-util-6.1.26.jar
joni-2.1.2.jar
jsch-0.1.42.jar
jsr305-1.3.9.jar
junit-4.12.jar
log4j-1.2.17.jar
metrics-core-2.2.0.jar
netty-3.6.2. Final.jar
netty-all-4.0.23. Final.jar
parananer-2.3.jar
protobuf-java-2.5.0.jar
slfdj-api-1.6.1.jar
slf4j-log4j12-1.6.1.jar
snappy-java-1.0.4.1.jar
stax-api-1.0-2.jar

xm enc-0.52.jar

xz-1.0.jar
zookeeper-3.4.6.jar

D.1.2 HBase 1.1.1

HBase 1.1.1 (HBase 1.1.0.1 is effectively the same, simply substitute 1.1.0.1 on the
libraries versioned as 1.1.1)

activation-1.1.jar
apacheds-i 18n-2. 0. 0- ML5. j ar
apacheds- ker ber os- codec- 2. 0. 0- ML5. j ar
api -asnl-api-1.0.0-MO.jar
api-util-1.0.0-M0.jar
avro-1.7.4.jar

conmons- beanutils-1.7.0.jar
conmons- beanutil s-core-1.8.0.jar
commons-cli-1.2.jar

conmons- codec-1.9.j ar
conmmons-col | ections-3.2.1.jar
conmons- conpress-1.4. 1. jar
conmons- configuration-1.6.jar
conmons-di gester-1.8.jar
conmons-el -1.0.jar

commons- httpclient-3.1.jar
conmons-i 0-2.4.jar
conmons- | ang- 2. 6. j ar
conmons- | oggi ng- 1. 2. j ar
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comons-math3-3. 1. 1. jar
comons-net-3.1.jar
findbugs-annotations-1.3.9-1.jar
guava-12.0.1.jar

hadoop- annot ations-2.5.1.jar
hadoop-auth-2.5. 1. ar

hadoop- commn-2.5. 1. ar
hadoop- mapr educe-client-core-2.5.1.jar
hadoop-yarn-api-2.5.1.jar
hadoop- yarn-comon-2. 5. 1. j ar
hantrest-core-1.3.jar
hbase-annotations-1.1.1.jar
hbase-client-1.1.1.jar
hbase-commn-1.1.1.jar
hbase-protocol-1.1.1.jar
htrace-core-3. 1. 0-i ncubating.jar
httpclient-4.2.5.jar
httpcore-4.2.4.jar
jackson-core-asl-1.9.13.jar

j ackson- mapper-asl-1.9.13.jar
jaxb-api-2.2.2.jar
jcodings-1.0.8.jar
jdk.tools-1.7.jar
jetty-util-6.1.26.jar
joni-2.1.2.jar
jsch-0.1.42.jar
jsr305-1.3.9.jar
junit-4.11.jar
log4j-1.2.17.jar

netty-3.6.2. Final.jar
netty-all-4.0.23. Final.jar
parananer-2.3.jar
protobuf-java-2.5.0.jar
slfdj-api-1.6.1.jar
slf4j-log4j12-1.6.1.jar
snappy-java-1.0.4.1.jar
stax-api-1.0-2.jar

xm enc-0.52.jar

xz-1.0.jar
zookeeper-3.4.6.jar

D.1.3HBase 1.0.1.1

activation-1.1.jar
apacheds-i 18n-2. 0. 0- ML5. j ar
apacheds- ker ber os- codec- 2. 0. 0- ML5. j ar
api -asnl-api-1.0.0-MO.jar
api-util-1.0.0-M0.jar
avro-1.7.4.jar

commons- beanutils-1.7.0.jar
commns- beanutils-core-1.8.0.jar
commons-cli-1.2.jar

commns- codec-1.9.jar
commns-col | ections-3.2. 1.jar
commons-compress-1.4. 1. j ar
commns-configuration-1.6.jar
commons-di gester-1.8.jar
commons-el-1.0.jar
commns-httpclient-3.1.jar
commons-i0-2. 4. jar

ORACLE D-3



Appendix D
HBase Client Dependencies

commons- | ang- 2. 6. j ar
commons- | oggi ng-1. 2. j ar
comons-math3-3. 1. 1. jar
comons-net-3. 1. ar
findbugs-annotations-1.3.9-1.jar
guava-12.0.1.jar

hadoop- annot ations-2.5.1.jar
hadoop-auth-2.5.1.jar
hadoop- commn-2.5. 1. ar
hadoop- mapr educe-client-core-2.5.1.jar
hadoop-yarn-api-2.5.1.jar
hadoop- yarn-comon-2.5. 1. j ar
hantrest-core-1.3.jar
hbase-annotations-1.0.1.1.jar
hbase-client-1.0.1.1.jar
hbase-common-1.0.1.1.jar
hbase-protocol-1.0.1.1.jar
htrace-core-3.1.0-incubating.]jar
httpclient-4.2.5.jar
httpcore-4.2.4.jar
jackson-core-asl-1.8.8.jar

j ackson-mapper-asl-1.8.8.jar
jaxb-api-2.2.2.jar
jcodings-1.0.8.jar
jdk.tools-1.7.jar
jetty-util-6.1.26.jar
joni-2.1.2.jar
jsch-0.1.42.jar
jsr305-1.3.9.jar
junit-4.11.jar
log4j-1.2.17.jar
netty-3.6.2. Final.jar
netty-all-4.0.23. Final.jar
parananer-2.3.jar
protobuf-java-2.5.0.jar
slfdj-api-1.6.1.jar
slf4j-log4j12-1.6.1.jar
snappy-java-1.0.4.1.jar
stax-api-1.0-2.jar

xm enc-0.52. jar

xz-1.0.jar
zookeeper-3.4.6.jar
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HDFS Handler Client Dependencies

This appendix lists the HDFS client dependencies for Apache Hadoop. The hadoop-
client-x.x.x.jar is not distributed with Apache Hadoop nor is it mandatory to be in the
classpath. The hadoop-client-x.x.x.jar isan empty maven project with the purpose of
aggregating all of the Hadoop client dependencies.

Maven groupld: or g. apache. hadoop

Maven atifactld: hadoop- cl i ent

Maven version: the HDFS version numbers listed for each section
Topics:

* Hadoop Client Dependencies (page E-1)

E.1 Hadoop Client Dependencies

This section lists the Hadoop client dependencies for each HDFS version.

« HDFS 2.8.0 (page E-1)
«  HDFS 2.7.1 (page E-2)
«  HDFS 2.6.0 (page E-4)
«  HDFS 2.5.2 (page E-5)
«  HDFS 2.4.1 (page E-6)
«  HDFS 2.3.0 (page E-7)
«  HDFS 2.2.0 (page E-8)

E.1.1HDFS 2.8.0

activation-1.1.jar
apacheds-i 18n-2. 0. 0- ML5. j ar
apacheds- ker ber os- codec- 2. 0. 0- ML5. j ar
api -asnl-api-1.0.0-MO.jar
api-util-1.0.0-MO.jar
avro-1.7.4.jar

commons- beanutils-1.7.0.jar
commons- beanutils-core-1.8.0.jar
comons-cli-1.2.jar

comons- codec-1.9.jar
commons-col | ections-3.2.1.jar
commons-conpress-1.4. 1. ar
commons- configuration-1.6.jar
comons-di gester-1.8.jar
comons-el -1.0.j ar
comons-httpclient-3.1.jar
commons-i0-2.4.jar
commons- | ang- 2. 6. j ar

ORACLE E-1



Appendix E
Hadoop Client Dependencies

commons- | oggi ng-1. 2. j ar
comons-math3-3. 1. 1. jar
comons-net-3.1.jar
findbugs-annotations-1.3.9-1.jar
guava-12.0.1.jar

hadoop- annot ations-2.5.1.jar
hadoop-auth-2.5.1.jar
hadoop- commn-2.5. 1. ar
hadoop- mapr educe-client-core-2.5.1.jar
hadoop-yarn-api-2.5.1.jar
hadoop- yarn-common-2.5. 1. j ar
hantrest-core-1.3.jar
hbase-annotations-1.0.1.1.jar
hbase-client-1.0.1.1.jar
hbase-common-1.0.1.1.jar
hbase-protocol-1.0.1. 1.jar
htrace-core-3.1.0-incubating.]jar
httpclient-4.2.5.jar
httpcore-4.2.4.jar
jackson-core-asl-1.8.8.jar

j ackson-mapper-asl-1.8.8.jar
jaxb-api-2.2.2.jar
jcodings-1.0.8.jar
jdk.tools-1.7.jar
jetty-util-6.1.26.jar
joni-2.1.2.jar
jsch-0.1.42.jar
jsr305-1.3.9.jar
junit-4.11.jar
log4j-1.2.17.jar
netty-3.6.2. Final.jar
netty-all-4.0.23. Final.jar
parananer-2.3.jar
protobuf-java-2.5.0.jar
slfdj-api-1.6.1.jar
slf4j-log4j12-1.6.1.jar
snappy-java-1.0.4.1.jar
stax-api-1.0-2.jar

xm enc-0.52. jar

xz-1.0.jar
zookeeper-3.4.6.jar

E.12HDFS 2.7.1

HDFS 2.7.1 (HDFS 2.7.0 is effectively the same, simply substitute 2.7.0 on the
libraries versioned as 2.7.1)

activation-1.1.jar
apacheds-i 18n-2. 0. 0- ML5. j ar
apacheds- ker ber os- codec- 2. 0. 0- ML5. j ar
api -asnl-api-1.0.0-MO.jar
api-util-1.0.0-M0.jar
avro-1.7.4.jar

conmons- beanutils-1.7.0.jar
conmons- beanutil s-core-1.8.0.jar
commons-cli-1.2.jar

conmons- codec-1. 4. j ar
conmmons-col | ections-3.2. 1. jar
conmons- conpress-1.4. 1. jar
conmmons- configuration-1.6.jar
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commons-di gester-1.8.jar
comons-httpclient-3.1.jar
commons-i0-2.4.jar
commons- | ang- 2. 6. j ar
commons- 1 ogging-1.1.3.jar
comons-math3-3. 1. 1. jar
comons-net-3.1.jar
curator-client-2.7.1.jar
curator-framework-2.7.1.jar
curator-recipes-2.7.1.jar
gson-2.2.4.jar

guava-11.0.2.jar

hadoop-annot ations-2.7.1.jar
hadoop-auth-2.7.1.jar
hadoop-client-2.7.1.jar

hadoop- common-2.7. 1. ar

hadoop- hdfs-2.7.1.jar

hadoop- mapr educe-client-app-2.7.1.jar
hadoop- mapr educe-client-comon-2.7.1.jar
hadoop- mapr educe-client-core-2.7.1.jar
hadoop- mapr educe-client-jobclient-2.7.1.jar
hadoop- mapreduce-client-shuffle-2.7.1.jar
hadoop-yarn-api-2.7.1.jar
hadoop-yarn-client-2.7.1.ar
hadoop- yarn-comon-2.7. 1. ar
hadoop- yarn-server-common-2.7. 1. jar
htrace-core-3.1.0-incubating.]jar
httpclient-4.2.5.jar
httpcore-4.2.4.jar
jackson-core-asl-1.9.13.jar
jackson-jaxrs-1.9.13.jar

j ackson-mapper-asl-1.9.13.jar
jackson-xc-1.9.13.jar
jaxb-api-2.2.2.jar
jersey-client-1.9.jar
jersey-core-1.9.jar
jetty-util-6.1.26.jar
jsp-api-2.1.jar

jsr305-3.0.0.jar

I evel dbjni-all-1.8.jar
log4j-1.2.17.jar
netty-3.7.0.Final.jar
netty-all-4.0.23. Final.jar
parananer-2.3.jar
protobuf-java-2.5.0.jar
servlet-api-2.5.jar
slf4j-api-1.7.10.jar
slf4j-1og4j12-1.7.10.jar
snappy-java-1.0.4.1.jar
stax-api-1.0-2.jar
xerceslnpl-2.9.1.jar

xm -apis-1.3.04.jar

xm enc-0.52.jar

xz-1.0.jar

zookeeper-3.4.6.jar
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E.1.3 HDFS 2.6.0

ORACLE

activation-1.1.jar
apacheds-i 18n-2. 0. 0- ML5. j ar

apacheds- ker ber os- codec- 2. 0. 0- ML5. j ar
api -asnl-api-1.0.0-MO.jar
api-util-1.0.0-M0.jar

avro-1.7.4.jar

commns- beanutils-1.7.0.jar

commns- beanutils-core-1.8.0.jar
commns-cli-1.2.jar

commons- codec-1. 4. j ar
commns-col | ections-3.2.1.jar
cormmons-compress-1.4. 1. j ar
commns-configuration-1.6.jar
commons-di gester-1.8.jar
commns-httpclient-3.1.jar
commons-i 0-2. 4. jar
commons- | ang-2. 6. ar
commns- 1 ogging-1.1. 3. jar

commns- math3-3. 1. 1. ar
commons-net-3.1.jar
curator-client-2.6.0.jar
curator-framework-2.6.0.jar
curator-recipes-2.6.0.jar
gson-2.2.4.jar

guava-11.0.2.jar

hadoop- annot ati ons-2.6.0. | ar
hadoop-auth-2.6.0.jar
hadoop-client-2.6.0.jar

hadoop- comon- 2. 6. 0. j ar
hadoop-hdfs-2.6.0.jar

hadoop- mapreduce-client-app-2.6.0.jar
hadoop- mapr educe-cl i ent - cormon-2. 6. 0. j ar
hadoop- mapr educe-client-core-2.6.0.jar
hadoop- mapr educe-client-jobclient-2.6.0.jar
hadoop- mapr educe-client-shuffle-2.6.0.jar
hadoop-yarn-api -2.6.0.jar
hadoop-yarn-client-2.6.0.jar

hadoop- yarn-conmon- 2. 6. 0. j ar

hadoop- yar n- server - comon- 2. 6. 0. j ar
htrace-core-3.0.4.jar
httpclient-4.2.5.jar
httpcore-4.2.4.jar

j ackson-core-asl-1.9.13.jar
jackson-jaxrs-1.9.13.jar

j ackson-mapper-asl-1.9.13.jar
jackson-xc-1.9.13.jar
jaxb-api-2.2.2.jar
jersey-client-1.9.jar
jersey-core-1.9.jar
jetty-util-6.1.26.jar
jsr305-1.3.9.jar

| evel dbjni-all-1.8.jar
logdj-1.2.17.jar

netty-3.6.2. Final.jar
parananer-2.3.jar
protobuf-java-2.5.0.jar
servlet-api-2.5.jar

Appendix E
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slfdj-api-1.7.5.jar
slf4j-log4j12-1.7.5.jar
snappy-java-1.0.4.1.jar
stax-api-1.0-2.jar
xerceslnpl-2.9.1.jar

xm -apis-1.3.04.jar

xm enc-0.52.jar
xz-1.0.jar
zookeeper-3.4.6.jar

E.1.4 HDFS 2.5.2

ORACLE

HDFS 2.5.2 (HDFS 2.5.1 and 2.5.0 are effectively the same, simply substitute 2.5.1 or
2.5.0 on the libraries versioned as 2.5.2)

activation-1.1.jar
apacheds-i 18n-2. 0. 0- ML5. j ar

apacheds- ker ber os- codec- 2. 0. 0- ML5. j ar
api -asnl-api-1.0.0-MO.jar
api-util-1.0.0-M0.jar

avro-1.7.4.jar

conmons- beanutils-1.7.0.jar

conmmons- beanutil s-core-1.8.0.jar
commons-cli-1.2.jar

conmons- codec-1. 4. j ar
conmmons-col | ections-3.2.1.jar
conmons- conpress-1.4. 1. jar

conmons- configuration-1.6.jar
conmons-di gester-1.8.jar

commons- httpclient-3.1.jar

conmons-i 0-2.4.jar
conmons- | ang- 2. 6. j ar
conmons- | oggi ng-1.1. 3. jar

conmons- math3-3. 1. 1. ar
conmons-net-3. 1. ar

guava-11.0.2.jar

hadoop- annot ati ons-2.5. 2. j ar
adoop-auth-2.5.2.jar
hadoop-client-2.5.2.jar

hadoop- common-2.5. 2. j ar

hadoop- hdfs-2.5.2.jar

hadoop- mapreduce-client-app-2.5.2.jar
hadoop- mapr educe- cl i ent - cormon- 2. 5. 2. j ar
hadoop- mapr educe-client-core-2.5.2.jar
hadoop- mapreduce-client-jobclient-2.5.2.jar
hadoop- mapr educe-client-shuffle-2.5.2.jar
hadoop-yarn-api-2.5.2.jar
hadoop-yarn-client-2.5.2.jar

hadoop- yarn-common- 2. 5. 2. j ar

hadoop- yar n- server-comon-2.5. 2. j ar
httpclient-4.2.5.jar
httpcore-4.2.4.jar

j ackson-core-asl-1.9.13.jar
jackson-jaxrs-1.9.13.jar

j ackson- mapper-asl-1.9.13.jar
jackson-xc-1.9.13.jar
jaxb-api-2.2.2.jar
jersey-client-1.9.jar
jersey-core-1.9.jar
jetty-util-6.1.26.jar
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jsr305-1.3.9.jar

| evel dbjni-all-1.8.jar
log4j-1.2.17.jar
netty-3.6.2. Final.jar
parananer-2.3.jar
protobuf-java-2.5.0.jar
servlet-api-2.5.jar
slfdj-api-1.7.5.jar
slf4j-log4j12-1.7.5.jar
snappy-java-1.0.4.1.jar
stax-api-1.0-2.jar

xm enc-0.52.jar
xz-1.0.jar
zookeeper-3.4.6.jar

E.15HDFS 24.1

ORACLE

HDFS 2.4.1 (HDFS 2.4.0 is effectively the same, simply substitute 2.4.0 on the
libraries versioned as 2.4.1)

activation-1.1.jar

avro-1.7.4.jar

conmons- beanutils-1.7.0.jar

conmons- beanut il s-core-1.8.0.jar
commons-cli-1.2.jar

conmons- codec-1. 4. j ar
conmons-col | ections-3.2.1.jar

conmons- conpress-1.4. 1. jar

conmons- configuration-1.6.jar
conmons-di gester-1.8.jar

conmons- httpclient-3.1.jar
conmons-i0-2.4.jar
conmons- | ang- 2. 6. j ar
conmons- | oggi ng-1.1. 3. jar

conmons- math3-3. 1. 1. ar
conmons-net-3. 1. ar

guava-11.0.2.jar
hadoop-annotations-2.4.1.jar
hadoop-auth-2.4.1.jar
hadoop-client-2.4.1.jar
hadoop-hdfs-2.4.1.jar

hadoop- mapreduce-client-app-2.4.1.jar
hadoop- mapr educe-cl i ent - cormon-2. 4. 1. j ar
hadoop- mapr educe-client-core-2.4.1.jar
hadoop- mapreduce-client-jobclient-2.4.1.jar
hadoop- mapreduce-client-shuffle-2.4.1.jar
hadoop-yarn-api-2.4.1.jar
hadoop-yarn-client-2.4.1.jar

hadoop- yarn-comon-2. 4. 1. j ar

hadoop- yarn-server-comon-2.4. 1. jar
httpclient-4.2.5.jar
httpcore-4.2.4.jar
jackson-core-asl-1.8.8.jar

j ackson- mapper-asl-1.8.8.jar
jaxb-api-2.2.2.jar
jersey-client-1.9.jar
jersey-core-1.9.jar
jetty-util-6.1.26.jar

jsr305-1.3.9.jar

log4j-1.2.17.jar
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parananer-2.3.jar
protobuf-java-2.5.0.jar
servlet-api-2.5.jar
slfdj-api-1.7.5.jar
slf4j-log4j12-1.7.5.jar
snappy-java-1.0.4.1.jar
stax-api-1.0-2.jar

xm enc-0.52.jar
xz-1.0.jar
zookeeper-3.4.5.jar
hadoop- common-2.4. 1. ar

E.1.6 HDFS 2.3.0

ORACLE

activation-1.1.jar

avro-1.7.4.jar

commons- beanutils-1.7.0.jar

commns- beanutils-core-1.8.0.jar
commns-cli-1.2.jar

commons- codec-1. 4. j ar
commns-col | ections-3.2.1.jar
cormmons-compress-1.4. 1. j ar
commns-configuration-1.6.jar
commons-di gester-1.8.jar
commns-httpclient-3.1.jar
commons-i 0-2. 4. jar
commons- | ang-2. 6. ar
commns- 1 ogging-1.1. 3. jar

commns- math3-3. 1. 1. ar
commons-net-3.1.jar

guava-11.0.2.jar
hadoop-annot ati ons-2.3.0.j ar
hadoop-auth-2.3.0.jar
hadoop-client-2.3.0.jar

hadoop- comon-2.3. 0. ar
hadoop-hdfs-2.3.0.jar

hadoop- mapreduce-client-app-2.3.0.jar
hadoop- mapr educe-cl i ent - cormon-2. 3. 0. j ar
hadoop- mapr educe-client-core-2.3.0.jar
hadoop- mapreduce-client-jobclient-2.3.0.jar
hadoop- mapr educe-client-shuffle-2.3.0.jar
hadoop-yarn-api -2.3.0.jar
hadoop-yarn-client-2.3.0.jar

hadoop- yarn-common-2. 3. 0. j ar

hadoop- yar n-server-common-2. 3. 0. j ar
httpclient-4.2.5.jar
httpcore-4.2.4.jar
jackson-core-asl-1.8.8.jar

j ackson-mapper-asl-1.8.8.jar
jaxb-api-2.2.2.jar
jersey-core-1.9.jar
jetty-util-6.1.26.jar
jsr305-1.3.9.jar

logdj-1.2.17.jar

parananer-2.3.jar
protobuf-java-2.5.0.jar
servlet-api-2.5.jar

slfdj-api-1.7.5.jar
sl fdj-logd4j12-1.7.5.jar
snappy-java-1.0.4.1.jar
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stax-api-1.0-2.jar
xm enc-0.52.jar
xz-1.0.jar
zookeeper-3.4.5.jar

E.1.7HDFS 2.2.0

ORACLE

activation-1.1.jar

aopal i ance-1.0.jar

asm3.1.jar

avro-1.7.4.jar

commons- beanutils-1.7.0.jar
commns- beanutils-core-1.8.0.jar
commns-cli-1.2.jar

commons- codec-1. 4. j ar
commns-col | ections-3.2.1.jar
cormmons-compress-1.4. 1. j ar
commns-configuration-1.6.jar
commons-di gester-1.8.jar
commns-httpclient-3.1.jar
commons-i0-2.1.jar
commons- | ang-2.5.jar
commns- 1 ogging-1.1. 1.jar
commons-math-2.1.jar
commons-net-3.1.jar

gnbal - api -onl y-3. 0. 0-b023. j ar
grizzly-framework-2.1.2.jar
grizzly-http-2.1.2.jar
grizzly-http-server-2.1.2.jar
grizzly-http-servliet-2.1.2.jar
grizzly-rcm2.1.2.jar
guava-11.0.2.jar

guice-3.0.jar

hadoop- annot ati ons-2.2.0.j ar
hadoop-auth-2.2.0.jar
hadoop-client-2.2.0.jar

hadoop- comon-2.2. 0. ar
hadoop-hdfs-2.2.0.jar

hadoop- mapreduce-client-app-2.2.0.jar
hadoop- mapr educe-cl i ent - cormon-2. 2. 0. j ar
hadoop- mapr educe-client-core-2.2.0.jar
hadoop- mapreduce-client-jobclient-2.2.0.jar
hadoop- mapr educe-client-shuffle-2.2.0.jar
hadoop-yarn-api -2.2.0.jar
hadoop-yarn-client-2.2.0.jar
hadoop- yarn-common-2. 2. 0. j ar
hadoop- yar n-server-comon-2. 2. 0. j ar
jackson-core-asl-1.8.8.jar
jackson-jaxrs-1.8.3.jar

j ackson-mapper-asl-1.8.8.jar
jackson-xc-1.8.3.jar
javax.inject-1.jar
javax.servlet-3.1.jar
javax.servlet-api-3.0.1.jar
jaxb-api-2.2.2.jar
jaxb-inpl-2.2.3-1.jar
jersey-client-1.9.jar
jersey-core-1.9.jar
jersey-grizzly2-1.9.jar
jersey-guice-1.9.jar
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jersey-json-1.9.jar
jersey-server-1.9.jar
jersey-test-framework-core-1.9.jar
jersey-test-framework-grizzly2-1.9.jar
jettison-1.1.jar
jetty-util-6.1.26.jar
jsr305-1.3.9.jar

log4j-1.2.17.jar
managenent - api - 3. 0. 0- b012. j ar
parananer-2.3.jar
protobuf-java-2.5.0.jar
slfdj-api-1.7.5.jar
slf4j-log4j12-1.7.5.jar
snappy-java-1.0.4.1.jar
stax-api-1.0.1.jar

xm enc-0.52.jar

xz-1.0.jar

zookeeper-3.4.5.jar
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Kafka Handler Client Dependencies

This appendix lists the Kafka client dependencies for Apache Kafka.
Maven groupld: or g. apache. kaf ka

Maven atifactld: kaf ka-clients

Maven version: the Kafka version numbers listed for each section
Topics:

» Kafka Client Dependencies (page F-1)

F.1 Kafka Client Dependencies

This section lists the Kafka client dependencies for each Kafka version.

» Kafka 0.11.0.0 (page F-1)
» Kafka 0.10.2.0 (page F-1)
» Kafka 0.10.1.1 (page F-1)
» Kafka 0.10.0.1 (page F-2)
» Kafka 0.9.0.1 (page F-2)

F.1.1 Kafka 0.11.0.0

kafka-clients-0.11.0.0.jar
1z4-1.3.0.jar
slfdj-api-1.7.25.jar
shappy-java-1.1.2.6.jar

F.1.2 Kafka 0.10.2.0

kafka-clients-0.10.2.0.jar
1z4-1.3.0.jar
slfd4j-api-1.7.21.ar
snappy-java-1.1.2.6.jar

F.1.3 Kafka 0.10.1.1

kafka-clients-0.10.1.1.jar
1z4-1.3.0.jar
slfd4j-api-1.7.21.ar
snappy-java-1.1.2.6.jar

ORACLE
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F.1.4 Kafka 0.10.0.1

kaf ka-clients-0.10.0.1.jar
lz4-1.3.0.jar
slfdj-api-1.7.21.jar
snappy-java-1.1.2.6.jar

F.1.5 Kaftka 0.9.0.1

ORACLE

kafka-clients-0.9.0.1.jar
lz4-1.2.0.jar
slfdj-api-1.7.6.jar
snappy-java-1.1.1.7.jar
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Kafka Connect Handler Client
Dependencies

This appendix lists the Kafka Connect client dependencies for Apache Kafka.
Maven groupld: or g. apache. kaf ka

Maven artifactld: kaf ka_2. 11 & connect-j son

Maven version: the Kafka Connect version numbers listed for each section
Topics:

» Kafka Connect Client Dependencies (page G-1)

*  Confluent 10 Avro Converter and Schema Registry (page G-3)

G.1 Kafka Connect Client Dependencies

This section lists the Kafka Connect client dependencies for each Kafka version.

* Kafka 0.11.0.0 (page G-1)
» Kafka 0.10.2.0 (page G-2)
» Kafka 0.10.2.0 (page G-2)
» Kafka 0.10.0.0 (page G-2)
» Kafka 0.9.0.1 (page G-3)

G.1.1 Kaftka 0.11.0.0

connect-api-0.11.0.0.jar
connect-json-0.11.0.0.jar

j ackson-annotations-2.8.0.jar
jackson-core-2.8.5.jar

j ackson-dat abi nd-2.8.5.jar
jopt-sinple-5.0.3.jar
kafka_2.11-0.11.0.0.jar
kafka-clients-0.11.0.0.jar
log4j-1.2.17.jar
1z4-1.3.0.jar
metrics-core-2.2.0.jar
scala-library-2.11. 11.jar
scal a- parser-conbi nators_2.11-1.0.4.jar
slfdj-api-1.7.25.jar
slfdj-log4j12-1.7.25.jar
snappy-java-1.1.2.6.jar
zkclient-0.10.jar
zookeeper-3.4.10.jar

ORACLE
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G.1.2 Kafka 0.10.2.0

connect-api-0.10.2.0.jar
connect-json-0.10.2.0.jar

j ackson-annotations-2.8.0.jar
jackson-core-2.8.5.jar

j ackson-dat abi nd-2.8.5.jar
jopt-sinple-5.0.3.jar
kafka_2.11-0.10.2.0.jar

kaf ka-clients-0.10.2.0.jar
logdj-1.2.17.jar
lz4-1.3.0.jar
metrics-core-2.2.0.jar
scala-library-2.11.8.jar

scal a- parser-conbi nators_2.11-1.0.4.jar
slfdj-api-1.7.21.jar
slfdj-log4j12-1.7.21.jar
snappy-java-1.1.2.6.jar
zkclient-0.10.jar
zookeeper-3.4.9.jar

G.1.3 Kafka 0.10.2.0

connect-api-0.10.1.1.jar
connect-json-0.10.1. 1. jar

j ackson-annotations-2.6.0.jar
jackson-core-2.6.3.jar

j ackson-dat abind-2.6.3.jar
jline-0.9.94.jar
jopt-sinple-4.9.jar
kafka_2.11-0.10.1. 1.jar
kafka-clients-0.10.1.1.jar
logdj-1.2.17.jar
1z4-1.3.0.jar
metrics-core-2.2.0.jar
netty-3.7.0.Final.jar
scala-library-2.11.8.jar

scal a- parser-conbi nators_2.11-1.0.4.jar
slfdj-api-1.7.21.jar
slfdj-logd4j12-1.7.21.jar
snappy-java-1.1.2.6.jar
zkclient-0.9.jar
zookeeper-3.4.8.jar

G.1.4 Kafka 0.10.0.0

activation-1.1.jar
connect-api-0.10.0.0.jar
connect-json-0.10.0.0.jar
j ackson-annotations-2.6.0.jar
jackson-core-2.6.3.jar

j ackson-dat abind-2.6.3.jar
jline-0.9.94.jar
jopt-sinple-4.9.jar
junit-3.8.1.jar
kafka_2.11-0.10.0.0.jar
kaf ka-clients-0.10.0.0.jar
log4j-1.2.15.jar
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1z4-1.3.0.jar
mail-1.4.jar
metrics-core-2.2.0.jar
netty-3.7.0.Final.jar
scala-library-2.11.8.jar

scal a- parser-conbinators_2.11-1.0. 4. ar

slfdj-api-1.7.21.jar
slf4j-log4j12-1.7.21.ar
snappy-java-1.1.2.4.jar
zkclient-0.8.jar
zookeeper-3.4.6.jar

G.1.5 Kafka 0.9.0.1

activation-1.1.jar
connect-api-0.9.0.1.jar
connect-json-0.9.0.1.jar

j ackson-annotations-2.5.0.jar
jackson-core-2.5.4.jar

j ackson-databind-2.5.4.jar
jline-0.9.94.jar
jopt-sinple-3.2.jar
junit-3.8.1.jar
kafka_2.11-0.9.0.1.jar
kafka-clients-0.9.0.1.jar
logdj-1.2.15.jar
lz4-1.2.0.jar

mail-1.4.jar
metrics-core-2.2.0.jar
netty-3.7.0.Final.jar
scala-library-2.11.7.jar

scal a- parser-conbi nators_2.11-1.0.4.jar

scala-xm _2.11-1.0.4.jar
slfdj-api-1.7.6.jar
slfdj-log4j12-1.7.6.jar
snappy-java-1.1.1.7.jar
zkclient-0.7.jar
zookeeper-3.4.6.jar

Appendix G
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G.2 Confluent 10 Avro Converter and Schema Registry

Additional Dependencies for the Confluent IO Avro Converter and Schema Registry
are as follows:

ORACLE

Topics:

Confluent 10 3.2.1 (page G-4)
Confluent 10 3.2.0 (page G-4)
Confluent 10 3.2.1 (page G-4)
Confluent 10 3.1.1 (page G-5)
Confluent 10 3.0.1 (page G-5)
Confluent 10 2.0.1 (page G-6)
Confluent 10 2.0.1 (page G-6)
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G.2.1 Confluent 10 3.2.1

avro-1.7.7.jar
commn-config-3.2.1.jar
commons-compress-1.4. 1. j ar
commn-utils-3.2.1.jar

j ackson-annotations-2.5.0.jar
jackson-core-2.5.4.jar

j ackson-core-asl-1.9.13.jar

j ackson-databind-2.5.4.jar

j ackson- mapper-asl-1.9.13.jar
jline-0.9.94.jar

kaf ka-avro-serializer-3.2.1.jar
kaf ka-schema-registry-client-3.2.1.jar
logdj-1.2.17.jar
netty-3.7.0.Final.jar
parananer-2.3.jar
slfdj-api-1.6.4.jar
slfdj-log4j12-1.7.6.jar
snappy-java-1.0.5.jar
xz-1.0.jar

zkclient-0.10.jar
zookeeper-3.4.8.jar

G.2.2 Confluent 10 3.2.0

avro-1.7.7.jar
commn-config-3.2.0.jar
cormmons-compress-1.4.1.j ar
commn-utils-3.2.0.jar

j ackson-annotations-2.5.0.jar
jackson-core-2.5.4.jar

j ackson-core-asl-1.9.13.jar

j ackson-databind-2.5.4.jar

j ackson-mapper-asl-1.9.13.jar
jline-0.9.94.jar

kaf ka-avro-serializer-3.2.0.jar
kaf ka-schema-registry-client-3.2.0.jar
logdj-1.2.17.jar
netty-3.7.0.Final.jar
parananer-2.3.jar
slfdj-api-1.6.4.jar
slf4j-log4j12-1.7.6.jar
snappy-java-1.0.5.jar
xz-1.0.jar

zkclient-0.10.jar
zookeeper-3.4.8.jar

G.2.3 Confluent 10 3.2.1

avro-1.7.7.jar
common-config-3.1.2.jar
commons-compress-1.4. 1. j ar
commn-utils-3.1.2.jar

j ackson-annotations-2.5.0.jar
jackson-core-2.5.4.jar

j ackson-core-asl-1.9.13.jar

j ackson-databind-2.5.4.jar
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j ackson- mapper-asl-1.9.13.jar
jline-0.9.94.jar

kaf ka-avro-serializer-3.1.2.jar
kaf ka-schema-registry-client-3.1.2.jar
log4j-1.2.17.jar
netty-3.7.0.Final.jar
parananer-2.3.jar
slfdj-api-1.6.4.jar
slf4j-log4j12-1.7.6.jar
snappy-java-1.0.5.jar
xz-1.0.jar

zkclient-0.9.jar
zookeeper-3.4.8.jar

G.2.4 Confluent 10 3.1.1

avro-1.7.7.jar
commn-config-3.1.1.jar
cormmons-compress-1.4. 1. j ar
commn-utils-3.1.1.jar

j ackson-annotations-2.5.0.jar
jackson-core-2.5.4.jar

j ackson-core-asl-1.9.13.jar

j ackson-databind-2.5.4.jar

j ackson-mapper-asl-1.9.13.jar
jline-0.9.94.jar

kaf ka-avro-serializer-3.1.1.jar
kaf ka-schema-registry-client-3.1.1.jar
logdj-1.2.17.jar
netty-3.7.0.Final.jar
parananer-2.3.jar
slfdj-api-1.6.4.jar
slfdj-logd4j12-1.7.6.jar
snappy-java-1.0.5.jar
xz-1.0.jar

zkclient-0.9.jar
zookeeper-3.4.8.jar

G.2.5 Confluent 10 3.0.1

avro-1.7.7.jar
commn-config-3.0.1.jar
cormmons-compress-1.4.1.j ar
commn-utils-3.0.1.jar

j ackson-annotations-2.5.0.jar
jackson-core-2.5.4.jar

j ackson-core-asl-1.9.13.jar

j ackson-dat abind-2.5.4.jar

j ackson-mapper-asl-1.9.13.jar
jline-0.9.94.jar
junit-3.8.1.jar

kaf ka-avro-serializer-3.0.1.jar
kaf ka-schema-registry-client-3.0.1.jar
logdj-1.2.17.jar
netty-3.2.2.Final.jar
parananer-2.3.jar
slfdj-api-1.6.4.jar
slfdj-log4j12-1.7.6.jar
snappy-java-1.0.5.jar
xz-1.0.jar
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zkclient-0.5.jar
zookeeper-3.4.3.jar

G.2.6 Confluent 10 2.0.1

avro-1.7.7.jar
commn-config-2.0.1.jar
commons-compress-1.4. 1. j ar
commn-utils-2.0.1.jar

j ackson-annotations-2.5.0.jar
jackson-core-2.5.4.jar

j ackson-core-asl-1.9.13.jar

j ackson-databind-2.5.4.jar

j ackson- mapper-asl-1.9.13.jar
jline-0.9.94.jar
junit-3.8.1.jar

kaf ka-avro-serializer-2.0.1.jar
kaf ka- schema-registry-client-2.0.1.jar
logdj-1.2.17.jar
netty-3.2.2.Final.jar
parananer-2.3.jar
slfdj-api-1.6.4.jar
slfdj-log4j12-1.7.6.jar
snappy-java-1.0.5.jar
xz-1.0.jar

zkclient-0.5.jar
zookeeper-3.4.3.jar

G.2.7 Confluent 10 2.0.1

avro-1.7.7.jar
commn-config-2.0.0.jar
commons-compress-1.4.1.j ar
commn-utils-2.0.0.jar

j ackson-annotations-2.5.0.jar
jackson-core-2.5.4.jar

j ackson-core-asl-1.9.13.jar

j ackson-dat abind-2.5.4.jar

j ackson-mapper-asl-1.9.13.jar
jline-0.9.94.jar
junit-3.8.1.jar

kaf ka-avro-serializer-2.0.0.jar
kaf ka- schema-registry-client-2.0.0.jar
logdj-1.2.17.jar
netty-3.2.2.Final.jar
parananer-2.3.jar
slfdj-api-1.6.4.jar
slf4j-log4j12-1.7.6.jar
snappy-java-1.0.5.jar
xz-1.0.jar

zkclient-0.5.jar
zookeeper-3.4.3.jar
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MongoDB Handler Client Dependencies

Oracle GoldenGate recommends that you use the 3.2.2 MongoDB Java Driver
integration with MongoDB using nongo- j ava-driver-3.2.2.jar. You can download this
driver from:

http://mongodb.github.io/mongo-java-driver/
Topics:

e MongoDB Java Driver 3.2.2 (page H-1)

H.1 MongoDB Java Driver 3.2.2

ORACLE

The MongoDB Handler uses the native Java driver release 3.2.2 APIs (nongo-j ava-
driver-3.2.2.jar). The handler should be compatible with the 3.X.X driver. You must
include the path to the MongoDB java driver in the gg. cl asspat h property. The Java
driver can be automatically downloaded from maven central repository by adding the
following in the pom xn file as in the following example:

<I-- https://nvnrepository.conmartifact/org. nongodb/ nongo-j ava-driver -->
<dependency>
<groupl d>or g. nongodb</ gr oupl d>
<artifactl|d>mongo-java-driver</artifactld>
<versi on>3. 2. 2</ versi on>
</ dependency>
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