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und keine anderen als die angegebenen Quellen und Hilfsmittel verwendet habe. Ich

versichere, dass die gedruckte und die elektronische Version der Masterarbeit inhaltlich
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Abstract

Shrinking Knowledge Base Size:

Dimension Reduction, Splitting & Filtering

by Vilém Zouhar

Recently neural network based approaches to knowledge-intensive NLP tasks, such as

question answering, started to rely heavily on the combination of neural retrievers and

readers. Retrieval is typically performed over a large textual knowledge base which

requires significant memory and compute resources, especially when scaled up. On

HotpotQA we explore various filtering & splitting criteria. Primarily, we systematically

investigate reducing the size of the KB index by means of dimensionality (sparse random

projections, PCA, autoencoders) and numerical precision reduction.

Our results show that PCA is an easy solution that requires very little data and is only

slightly worse than autoencoders, which are less stable. All methods are sensitive to pre-

and post-processing and data should always be centered and normalized both before and

after dimension reduction. Finally, we show that it is possible to combine PCA with

using 1bit per dimension. Overall we achieve (1) 100× compression with 75%, and (2)

24× compression with 92% original retrieval performance.

Keywords: document retrieval, knowledge base, dimension reduction, dimensionality, efficiency
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Thanks to everyone who helped in reviewing this thesis, among others Luuk Suurmeijer

(HHU), Rishu Kumar (CUNI), Mrinmaya Sachan (ETHz), Ryan Cotterell (ETHz) and

Jakub Zavrel.

A part of this work was also funded by the Deutsche Forschungsgemeinschaft (DFG,

German Research Foundation) - Project-ID 232722074 - SFB 1102.

iv



Content

Declaration of Authorship ii

Abstract iii

Acknowledgements iv

1 Introduction 1

1.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Retrieval pipelines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3.1 Document Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3.3 Similarity Functions . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.3.4 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3.5 Model Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3.6 Embedding Model Overview . . . . . . . . . . . . . . . . . . . . . . 14

2 Splitting & Filtering 18

2.1 Splitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2 Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.1 Heuristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.2 Automatic filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3 Dimension Reduction 26

3.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.1.1 Pre-processing Transformations . . . . . . . . . . . . . . . . . . . . 27

3.2 Compression Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2.1 Random Projection . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2.2 Principal Component Analysis . . . . . . . . . . . . . . . . . . . . 29

v



3.2.3 Autoencoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2.4 Precision Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2.5 Combination of PCA and Precision Reduction . . . . . . . . . . . 35

3.3 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3.1 Model Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3.2 Speed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3.3 Data size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3.4 Retrieval errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4 Discussion 41

4.1 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.1.1 Importance of Pre-/post-processing . . . . . . . . . . . . . . . . . . 41

4.1.2 Method recommendation . . . . . . . . . . . . . . . . . . . . . . . 41

4.1.3 Splitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2 Pitfalls of Reconstruction Loss . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2.1 Distance Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.3 Limitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

A Fusion Discussion 47

List of Figures 50

List of Tables 53

Bibliography 55

vi



Chapter 1

Introduction

Recent approaches to knowledge-intensive NLP tasks combine neural network based

models with a retrieval component that leverages dense vector representations [1–3].

The most straightforward example is question answering, where the retriever receives

a question as an input and returns relevant documents to be used by the reader (both

encoder and decoder), which outputs the answer [4, 5]. The same approach can also be

applied for models for other tasks, such as fact-checking [6], retrieval-enhanced language

modelling [7–9], or knowledgable dialogue [10, 11]. Moreover, this paradigm can also

be applied to systems that utilize e.g. caching of contexts from the training corpus to

provide better output, such as the k-nearest neighbours language model proposed by

Khandelwal et al. [12] or the dynamic gating language model mechanism by Yogatama

et al. [13]. All these pipelines are generalized as retrieving an artefact from a knowledge

base [14] on which the reader is conditioned together with the query. Overall, they rep-

resent a trend of combining the advantages of non-parametric (scalability, auditability)

and non-parametric models (performance, automatic optimization).

Crucially, all of the previous examples rely on the quality of the retrieval component and

the knowledge base. The knowledge base is usually indexed by dense vector represen-

tations1 and the retrieval component performs maximum similarity search, commonly

using the inner product or the L2 distance, to retrieve documents2 from the knowl-

edge base. Only the index alone takes up a large amount of size of the knowledge base

(150GB), making deployment and experimentation very difficult.3 The retrieval speed is

also dependent on the dimensionality of the index vector. An example of a large knowl-

edge base is the work of Borgeaud et al. [8] which performs retrieval over a database of

1.8 billion documents.

1Sparse representations via BM25 [15] are also commonly used but not the focus of this work.
2We refer to the retrieved objects as documents though they commonly range from spans of text

(e.g. 100 tokens) to the full documents. This is explained and disambiguated in Chapter 2.
3For experimenting with this index, a memory of up to 1TB is required.

1



Chapter 1. Introduction 2

The possible impacts of reducing the knowledge base size are (1) reduced deployment and

research constraints and (2) improved retrieval efficiency. The constraints are retaining

as much of the original retrieval performance as possible. This thesis focuses on the

issue of compressing the knowledge base size primarily through the dimensionality and

precision reduction of the index and makes the following contributions:

• Analysis of negative results of various splitting and filtering methods.

• Comparison of various unsupervised index compression methods in retrieval ex-

periments, including random projections, PCA, autoencoder, precision reduction

and their combination.

• Examination of effective pre- and post-processing transformations, showing that

centering and normalization are necessary for boosting the performance.

• Analysis on the impact of adding irrelevant documents and retrieval errors. Rec-

ommendations for use by practitioners.

This thesis is split into two main chapters: introduction to the problem and negative

results of Splitting & Filtering (Chapter 2) and Dimension Reduction (Chapter 3, the

primary content of this thesis). We provide further analysis in Section 3.3 and conclude

with usage recommendations in Chapter 4.

The repository for this thesis is available open-source.4

1.1 Related Work

This thesis is largely based on two papers written by the same author: Zouhar et al.

[14, 16] with a more detailed background and Chapter 2 added.

Knowledge-intensive NLP Overview. A comprehensive overview of earlier work

on neural model-based information retrieval systems together with a general introduction

has been done by Mitra and Craswell [17]. More recently models such as BERT have

been utilized successfully for the task of retrieval itself [18, 19].

The aim of KILT [3] is to provide a common knowledge base for a number of different

NLP tasks (ranging from question answering to fact verification) and to stimulate re-

search in task-agnostic memory architectures. Reformulating various NLP tasks to all

4github.com/zouharvi/kb-shrink

https://github.com/zouharvi/kb-shrink
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use the same knowledge base format provides a stepping stone for the formalisms of

artefact retrieval.

Defining a task-agnostic abstract model is closely related to multi-task learning. The goal

of this approach is to improve the performance by training the model on multiple tasks

rather than on individual ones [20]. The hope is that representations and generalizations

learned for one task will help on another one and vice versa. A strong requirement for

this is that the instantiations for different tasks (in the multi-task setup) share significant

portions of the model.

An edge-case of this is using a pre-trained BERT model and then fine-tuning it for the

new task and/or possibly adding extra layers to match the input and output shapes.

Even for BERT, however, it was shown several times [3, 21–23] that training on multiple

tasks improves the performance [24]. This would not be possible without a common

model shared among the tasks. Further related work is discussed in the respective

sections when presenting individual NLP models and how they fit into this schema.

Reducing index size. A thorough overview of the issue of dimensionality reduction

in information retrieval in the context of dual encoders has been done by Luan et al. [25].

Though in-depth and grounded in formal arguments, their study is focused on the limits

and properties of dimension reduction in general (even with sparse representations) and

the effect of document length on performance. In contrast to their work, this thesis aims

to compare more methods and give practical advice with experimental evidence.

A baseline for dimensionality reduction has been recently proposed by Izacard et al. [26]

in which they perform the reduction while training the document (and query) encoder

by adding a low dimensional linear projection layer as the final output layer. Compared

to our work, their approach is supervised.

In the concurrent work of Ma et al. [27], PCA is also used to reduce the size of the

document index. Compared to our work, they perform PCA using the combination of

all question and document vectors. We show in Figures 3.2 and 3.6 that this is not

needed and the PCA transformation matrix can be estimated much more efficiently.

Moreover, we use different unsupervised compression approaches for comparison and

perform additional analysis of our findings.

An orthogonal approach to the issue of memory cost has been proposed by Yamada

et al. [28]. Instead of moving to another continuous vector representation, their proposed

method maps original vectors to vectors of binary values which are trained using the

signal from the downstream task. The pipeline, however, still relies on re-ranking using
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the uncompressed vectors. This method is different from ours and in Section 3.2.4 we

show that they can be combined.

Finally, He et al. [9] investigate filtering and k-means pruning for the task of kNN

language modelling. This work also circumvents the issue of having to always perform

an expensive retrieval of a large data store by determining whether the retrieval is

actually needed for a given input.

Effect of normalization. Normalization in information retrieval is historically con-

nected with normalization with respect to the document length or term frequency [29–

31]. In the context of this thesis, we refer to vector normalization and in general post-

processing functions for vectors.

Timkey and van Schijndel [32] examine how dominating embedding dimensions can

worsen retrieval performance. They study the contribution of individual dimensions find

that normalization is key for document retrieval based on dense vector representation

when BERT-based embeddings are used. Compared to our work, they study pre-trained

BERT directly, while we focus on DPR.

1.2 Retrieval pipelines

Historically there has been a large focus on non-parametric models for knowledge-

intensive NLP tasks. Those are not models which don’t have any parameters but rather

they don’t have a fixed amount of parameters. This approach is particularly suited for

tasks such as question answering because the knowledge is retrieved from a database

and can be easily expanded or audited. Opposed to that are models which store the

knowledge in parameters, such as pre-trained language models, which became largely

adopted in the NLP community.

The parametric models suffer from becoming outdated very quickly [33], providing very

little explainability in comparison to non-parametric models and performing poorly on

unseen phenomena [7]. Recently there has been an emergence of the combination of

these approaches, as shown in Table 1.1. They work by retrieving something (artefacts)

from a knowledge base (or any persistent storage) and merging it in the computation of

a parametric model.

An abstract pipeline in Figure 1.1, described in detail by Zouhar et al. [14], shows

how these models operate. The key components are encoder, retriever, aggregator and
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model (some may be joined together in some works, commonly the retriever and the

aggregator).

Artefact
(inference)

Artefact
(train)

Encoder Key

Query/Input Model Output

Gold Output
 Knowledge Base

Retriever

External Source

Aggregator

Figure 1.1: General scheme of NLP models utilizing artefacts by retrieving them from
a knowledge base and fusing them into the model in order to produce a better output.
Dashed links are utilized only in knowledge base creation and usually not all at once.

The input is specific to the given task. For language modelling, it is the previous

context, for question answering the question, for slot-filling usually the entity and the

relation, and for fact-checking the fact to be verified. In the context of this work, a

knowledge base is a collection of items, usually (but not necessarily) with a pre-built

index that maps keys to values. Prototypically, it is a collection of documents, though it

can also be a collection of gold training data input-output pairs or a knowledge graph.

Candidates are values retrieved from the knowledge base, which may be later post-

processed (e.g. reranking or averaging) by the aggregator to form an artefact. key is

an object through which the retriever finds suitable artefacts. Commonly the key is a

dense vector representation of the input, though it is not necessarily a vector and may be

dependent also on an intermediate model computation. An artefact is an object which is

(1) dependent on elements retrieved from the knowledge base (e.g. the concatenation of

k retrieved documents) and (2) can be used to improve the performance during training

and inference. In the simplest example, it is the retrieved value itself, though it can also

be multiple retrieved values or their combination.

In the context of question answering, we start with the query, then usually compute an

embedding of it or use TF-IDF, then we give this to the retriever, which does maximum

similarity search over a knowledge base, then the aggregator reranks and concatenates

them and we get the artefact. This is then fused into the model, for example, in the

form of priming. The model then produces the answer because it’s conditioned both on

the query and the artefact.
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This formalism works also for other tasks that rely on retrieval, such as fact checking,

knowledge base-enhanced language modelling or knowledgeable dialogue [14]. Most

systems used in the literature differ in the encoder, retriever, and model design. We

bring attention to four properties that characterize the differences between such systems.

• Fusion (early, late, other)

• Specificity (sample, task, class)

• KB source (train, external, dynamic)

• Key & value type (dense, sparse, other)

We consider the fusion mechanism to be of the highest interest. Priming is very common

with pretrained language modelling and is an example of an early fusion. Formally the

model estimates p(y|x, ξ) where y is the ground-truth output, x is the query/input and

ξ is a retrieved artefact. Fusion Sun et al. [34] concerns with which point is the artefact

made available to the model. It can be presented to the model at the same time as

the query/input, e.g. by concatenating x and ξ (early fusion), just before the output

is created by the model (late fusion), or somewhere in between. We can think of any

model as a composition of functions f1, . . . , fn. In the simplest example of feed-forward

networks, these correspond to single layers and activation functions and on a higher

level, they correspond to whole encoder/decoder blocks. The distinction as to what

counts as early and late is not clear and for presentation purposes, we consider early

fusion at the level of f1 and late fusion at the last stage, fn. These functions themselves

may, however, still be composed of multiple others. In early fusion, the artefact is the

input together with the query to the first function f1, while in late fusion the query is

the single input to f1 and artefact is considered only for fn.

No fusion: fn ◦ . . . ◦ f2 ◦ f1(q)

Early fusion: fn ◦ . . . ◦ f2 ◦ f1(q, ξ)

Late fusion: fn(fn−1 ◦ . . . ◦ f1(q), ξ)

Intermediate fusion: fn ◦ . . . ◦ fk(fk−1 ◦ . . . ◦ f1(q), ξ)

Improvements for models for one task can also transfer to others. This formalism also

allows us to ask questions such as how do different fusion mechanisms affect the model

computation. The key component in all of these pipelines is retrieval. This thesis focuses

on a specific setup, described in Section 1.3, with the goal of reducing the knowledge

base size.
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See Appendix A for a discussion on . For a description of specific systems and how they

fit into this typology see the appendix in Zouhar et al. [14].

Model Fusion KB Source Keys Values Aggregation

k-NN LM [12] Very late
Static convex
combination

Train-time Prefix embd.,
L2

Target
word

Softmax

Continuous Cache
LM [35]

Very late
Static convex
combination

Dynamic Prefix embd.,
inner product

Target
word

Softmax

Dynamic Gating
LM [13]

Late
Dyn. convex
combination

Train-time Prefix encoding,
inner product

Target
word

Softmax sum

Knowledge Graph
LM [7]

Intermediate
Constraints

External Entity+relation
Discrete struct.

Matching
entity

None

Dense Passage
Retrieval [36]

Early
Input

External Passage embd.,
inner product

Passages None

Nearest Neighbour
QA [37]

No model Train-time Passage embd.,
inner product

Answers None

CBR-KBQA [38] Query
creation

Train-time
External

Query embd.,
inner product

Logical
forms

New query

PullNet [39] Subgraph
creation

Multiple
External

Entities Docs and
Facts

Iterative
join

Universal Schema
QA [40]

Intermediate
Retrieval

Multiple
External

Query embd.
Attention

Facts Iterative
projection

FAKTA [4] Early
Input

External
Online

Condensed
query

Docs Re-ranking,
Filtering

Wizards of
Wikipedia [10]

Intermediate
Addition

External Context+topic,
inverted index

Passages Attention
(topic)

Table 1.1: Categorization of described NLP systems in terms of the artefact retrieval
typology. Fusion describe both where it occurs and what mechanism it employs, Keys
describes not only the key type but also the retrieval mechanism (e.g. metric).
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1.3 Setup

This section introduces concepts in document retrieval and describes the evaluation and

data setup for experiments in Chapters 2 and 3. It also shows the base performance of

a selection of pre-trained language models used for building the index for retrieval.

1.3.1 Document Retrieval

Conceptually, dense vector-based retrieval approaches work by first encoding all the

documents and then at test-time, the query is also encoded (not necessarily using the

same model). Given a query q, we retrieve top k relevant documents Z = {d1, d2, . . . , dk}
from a large collection of documents D so that the relevance of d with q is maximized. For

this, the query and the document embedding functions fQ : Q → Rd and fD : D → Rd

are used to map the query and all documents to a shared embedding space and a

similarity function sim : Rd × Rd → R approximates the relevance between query and

documents. Here, we consider either the inner product or the L2 distance as sim.5 This

is conceptualized in Figure 1.2 and the following set of equations. These functions are

commonly finetuned pretrained language models [23, 36, 41, 42] but can also be TF-IDF-

or BM25-based [15].

Z = arg top-k
d∈D

rel.(q, d) ,with

rel.(q, d) ≈ sim(fQ(q), fD(d))

The approximation in (2) was shown to work well in practice for inner product and L2

distance [43]. When dealing with multiple downstream tasks that share a single (large)

knowledge base, typically only fQ is fine-tuned for a specific task while fD remains fixed

[2, 3]. This assumes that the organization of the document vector space is sufficient

across tasks and that only the mapping of the queries to this space needs to be trained.6

Hence, this work is motivated primarily by finding a good rD (because of the dominant

size of the document index), though we note that rQ is equally important and necessary

because even without any vector semantics, the key and the document embeddings must

have the same dimensionality.

The issue with this approach is that the pre-trained language models do not capture the

meaning of the whole document in a 768-dimensional vector well [42, 44]. Although it is

possible to extend the dimensionality to 2048-dimensional vectors to better capture the

5Cosine similarity could also be used but for computation reasons we skip it. Results are the same
as for the inner product and L2 distance when the vectors are normalized.

6Guu et al. [1] provide evidence that this assumption can lead to worse results in some cases.
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Doc 1

Doc 2

Doc n

Document

encoder

Dense 1

Dense 2

Dense n

Who did Q.. ? Query

encoder

Dense q

. . . . . .

Maximum

similarity

search

Figure 1.2: Conceptualized overview of retrieval on whole documents. Not actually
used in practice with dense vector representations.

meaning [44, 45], this creates other issues, such as spurious matches. To alleviate this, the

documents are split into spans over which the maximum similarity search is performed,

as shown in Figure 1.3. Note that large vector approaches, i.e. TF-IDF/BM25 are an

exception and can operate also on long documents, usually [46].

Doc 1

Document

encoder

Dense 1,1

Who did Q.. ? Query

encoder

Dense q

. . .

Maximum

similarity

search

S 1,1 S 1,2 S 1,3

S 2,1 S 2,2 S 2,3 S 2,4

Doc2

. . .

Dense 1,2
Dense 1,3
Dense 2,1
Dense 2,2
Dense 2,3
Dense 2,4

Figure 1.3: Conceptualized overview of retrieval on document spans.

The various splitting mechanisms are described in Chapter 2. For this chapter and most

of the experiments in this thesis, we use splitting by non-overlapping spans of length

100 tokens. This is slightly suboptimal, but commonly used [36].

1.3.2 Evaluation

There are a plethora of ways of evaluating document retrieval systems, as surveyed

briefly by Bama et al. [47]. To evaluate retrieval performance we use two metrics.
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For dimension reduction (Chapter 3) we compute R-Precision averaged over queries qi:

(relevant documents among top k passages in Z)/r, k = number of passages in relevant

documents, in the same way as Petroni et al. [3]. For splitting and filtering (Chapter 2)

we compute top-10 accuracy averaged over queries qi: 1r∩ (arg top−10dj sim(qi,dj)) 6=∅.
7 The

reason for using R-Precision is that it is commonly used [47, 48]. This metric can,

however, not be used for the splitting and filtering experiments because there we modify

the number of relevant passages which makes the comparison even within one experiment

impossible and could lead to false conclusions. Using two metrics in one thesis is further

warranted by the lack of necessity to compare results between the two chapters.

1.3.3 Similarity Functions

There is no unified mathematical definition of what a similarity function is. A working

definition for our context of dense document encoding retrieval is that it is a function

which is high for similar vectors and low for dissimilar ones:

sim : Rd × Rd → R

A common approach is to take the inverse or the negation of the L2 (Euclidean) distance.

Note that in contrast to the L2 distance, which is non-negative, the similarity function

is unbounded. Another mathematical function often used for similarity is the inner

product (vector dot product).

L2(a, b) =
√

(a− b)2 =

√
Σd

1(ai − bi)2

simL2(a, b) = −L2(a, b) = −
√
Σd

1(ai − bi)2

simIP(a, b) = IP(a, b) = Σd
1(ai · bi)

A key property of these two functions is that they are recursively decomposable [49] and

various improvements can be used to speed up the retrieval. There are other metrics,

such as the cosine distance (equivalent to the inner product in normalized space), L1,

L∞, Canberra [50], Bray-Curtis dissimilarity [51], Jensen-Shannon divergence [52], Ma-

halanobis distance [53] and many others [54–56]. We focus only on the inner product

(IP) and the L2 distance as the similarity function because either the other metrics are

71 is the indicator function. Top-k accuracy for a single query is 1 if the top k retrieved documents
contain at least one relevant document, otherwise 0.
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Test Type Query Similarity

HotpotQA:
The district that the village of Asamang is
located in was split on what date?

Query

Asamang is a village in the Atwima Nwabi-
agya district, a district in the Ashanti Region
of Ghana.

Relevant span IP = 0.476
L2 = −1.023

The Atwima Nwabiagya District formerly the
Atwima District is one of the twenty-seven
(27) districts in the Ashanti Region of Ghana.
Its capital is Nkawie. In 2003, part of the
district was split off by a decree of presi-
dent John Agyekum Kufuor on November 12,
2003, to form the new Atwima Kwanwoma
District and Atwima Mponua District.

Relevant span IP = 0.440
L2 = −1.058

Lowery married filmmaker Augustine Frizzell
in 2010. As of 2013, they live in Dallas. Low-
ery identifies as an atheist, and has been a
vegan since around 1996.

Irrelevant span IP = −0.176
L2 = −1.534

Natural Questions:
minister of energy and power development in
zimbabwe

Query

The Ministry of Energy and Power Devel-
opment is a government ministry, responsi-
ble for energy and electricity in Zimbabwe.
The incumbent minister is Ambassador Jo-
ram Gumbo.

Relevant span IP = 0.758
L2 = −0.696

both in June 2017, in protest at Trump’s de-
cision to withdraw the United States from the
Paris Agreement on climate change.

Irrelevant span IP = −0.023
L2 = −1.430

Table 1.2: Example of questions from HotpotQA and Natural Questions. Similarity
is measured on centered and normalized embeddings from DPR-CLS. Higher always
means more similar (L2 is for this reason negated).

not widely adopted in the community or the FAISS framework does not fully support

them.8 See Table 1.2 for vector similarities between specific textual spans.

8For example, the cosine similarity can be used only for normalized vectors, which would prevent us
from experimenting with the unnormalized vectors.
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1.3.4 Data

As the knowledge base we use documents from English Wikipedia dump 2019 and follow

the setup described by Petroni et al. [3]. We mark spans (original articles split into

100 token pieces, 50 million in total) as relevant for a query if they come from the

same Wikipedia article as one of the provenances.9 In order to make our experiments

computationally feasible and easy to reproduce we experiment with a modified version of

this knowledge base where we keep only spans of documents that are relevant to at least

one query from the training or validation set of our downstream tasks. As downstream

tasks, we use HotpotQA [57] for all main experiments and Natural Questions [41] to

verify that the results transfer to other datasets as well. They are both widely used

by the research community [58–63] and we chose them because of their popularity and

availability within the KILT framework. HotpotQA has been sourced through careful

crowdsourcing and is aimed at multi-hop reasoning. Natural Questions were created

by aggregating and anonymizing queries issued to the Google search engine. We show

examples from the two datasets in Table 1.2 together with the vector similarity between

the query and selected spans. Note that the vector similarity is higher for the relevant

spans than for the irrelevant ones.

This datset preprocessing to over 2 million encoded spans for HotpotQA (see Table 1.3

for dataset sizes). The 768-dimensional embeddings (32-bit floats) of this dataset (both

queries and documents) add up to 7GB (146GB for the whole unpruned dataset).

Dataset Train queries Dev queries Documents

HotpotQA 69k 6k 49.7 Mio.*

HotpotQA (pruned) 69k 6k 2.1 Mio.

Natural Questions (pruned) 78k 2k 1.6 Mio.

Table 1.3: Number of training and dev queries and documents for the different
datasets used. *Whole Wikipedia dump.

1.3.5 Model Comparison

To establish baselines for uncompressed performance we use models based on BERT

[64]. We consider (1) vanilla BERT, (2) SentenceBERT [42] and (3) DPR [36], which

was specifically trained for document retrieval. See Section 1.3.6 for a brief overview of

9Spans of the original text which help in answering the query.
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how these models were trained and their differences. To obtain document embeddings,

we use either the last hidden state representation at [CLS] or the average across tokens

of the last layer (both are commonly used to get the vector representation of the input).

Our first experiment compares the retrieval performance of the different models on

HotpotQA. The result is shown in Figure 1.4. In alignment with previous works [42]

an immediately noticeable conclusion is that vanilla BERT has a poor performance,10

especially when taking the hidden state representation for the [CLS] token. Next, to

make the computation of experiments tractable on available hardware, we repeat the

experiment using FAISS [49],11 which is a framework for fast approximate similarity

search. We find that the performance loss across models is systematic, which warrants

the use of this approximation for comparisons and all our following experiments will use

FAISS on the DPR-CLS model.12
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Figure 1.4: Comparison of different BERT-based embedding models and versions
when using faster but slightly inaccurate nearest neighbour search. [CLS] is the specific
token embedding from the last layer while (Avg) is all token average.

To provide further intuition to why normalization may help we show specific query and

document vectors in Figure 1.6. Note that while the centering of one dimension is

independent of centering of the other dimensions, the normalization of one dimension

is dependen on other dimensions. For this reason, we consider only the first two di-

mensions of the 768-dimensional vectors. Also note that the preprocessing of queries is

10See Section 1.3.6 for explanation.
11Parameters: IndexIVFFlat, nlist=200, nprobe=100.
12The authors of DPR also used FAISS in their paper when presenting results.
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Figure 1.5: Effect of data centering and normalization on performance (evaluated
with FAISS).

independent on the preprocessing of documents. For this reason we can see that while

centering preserves the shape, it moves the queries down-left, while the documents are

shifted up-left. The normalization sets the vectors along a hypersphere (a circle in 2D

case). Formally, this slightly reduces the information content of one vectors by almost

one dimension.13 With this, the vectors are differentiated only by the angles and not

their absolute magnitude. This further allows us to unify the ordering given by L2, the

inner product and the cosine similarity.

1.3.6 Embedding Model Overview

In this subsection, we provide a brief background of the design and training of the

pre-trained models used for embedding spans: BERT, SentenceBERT and DPR. While

many more models exist, we chose these three because they are commonly used and the

later two are based on the first one and vastly improve on it.

13If we know 767 dimensions d1, . . . d767, we can deduce that the last element is going to be

d768 = �
√

1�
∑767

1 d2i . If we used polar coordinates, we would need exactly 767 numbers because

the magnitude is always 1.
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Figure 1.6: First two dimensions of 15 random queries and 15 random documents
and their positions after preprocessing.

1.3.6.1 BERT

Bidirectional Encoder Representations from Transformers (BERT [65]) is based on the

encoder part of the transformers [66] architecture (multiple blocks of embedding, mul-

tihead self-attention, feed forward and layer normalization). The goal is to obtain some

representation of the input such that it can be finetuned and used for various other

tasks either directly or with a small degree of finetuning.14 The way this is done is by

pretraining the model on large amounts of data on two tasks: language modelling and

next-sentence prediction. Consider the following two inputs (each on separate line):

[CLS] [MASK] hedgehog fell [MASK] . [SEP] Gabriel Garc��a M�arquez was born in 1927 . [SEP]

[CLS] He grew up with [MASK] grandparent . [SEP] His grandfather used to be a colonel . [SEP]

The goal of masked language modelling is to predict the masked tokens from context

(variable number of tokens were masked, 15%). For the two examples the gold answers

are The, asleep and his, respectively. The goal of next sentence prediction is to determine

whether the second sentence follows the first. In the first example the sentences are not

probable to be consecutive while in the second example they are. For the pretraining the

last block in the model is followed up with classification layers. Notice the special tokens

14The original paper used natural language understanding but it has been applied for a plethora other
NLP tasks [67–76]. Because of its popularity, it has also been adopted into other languages [77–84] and
exists in a multilingual version as mBERT.
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[CLS], [MASK] and [SEP] which provide some structure to the input. Furthermore,

BERT does not use whole tokens as the input units but subword made by WordPiece

[85] and therefore the vocabulary consists of parts of words (this is not depicted in the

example).

1.3.6.2 SentenceBERT

While both BERT and Roberta [86] improved the state of the art for tasks relying

sentence pair similarity, the main issue is that the two sentences need to be put into the

model. To find the most semantically similar sentence (to a specific one in a dataset of

50 Mio. sentences would require 50 Mio. inferences of the large model, which is highly

impractical from compute resources point of view.

The authors of SentenceBERT try to alleviate this by trying to find a function f for which

the following holds (sim is a vector similarity function, in their case cosine similarity):

arg max
i

sim(f(si), f(sj)) ⇔ si is semantically similar for sj

That is, they build a model which computes the embedding of the sentence such that in

the new vector space, similar sentences are close together (based on cosine similarity).

We can precompute f(si) for every sentence and during inference, we only need to

compute f(sj) and run a maximum similarit search over the precomputed dataset. The

model is based on BERT but with a modified objective function, which (among others

experimented with) is the following (given random positive and negative sentences sp

and sn):

max(||f(si)− f(sp)|| − ||f(si)− f(sn)||+ ε, 0)

In practice, this minimizes ||f(si)− f(sp)|| while maximizing ||f(si)− f(sn)||. The ε is

just a stabilization constant that ensures that the difference between the two distances

is at least ε. The model is trained on the SNLI and Multi-Genre SNLI dataset which

classifies pairs of sentences with contradiction, entailnment and neutral.

Dense Passage Retrieval

Because the DPR model is the one used for most experiments in this thesis, it is the

most important. The goal for document retrieval is to have functions fd and fq for which
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the following holds:

arg max
i

sim(fd(di), fq(qj)) ⇔ di is relevant for qj

Note that for BERT and SentenceBert we use fd = fq despite text spans di ∈ D and

qj ∈ Q coming from different distribution. One of the advantages of DPR is that it

distinguishes these two functions. They start with two pretrained BERT base uncased

models and optimize them in the following loss using contrastive learning (given batch

i, query qi, a relevant span pi and set of negative samples Ni):

L(qi, pi, Ni) = − log
esim(qi,pi)

esim(qi,pi) +
∑

j e
sim(qi,Ni,j)

Note that qi, pi and Ni are all the results of computations via fq and fd to which loss

can be backpropagated. This essentially computes a softmax of the following vector at

the first position:

[sim(qi, pi), sim(qi, Ni,1), sim(qi, Ni,2), . . . , sim(qi, Ni,|Ni|)]

The whole fraction is in the interval (0, 1). We want the nominator to be large (high

similarity with the relevant span) while the denominator to be small (low similarity with

irrelevant spans). Minimizing the negative log of this fraction pushes the fraction to be

close to 1.

The positive span is easily available from the dataset while the negative spans need to be

sampled carefully. The authors discuss multiple strategies for this selection, including (1)

random sampling, (2) top false output of BM25, (3) positive spans for other questions in

the batch, also called in-batch negatives, and (4) the combination of them, which results

in their best model.



Chapter 2

Splitting & Filtering

This chapter describes the results of two methods aimed at improving retrieval per-

formance while decreasing knowledge base size. Although the results are negative (no

reasonable applicable improvement or insights have been achieved), they explore several

baseline ideas and empirically answer the questions that many researchers interested in

dense retrieval could ask.

In this section, we consider the pruned Wikidata with DPR-CLS encoding and centering

and normalization. The effect of post-processing is detailed in Chapter 3.

2.1 Splitting

As introduced in Chapter 1, the documents are rarely used whole for retrieval. Instead,

we split them into smaller chunks using a function s(d) ∈ 2d and create a new set

of documents S =
⋃
d∈D s(d).1Recomputing span relevancy is not an issue because we

consider any span that leads to the correct article to be a hit (given set of provenances

for a query Pq): hit(q, d)
def⇔ (∃D ∈ D, p ∈ Pq : d ⊆ D ∧ p ⊆ D). It is common to

use non-overlapping spans of 100 tokens [36] but this can create several issues which are

demonstrated using the following two crafted examples:

0 can refer to either the most or least signi�cant bit depending on | the context.

The �rst programmable computer, built by K. Zuse, | used binary notation for numbers.

In the first one, we split at the end and create a three token span that does not hold any

relevant information and only takes up space. In the second example, we split in the

1Note that this notation allows for the spans to also be of various lengths, non-continuous
and overlapping .

18



Chapter 2. Splitting & Filtering 19

middle of the sentence and the compositional meaning required to answer the following

question is lost:

Who built the �rst programmable computer that used binary notation for number?

This issue arises because the splitting is not done on syntactic nor semantic boundaries.

We examine it empirically by using different splitting schemas, either splitting on tokens

with different span sizes (including using overlap with previous and following tokens) or

splitting at sentence boundaries. Figure 2.1 shows the results of these methods with the

aforementioned setting (DPR-CLS, HotpotQA pruned). Note that we are not interested

in just improving the retrieval performance but also in reducing the knowledge base size.

Naturally, smaller spans lead to a higher index size because each has to be represented

with a 768-dimensional vector. The reason why the difference in passage counts between

e.g. Sent 1 and Sent 2 is larger than the difference between Sent 5 and Sent 6 is that

not many paragraphs are longer than 5 sentences.

2m 3m 4m 5m
Passage count

0.685
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0.710
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c-
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Fixed 60
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Fixed 80, over. 20
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Sent 1
Sent 2
Sent 3
Sent 4
Sent 5
Sent 6

Figure 2.1: Retrieval performance and knowledge base size after being split using
different methods. Note the cut-off y-axis.

Surprisingly, the various splitting strategies are not vastly better than the default one

(Fixed 100). This can be attributed to using the DPR model, which is fine-tuned for

retrieval and anything other than 100-token spans is outside of its finetuned input dis-

tribution. An exception is that splitting on sentence boundaries (specifically Sent 5 and
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Sent 6) seems to be slightly systematically better than splitting at token count bound-

aries, even with the same number of passage counts. This can be possibly explained via

the examples introduced previously in this section.

2.2 Filtering

This section is concerned with reducing the knowledge-base size by simply filtering some

of the spans which are deemed to not hold any interesting information and do not help

with matching to the relevant document. Either handcrafted or automatically derived,

we are trying to find a function h(d) ∈ {0, 1} that classifies whether a given span

should be retained and we construct a new set of spans as S ′ = {d|d ∈ S ∧ h(d)}. For

the following experiments, we use the splitting by 100 tokens so that the results are

comparable across the thesis. Again, we are interested in reducing the passage count

while retaining the retrieval performance.

2.2.1 Heuristics

The most straightforward option is to remove spans that are too short, as shown in the

introductory example. Figure 2.2 shows the results with various filters based on either

token or character count, i.e. hx(d)⇔ countword/char(d) ≥ x. Unfortunately, any filtering

measures show a strong regression against not using any filtering and thus this trade-off

is not worth it. Counterintuitively, this is true for also seemingly noninvasive heuristics,

such as the number of words or characters being larger than 2 or 10, respectively. The

reason for this may be that these filtered short spans are not actual outliers, as shown

by the distribution in Figure 2.3.

2.2.2 Automatic filtering

The issue with filtering using handcrafted heuristics is that it requires arbitrary human

decision making and can not be automated. Simple evaluation metrics, such as accuracy,

consider top k most similar spans to a query (k is fixed). The idea for automatic filtering

is to simply remove span s which satisfies the following two conditions given the training

queries QT :

• At least one negative: There exists at least one query for which this span is not

relevant but for which it has been retrieved.

• Never positive: No query for which this span is relevant retrieves it.
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Figure 2.2: Retrieval performance and knowledge base size after being filtered using
length-based heuristics. Note the cut-off y-axis.
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Figure 2.3: Distribution of span length either with word or characte count.

This filtering can be applied iteratively and two steps are visualized in Figure 2.4. This

algorithm is also described in pseudocode in Listing 2.1.
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Figure 2.4: Example of two retrieval and one pruning steps on two queries. For both
queries, the spans are sorted from left to right by decreasing similarity. Spans with
bold borders are those considered as retrieved. Spans in green are relevant for the
given query and spans in red are not relevant.

FilterStep(D,Q, k) : spans and queries

Negative← {}
Positive← {}
For (qi, ri) ∈ Q : query and relevant spans

d← Retrievek(qi)

Negative← Negative ∪ (d \ ri)
Positive← Positive ∪ (d ∩ ri)

Negative← Negative \ Positive

D′ ← D \Negative prune spans

out← (D′,Positive,Negative)

Listing 2.1: Definition of a single filtering step that prunes the spans and provides
negative and positive samples
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It is clear that by repeated application of this filtering step, the training retrieval perfor-

mance is monotonous non-decreasing because we are never filtering spans that contribute

positively to the metric. Training accuracy is shown in the left of Figure 2.5. The kf by

which the top-kf spans in the filtering are considered can be the same as the ka in the

accuracy evaluation metric. If it is smaller than ka, then the monotonicity property on

the training data may not hold. If it is larger, then we may get faster convergence, as

shown on the right of Figure 2.5. This is because we consider more negative and positive

spans overall.
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Figure 2.5: Autofiltering performance of dev queries on spans filtered using the same
dev queries. Filtering is done using either top-10 or top-20 spans.

We are however interested in the performance on queries not seen during training. There

are two approaches that we consider: (1) using pruning based on training queries and

(2) training a classifier to predict whether span is positive or only negative. The results

for the first one are shown in Figure 2.6 and unfortunately, the performance only dete-

riorates. This is because even though the training and dev queries are drawn from the

same distribution, this method has no way of generalizing and filtering only spans that

are never relevant to any query (i.e. spans without any factual knowledge).

The other approach, which uses logistic regression to determine whether a span should be

pruned, does not work either and by removing ∼5% of spans regresses to 56% retrieval

accuracy in the first step. Its performance is only marginally better than the most

common class classifier, as shown in Figure 2.7.
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Figure 2.6: Autofiltering performance of dev queries on spans filtered using train
queries. Filtering is done using top-10 spans.
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Figure 2.7: Training classifier accuracy for most common class classifier and logistic
regression based on data from individual filtering steps or cummulative data up to a
certain step (total).
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2.2.3 Discussion

Neither manual based on span length nor automatic filtering showed any applicable

results. Manual filtering could be further enhanced with named entity recognition and

allow only spans with e.g. at least one entity.

For automatic filtering, we would like to point out that we manipulated only positive

and negative sets of spans and disregarded spans that were never retrieved. Focusing

on those is a venue for future work and could reduce the knowledge base size without

affecting the retrieval performance neither positively nor negatively. A possible solution

to filter irretrievable spans is to consider spans that are least similar to the training

queries, possibly via outlier detection methods. Finally, we considered this filtering

mechanism only on the level of vectors but it would be possible to also use the textual

form of the span as well.
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Dimension Reduction

In Section 3.1, we describe the problem setup of dimensionality reduction for document

retrieval. We discuss the results of different compression methods (random projections,

PCA, autoencoder, precision reduction and their combination) in Section 3.2 and provide

further analysis in Section 3.3.

3.1 Problem Statement

To speed up the similarity computation over a large set of documents and to decrease

memory usage (fD is usually precomputed), we apply dimension reduction functions

rQ : Rd → Rd′ and rD : Rd → Rd′ for the query and document embeddings respectively.

Formally, we are solving the following problem (extended from Section 1.3):

Z = arg top-k
d∈D

rel.(q, d) ,with (3.1)

rel.(q, d) ≈ sim(fQ(q), fD(d)) (3.2)

≈ sim(rQ(fQ(q)), rD(fD(d))) (3.3)

Since fQ is commonly fine-tuned for a specific downstream task, it is desirable in (3)

for the functions rQ and rD to be differentiable so that they can propagate the signal.

These dimension-reducing functions need not be the same because even though they

project to a shared vector space, the input distribution may still be different. Similarly

to the query and document embedding functions, they can be fine-tuned.

26
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3.1.1 Pre-processing Transformations

Figure 1.4 also shows that model performance, especially for DPR, depends heavily on

what similarity metric is used for retrieval. This is because none of the models produces

normalized vectors by default.

Figure 1.5 shows that performing only normalization
(

x
||x||
)

sometimes hurts the per-

formance but when joined with centering beforehand
(

x−x̄
||x−x̄||

)
, it improves the results

(compared to no pre-processing) in all cases. The normalization and centering is done

for queries and documents separatedly. Moreover, if the vectors are normalized, then

the retrieved documents are the same for L2 and inner product. 1

Nevertheless, we argue it still makes sense to study the compression capabilities of L2

and the inner product separately, since the output of the compression of normalized

vectors need not be normalized.

Another common approach before any feature selection is to use z-scores (x−x̄σ ) instead of

the original values. Its boost in performance is however similar to that of centering and

normalization. The effects of each pre-processing step are in Table 3.1. The significant

differences in performance show the importance of data pre-processing (agnostic to model

selection).

IP L2

DPR-CLS 0.609 0.240

Center 0.630 0.353

Z-Score 0.632 0.525

Norm. 0.463

Center + norm. 0.618

Z-Score + norm. 0.621

Table 3.1: Effect of pre-processing transformations on embeddings produced by DPR-
CLS. Means and standard deviations are computed separately for documents and
queries. Transformation into z-scores includes centering.

1arg maxk �jja�bjj2 = arg maxk �ha,ai2�hb, bi2+2�ha, bi = arg maxk 2�ha, bi�2 = arg maxk ha, bi
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3.2 Compression Methods

Having established the retrieval performance of the uncompressed baseline, we now turn

to methods for compressing the dense document index and the queries.

3.2.1 Random Projection

The simplest way to perform dimension reduction for a given index x ∈ Rd is to randomly

preserve only certain d′ dimensions and drop all other dimensions:

fdrop.(x) = (xm1 , xm2 , . . . , xmd′ )

Another approach is to greedily search which dimensions to drop (those that, when

omitted, either improve the performance or lessen it the least):

pi(x) = (x0, x1, . . ., xi−1, xi+1, . . ., x768)

Li = R-Prec(pi(Q), pi(D))

m = sortdesc.
L ([1 . . . 768])

fgreedy drop.(x) = (xm1 , xm2 , . . . , xmd′ )

The advantage of these two approaches is that they can be represented easily by a single

R768×d matrix. We consider two other standard random projection methods: Gaussian

random projection and Sparse random projection [87]. Such random projections are

suitable mostly for inner product [88] though the differences are removed by normalizing

the vectors (which also improves the performance).

Results. The results of all random projection methods are shown in Figure 3.1. Gaus-

sian random projection seems to perform equally to sparse random projection. The

performance is not fully recovered for the two methods. Interestingly, simply dropping

random dimensions led to better performance than that of sparse or Gaussian random

projection. The greedy dimension dropping even improves the performance slightly over

random dimension dropping in some cases before saturating and is deterministic. As

shown in Table 3.4, the greedy dimension dropping with post-processing achieves the

best performance among all random projection methods. Without post-processing, L2

distance works better compared to the inner product.
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Figure 3.1: Dimension reduction using different random projections methods. Pre-
sented values are the max of 3 runs (except for greedy dimension dropping, which is
deterministic), semi-transparent lines correspond to the minimum. Embeddings are
provided by centered and normalized DPR-CLS. Final vectors are also post-processed
by centering and normalization.

3.2.2 Principal Component Analysis

Another natural candidate for dimensionality reduction is principal component anal-

ysis (PCA) [89]. PCA considers the dimensions with the highest variance and omits

the rest. This leads to a projection matrix that projects the original data onto the

principal components using an orthonormal basis T . The following loss is minimized

L = MSE(T′Tx,x). Note that we fit PCA on the covariance matrix of either the doc-

ument index, query embeddings or both and the trained dimension-reducing projection

is then applied to both the document and query embeddings.

Results. The results of performing PCA are shown in Figure 3.2. First, we find that

the uncompressed performance, as well as the effect of compression, is highly depen-

dent on the data pre-processing. This should not be surprising as the PCA algorithm

assumes centered and pre-processed data. Nevertheless, we stress and demonstrate the

importance of this step. This is given by the normalization of the input vectors and also

that the column vectors of PCA are orthonormal.

Second, when the data is not centered, the PCA is sensitive to what it is trained on. Fig-

ure 3.2 show systematically that training on the set of available queries provides better

performance than training on the documents or a combination of both. Subsequently,

after centering the data, it does not matter anymore what is used for fitting: both the

queries and the documents provide good estimates of the data variance and
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Figure 3.2: Dimension reduction using PCA (top) and Autoencoder (bottom) trained
either on document index, query embeddings or both. Each figure corresponds to one
of the four possible combinations of centering and normalizing the input data. The
output vectors are not post-processed. Reconstruction loss (MSE, average for both
documents and queries) is shown in transparent colour and computed in original data
space. Horizontal lines show uncompressed performance. Embeddings are provided by
DPR-CLS.

the dependency on training data size for PCA is explored explicitly in Section 3.3.1.

The reason why queries provide better results without centering is that they are more

centered in the first place, as shown in Table 3.2.

Avg. L1 (std) Avg. L2 (std)

Documents 243.0 (20.1) 12.3 (0.6)

Queries 137.0 (7.5) 9.3 (0.2)

Table 3.2: Average L1 and L2 norms of document and query embeddings from DPR-
CLS without pre-processing.

In all cases, the PCA performance starts to plateau around 128 dimensions and is within

95% of the uncompressed performance. Finally, we note that while PCA is concerned



Chapter 3. Dimension Reduction 31

with minimizing reconstruction loss, Figure 3.2 shows that even after vastly decreas-

ing the reconstruction loss, no significant improvements in retrieval performance are

achieved. We further discuss this finding in Section 4.2.

Component Scaling. One potential issue of PCA is that there may be dimensions

that dominate the vector space. Mu et al. [90] suggest to simply remove the dimension

corresponding to the highest eigenvalue though we find that simply scaling down the

top k eigenvectors systematically outperforms standard PCA. For simplicity, we focused

on the top 5 eigenvectors and performed a small-scale grid-search of the scaling factors.

The best performing one was (0.5, 0.8, 0.8, 0.9, 0.8) and Table 3.4 shows that it provides

a small additional boost in retrieval performance.

3.2.3 Autoencoder

A straightforward extension of PCA for dimensionality reducing is to use autoencoders,

which has been widely explored [91, 92]. Usually, the model is described by an encoder

e : Rd → Rb, a function from a higher dimension to the target (bottleneck) dimension and

a decoder r : Rb → Rd, which maps back from the target dimension to the original vector

space. The final (reconstruction) loss is then commonly computed as L = MSE((r ◦
e)(x),x). To reduce the dimensionality of a dataset, only the function e is applied

to both the query and the document embedding. We consider three models with the

bottleneck: 2

1. A linear projection similar to PCA but without the restriction of orthonormal

columns:

e1(x) = L768
128

r1(x) = L128
768

2. A multi-layer feed forward neural network with tanh activation:

e2(x) = L768
512 ◦ tanh ◦L512

256 ◦ tanh ◦L256
128

r2(x) = L128
256 ◦ tanh ◦L256

512 ◦ tanh ◦L512
768

2La
b symbolizes a fully connected linear layer from a dimensions to b dimensions. Layer composition

is done with �.
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3. The same encoder as in the previous model but with a shallow decoder:

e3(x) = L768
512 ◦ tanh ◦L512

256 ◦ tanh ◦L256
128

r3(x) = L128
768

Compared to PCA, it is able to model non-pairwise interaction between dimensions (in

the case of models 2 and 3 also non-linear interaction). Hyperparameters are listed in

Table 3.3.

Hyperparameters

Batch size 128

Optimizer Adam

Learning rate 10−3

L1 regularization 10−5.9

Table 3.3: Hyperparameters of autoencoder architectures. L1 regularization is used
only when explicitly mentioned.

Results. We explore the effects of training data and pre-processing with results for the

first model shown in Figure 3.2. Surprisingly, the Autoencoder is even more sensitive to

proper pre-processing than PCA, most importantly centering which makes the results

much more stable.

The rationale for the third model is that we would like the hidden representation to

require as little post-processing as possible to become the original vector again. The

higher performance of the model with shallow decoder, shown in Table 3.4 supports

this reasoning. An alternative way to reduce the computation (modelling dimension

relationships) in the decoder is to regularize the weights in the decoder. We make use

of L1 regularization explicitly because L2 regularization is conceptually already present

in Adam’s weight decay. This improves each of the three models.

Similarly to the other reconstruction loss-based method (PCA), without post-processing,

the inner product works yields better results.

3.2.4 Precision Reduction

Lastly, we also experiment with reducing index size by lowering the float precision from

32 bits to 16 and 8 bits. Note that despite their quite high retrieval performance, they



Chapter 3. Dimension Reduction 33

Method Compression
Original Center + Norm.

IP L2 {IP, L2} (% original)

Original 1× 0.609 0.240 0.618 (100%)

Gaussian Projection (128) 6× 0.413 0.453 0.468 (76%)

Sparse Projection (128) 6× 0.398 0.448 0.457 (74%)

Dimension Dropping (128) 6× 0.426 0.466 0.478 (77%)

Greedy Dimension Dropping (128) 6× 0.447 0.478 0.504 (82%)

PCA (128) 6× 0.577 0.562 0.579 (94%)

PCA (128, scaled top 5) 6× 0.586 0.572 0.592 (96%)

Autoencoder (128, single layer) 6× 0.585 0.569 0.588 (95%)

Autoencoder (128, full) 6× 0.564 0.560 0.588 (95%)

Autoencoder (128, shallow decoder) 6× 0.599 0.582 0.599 (97%)

Autoencoder (128, single layer) + L1 6× 0.600 0.587 0.601 (97%)

Autoencoder (128, full) + L1 6× 0.573 0.569 0.589 (95%)

Autoencoder (128, shallow decoder) + L1 6× 0.601 0.591 0.601 (97%)

Precision 16-bit 2× 0.612 0.610 0.615 (100%)

Precision 8-bit 4× 0.613 0.610 0.614 (99%)

Precision 1-bit (offset 0.5) 32× 0.559 0.556 0.561 (91%)

Precision 1-bit (offset 0) 32× 0.530 0.556 0.561 (91%)

PCA (245) + Precision 1-bit (offset 0.5) 100× 0.459 0.458 0.461 (75%)

PCA (128) + Precision 8-bit 24× 0.558 0.553 0.567 (92%)

Table 3.4: Overview of compression method performance (from 768) using either L2

or inner product for retrieval. Inputs are based on centered and normalized output of
DPR-CLS and the outputs optionally post-processed again. Performance is measured
by R-Precision on the pruned HotpotQA dataset.

only reduce the size by 2 and 4 respectively (as opposed to 6 by dimension reduction via

PCA to 128 dimensions). Another drawback is that retrieval time is not affected because

the dimensionality remains the same. For more intuition, Figure 3.3 and table 3.5

illustrate the effect of floating point precision reduction.

Using only one bit per dimension is a special case of precision reduction suggested by

Yamada et al. [28]. Because we use centered data, we can define the element-wise

transformation function as:

fα(xi) =

1− α xi ≥ 0

0− α xi < 0

Bit 1 would then correspond to 1 − α and 0 to 0 − α. While Yamada et al. [28] use

values 1 and 0, we work with 0.5 and −0.5 in order to be able to distinguish between
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Figure 3.3: 100 randomly generated points with 5 precision reductions methods. 32-
bit and 16-bit overlap, 1-bit has only 4 options.

32-bit 16-bit 8-bit 1-bit (0.5) 1-bit (0)

0.10159580514915101 0.10162353515625 0.09375 0.5 1.0

0.41629564523620965 0.416259765625 0.375 0.5 1.0

-0.41819052217411135 -0.418212890625 -0.375 -0.5 0.0

0.02165521039532603 0.0216522216796875 0.01953125 0.5 1.0

0.7858939086953094 0.7861328125 0.75 0.5 1.0

0.7925861778668761 0.79248046875 0.75 0.5 1.0

-0.7488293790723275 -0.7490234375 -0.625 -0.5 0.0

-0.5855142437236265 -0.58544921875 -0.5 -0.5 0.0

Table 3.5: Decimal representation of randomly generated numbers with 5 precision
reduction methods.

certain cases when using IP-based similarity.3 As shown in Table 3.4, this indeed yields

a slight improvement. When applying post-processing, however, the two approaches

are equivalent. While this method achieves extreme 32x compression on the disk and

retains most of the retrieval performance. The downside of 1-bit and 8-bit is that if one

wishes to use standard retrieval pipelines, these variables would have to be converted to

a supported, larger, data type.

3When using 0 and 1, the IP similarity of 0 and 1 is the same as 0 and 0 while for �0.5 and 0.5 they
are �0.25 and 0.25 respectively.
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Finally, reducing precision can be readily combined with dimension reduction methods

(see Section 3.2.5), such as PCA (prior to changing the data type). As shown in the last

row of Table 3.4, this can lead to the compressed size be 100x smaller while retaining

75% retrieval performance on HotpotQA and 89% for NaturalQuestions (see Table 3.6).

3.2.5 Combination of PCA and Precision Reduction

It is possible to combine methods for dimension reduction with methods for reducing

data type precision. The results in Figure 3.4 show that PCA can be combined with

e.g. 8-bit precision reduction with negligible loss in performance.
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Figure 3.4: Combination of PCA and precision reduction. Compression ratio is shown
in text. 16-bit and 32-bit values overlap with 8-bit and their compression ratios are not
shown. Measured on HotpotQA with DPR-CLS.
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Method Compression
Original Center + Norm.

IP L2 {IP, L2} (% original)

Original 1× 0.934 0.758 0.920 (100%)

Gaussian Projection 6× 0.825 0.848 0.855 (93%)

Sparse Projection 6× 0.826 0.848 0.856 (93%)

Dimension Dropping 6× 0.840 0.863 0.867 (94%)

Greedy Dimension Dropping 6× 0.845 0.873 0.873 (95%)

PCA 6× 0.908 0.907 0.910 (99%)

PCA (scaled top 5) 6× 0.916 0.910 0.920 (100%)

Autoencoder (single layer) 6× 0.915 0.910 0.914 (99%)

Autoencoder (full) 6× 0.903 0.907 0.910 (99%)

Autoencoder (shallow decoder) 6× 0.916 0.918 0.919 (100%)

Autoencoder + L1 (single layer) 6× 0.918 0.918 0.921 (100%)

Autoencoder + L1 (full) 6× 0.909 0.910 0.913 (99%)

Autoencoder + L1 (shallow decoder) 6× 0.918 0.917 0.919 (100%)

Precision 16-bit 2× 0.921 0.917 0.920 (100%)

Precision 8-bit 4× 0.920 0.921 0.922 (100%)

Precision 1-bit (offset 0.5) 32× 0.902 0.902 0.904 (98%)

Precision 1-bit (offset 0) 32× 0.892 0.902 0.904 (98%)

PCA (245) + Precision 1-bit (offset 0.5) 100× 0.854 0.862 0.858 (93%)

PCA (128) + Precision 8-bit 24× 0.906 0.904 0.909 (99%)

Table 3.6: Overview of compression method performance (from 768) using either L2

or inner product for retrieval. Inputs are based on (1) original and (2) centered and
normalized output of DPR-CLS. Performance is measured by R-Precision on Natu-
ralQuestions.
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3.3 Analysis

3.3.1 Model Comparison

The comparison of all discussed dimension reduction methods is shown in Table 3.4. It

also shows the role of centering and normalization post-encoding which systematically

improves the performance. The best performing model for dimension reduction is the

autoencoder with L1 regularization and either just a single projection layer for the

encoder and decoder or with the shallow decoder (6x compression with 97% retrieval

performance).

We also show the major experiments in Table 3.6 (table structure equivalent to that

for the pruned dataset in Table 3.4) on Natural Question [41] with identical dataset

pre-processing. The performance is overall larger because the task is different and the

set of documents is lower (1.5 million spans) but comparatively the trends are in line

with the previous conclusions of the thesis.

3.3.2 Speed.

Despite the autoencoder providing slightly better retrieval performance and PCA being

generally easier to use (due to the lack of hyperparameters), there are several tradeoffs

in model selection. Once the models are trained, the runtime performance (encoding) is

comparable though for PCA it is a single matrix projection while for the autoencoder it

may be several layers and activation functions.

Depending on the specific library used for implementation, however, the results differ.

Figure 3.5 shows that the autoencoder (implemented in PyTorch) is much slower than

any other model when run on a CPU but the fastest when run on a GPU. Similarly,

PCA works best if used from the PyTorch library (whether on CPU or GPU) and from

the standard Scikit package. Except for Scikit, there seems to be little relation between

the target dimensionality and computation time.

3.3.3 Data size

A crucial aspect of the PCA and autoencoder methods is how much data they need

for training. In the following, we experimented with limiting the number of training

samples for PCA and the linear autoencoder. Results are shown in Figure 3.6.

4PyTorch 1.9.1, scikit-learn 0.23.2, RTX 2080 Ti (CUDA 11.4), 64�2.1GHz Intel Xeon E5-2683 v4,
1TB RAM.
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Figure 3.5: Speed comparison of PCA and autoencoder (model 3) implemented in
PyTorch and Scikit4split into training and encoding parts. Models were trained on
documents and queries jointly (normalized).

While Ma et al. [27] used a much larger training set to fit PCA, we find that PCA requires

very few samples (lower-bounded by 128 which is also the number of dimensions used for

this experiment). This is because in the case of PCA training data is used to estimate

the data covariance matrix which has been shown to work well when using a few samples

[93]. Additionally, we find that overall the autoencoder needs more data to outperform

PCA.

Next, we experimented with adding more (potentially irrelevant) documents to the

knowledge base. For this, we kept the training data for the autoencoder and PCA

to the original size. The results are shown as dashed lines in Figure 3.6. Retrieval per-

formance quickly deteriorates for both models (faster than for the uncompressed case),

highlighting the importance of filtering irrelevant documents from the knowledge base.

3.3.4 Retrieval errors

So far, our evaluation focused on quantitative comparisons. In the following, we compare

the distribution of documents retrieved before and after compression to investigate if

there are systematic differences. We carry out this analysis using HotpotQA which, by

design, requires two documents in order to answer a given query. We compare retrieval

with the original document embeddings to retrieval with PCA and 1-bit compression.
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Figure 3.6: Dependency of PCA and autoencoder performance (evaluated on Hot-
potQA dev data, trained on document encodings) by modifying training data (solid
lines) and by adding irrelevant documents to the retrieval pool (dashed lines). Black
crosses indicate the original training size. Note the log scale on the x-axis and the
truncation of the y-axis.

Uncompressed PCA 1bit

Uncompressed 1.00

PCA 0.87 1.00

1bit 0.81 0.80 1.00

Table 3.7: Correlation of the number of retrieved documents for HotpotQA queries
in different retrieval modes: uncompressed, PCA (128) and 1-bit precision with R-
Precisions (centered & normalized) of 0.618, 0.579 and 0.561, respectively.

We find that there are no systematic differences compared to the uncompressed retrieval.

This is demonstrated by the small off-diagonal values in Figure 3.7. This result shows

that if the retriever working with uncompressed embeddings returns two relevant doc-

uments in the top-k for a given query, also the retriever working with the compressed

index is very likely to include the same two documents in the top-k. This is further

shown by the Pearson correlation in Table 3.7.

Overall this suggests that the compressed index can be used on downstream tasks with

predictable performance loss based on the slightly worsened retrieval performance. Fur-

thermore, there do not seem to be any systematic differences even between the two

vastly different compression methods used for this experiment (PCA and 1-bit preci-

sion). This indicates that, despite their methodological differences, the two compression
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approaches seem to remove the same redundances in the uncompressed data. We leave

a more detailed exploration of these findings for future work.
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Figure 3.7: Distribution of the number of retrieved documents for HotpotQA queries
before and after compression: PCA (128) and 1-bit precision with R-Precisions (cen-
tered & normalized).
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Discussion

In this section, we briefly discuss the main conclusions from our experiments and analysis

in the form of recommendations for NLP practitioners. We also discuss the general

approach to dimensionality reduction from the point of view of distance learning and

the limitations. We summarize together with ideas for future work.

4.1 Recommendations

4.1.1 Importance of Pre-/post-processing

As our results show, for all methods (and models), centering and normalization should

be done before and after dimension reduction, as it boosts the performance of every

model.

4.1.2 Method recommendation

While most compression methods achieve similar retrieval performance and compression

ratios (cf. Table 3.4 and Table 3.6), PCA stands out in the following regards:

• It requires only minimal implementation effort and no tuning of hyper-parameters

beyond selecting how many principal components to keep.

• As our analysis shows, the PCA matrix can be estimated well with only 1000

document or query embeddings. It is not necessary to learn a transformation

matrix on the full knowledge base.

• PCA can easily be combined with precision reduction based approaches.

41
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4.1.3 Splitting

Small gains (both performance and smaller knowledge base size) can be achieved by

splitting on sentence boundaries (e.g. 6 sentences instead of 100 tokens). Further im-

provements can be possibly made by using the same splitting scheme in model pretrain-

ing.

4.2 Pitfalls of Reconstruction Loss

Despite PCA and autoencoder being the most successful methods, low reconstruction

loss provides no theoretical guarantee to the retrieval performance. Consider a simple

linear projection that can be represented as a diagonal matrix that projects to a space of

the same dimensionality. This function has a trivial inverse and therefore no information

is lost when it is applied. The retrieval is however disrupted, as it will mostly depend on

the first dimension and nothing else. This is a major flaw of approaches that minimize

the vector reconstruction loss because the optimized quantity is different to the actual

goal.

R =



1099 0 · · · 0

0 1 · · · 0
...

...
. . .

...

0 0 · · · 1


R−1 =



10−99 0 · · · 0

0 1 · · · 0
...

...
. . .

...

0 0 · · · 1



∀v ∈ Rd : L2((R−1 ×R)v, v) = L2(Iv, v) = 0 ⇒ L = 0

4.2.1 Distance Learning

In this subsection, we discuss a more general solution to dimension reduction for doc-

ument retrieval: distance/manifold learning. This task is also concerned with creating

a new vector space that has some key properties transferred from the original, higher-

dimensional, space (distances, ordering etc.). Figure 4.1 illustrates dimension reduction

on random vectors from 3D to 2D.1 The various methods are discussed later. Note the

distances between the three selected points in the 2D space.

1The 3D visualization is in itself a kind of dimension reduction but we add additional features
(leading verticals and grid) to make use of the human visual processing.
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Figure 4.1: Example of dimension reduction using PCA, t-SNE and parametric and
non-parametric MDS from 3 to 2 dimensions.

4.2.1.1 Existing Approaches

The task of dimensionality reduction has been explored by standard statistical methods

by the name manifold learning.

The most used method is t-distributed stochastic neighbor (t-SNE) embedding built on

the work of Hinton and Roweis [94] or multidimensional scaling [95, 96]. They organize

a new vector space (of lower dimensionality) so that the L2 distances follow those of the

original space (extensions to other metrics also exist). Although the optimization goal is

more in line with our task of vector space compression with the preservation of nearest

neighbours, methods of manifold learning are limited by the large computation costs2

and the fact that they do not construct a function but rather move the discrete points

in the new space to lower the optimization loss. This makes it not applicable for online

purposes (i.e. adding new samples that need to be compressed as well).

Multidimensional Scaling. A widely used technique for dimensionality reduction is

MDS. An extension to this is using an arbitrary metric for the original space, though

the new organization is still based on the L2 distance. An important variant of this

method is nonmetric MDS which preserves the ordering of neighbours instead of trying

to model all distances accurately. This optimization goal is important for the task at

hand, dimensionality reduction for vectors used for document retrieval. A downside of

2The common fast implementation for t-SNE, Barnes-Hut [97, 98] is based on either quadtrees or
octrees and is limited to 3 dimensions.
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MDS is that the support is limited to metrics only in the formal mathematical sense,

which the inner product does not satisfy and has very large computation costs.

Uniform Manifold Approximation and Projection for Dimension Reduction.

While the recent technique UMAP [99] solves some of the issues of t-SNE (target di-

mension limits), it is still too slow for practical purposes when applied to the whole

knowledge base.

All of the manifold learning methods are also very dependent on the hyperparameters,

which makes working with the techniques (in comparison to PCA) more difficult, also

yielding suboptimal results.

4.2.1.2 Gradient-based optimization

The main disadvantage of the approaches based on reconstruction loss is that their

optimization goal strays from what we are interested in, namely preserving distances

between vectors. We tried to reformulate the problem in terms of deep learning and

gradient-based optimization to alleviate the issue of speed and extensibility of standard

manifold learning approaches. We try to learn a function that maps the original vector

space to a lower-dimensional one while preserving similarities. That can be either a

simple linear projection A or generally a more complex differentiable function f :

L = MSE(sim(f(ti), f(tj)), sim(ti, tj))

After the function f is fitted, both the training and new data can be compressed by its

application. As opposed to manifold learning which usually leverages specific properties

of the metrics, here they can be any differentiable functions. The optimization was,

however, too slow, underperforming (between sparse projection and PCA) and did not

currently provide any benefits (results not shown in this thesis).

Similar to manifold learning, we may create completely new vectors instead of relying

on differentiable transformations. Given an already existing lower-dimensional repre-

sentation of the data, we may consider the following loss, computed the gradient and

updated the values. Assuming ti and tj are randomly sampled vectors and the new

vectors ni and nj are trainable parameters. The elements in the pairs of vectors need

not be from the same distribution. In this case, ti and ni may be queries and tj and nj

documents. The optimization goal is to have same similarities in the new vector space
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as in the original one.

L = MSE(sim(ni, nj), sim(ti, tj))

Naturally, this is very susceptible to the initial organization of the vector space. We

considered two solutions for initialization of every dimension: uniform sampling from

(−1, 1) and sampling from a normal distribution with µ = 1 and σ2 = 1. We also

experimented with the normalization of the whole vector to the norm of 1. This method

does not, however, solve the issue that the result of the computation is not applicable

to new data and only reorganizes data at train-time.

We also tried to use unsupervised contrastive learning by considering close neighbours

in the original space as positive samples and distant neighbours as negative samples but

reached similar results:

L =

∑
ti,tj close e

sim(f(ti),f(tj))∑
ti,tj distant e

sim(f(ti),f(tj))

4.3 Limitation

We are fairly confident, based on prior existing research on this topic, that the explored

methods will not yield unexpected undesirable results. We aimed at making deployment

and experiments with large knowledge bases easier from compute and memory resrouces

point of view. A persisting bottleneck is the embedding model inference, which is re-

quired to generate the index for the whole knowledge base. Additionally, for extremely

resource limited scenarios, the application of these methods may not be straightforward.3

The key thing that could prevent from the described methods to be used by document

retrieval practicioners is the lack of quantification of how the loss in retrieval performance

affects the downstream task performance. While we shown that there are no probably

no systematic differences in the kinds of documents that are retrieved, it is still unknown

whether 90% of original retrieval performance means that a specific question answering

system will have 90% exact match. Because this depends heavily on the specific task,

we leave this question open for future survey and would like to see curves downstream

task performance - retrieval retrieval performance for multiple systems and tasks.

3For example, to avoid having the whole 150GB index in memory, one must interweave embedding
model inference with dimension reduction steps.
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4.4 Summary

In this work, we examined several simple unsupervised methods for dimensionality reduc-

tion for retrieval-based NLP tasks: random projections, PCA, autoencoder and precision

reduction and their combination. We also documented the data requirements of each

method and their reliance on pre- and post-processing. We explored several options for

splitting and filtering and reported that the commonly used practices are adequate. We

stress the importance of pre- and post-processing (centering + normalization).

Future research

As shown in prior works, dimension reduction can take place also during training where

the loss is more in-line with the retrieval goal. Methods for dimension reduction after

training, however, rely mostly on reconstruction loss, which is suboptimal. Therefore

more research for dimension reduction methods is needed, such as fast manifold or

distance-based learning.

Despite negative results with gradient-based metric learning, we believe that with enough

research, it may show to be useful. It also leads to many new questions, for example, if

the loss uses the inner product as the similarity in the new space and L2 in the original,

it is unclear to which extent the trained function would be able to capture the original

L2 structure with the inner product as the similarity metric.
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Fusion Discussion

Intuitively it makes more sense to prefer early fusion, to maximize the model’s access

to extra information [36, 100]. However, this can also be a disadvantage, as the signal

from the artefact can get lost during the long computation. In the case of an artefact

which is the gold output of a similar query from the training data, later fusion makes

more sense. This also allows for a degree of explainability. By examining the forward

pass of the last function we could determine what the contribution of the artefact was

to the produced output.

The decision of how late the fusion should be depends heavily on the artefact type. The

application of every function in the chain of computation projects the input to some

latent space. The final function fn is special because it projects the output of previous

functions to the space of possible outputs for the whole model. In this space, there is the

prediction ŷ and also the true output y. The task performance metric is defined in this

space. During inference, adding an artefact should ideally move the prediction in the

output space closer to the correct output. Assuming c is the intermediate computation

and there are two (overloaded) functions that produce a prediction: ŷx = fn(c) and

ŷξ = fn(c, ξ). In circumstances in which adding the artefact helps, L(ŷξ, y) < L(ŷx, y),

where L is a loss function such as cross-entropy. This is illustrated in the first row of

Figure A.1 for n = 2.

Assume that we can create an inverse of the last projection and see where the correct

output lies in the intermediate representation. There may be multiple such ct : fn(ct) = y

or none, if too much information was lost by the first projection f1. Further, assume

that there is always at least one such ct. We may then define an intermediate loss

Li for each model computation by measuring the distance of the partial computations

to the back-projection. Similarly to late fusion, we consider two overloaded functions

that produce the intermediate representation cx = f1(q) and cξ = f1(q, ξ). Adding the

47
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artefact then ideally moves the intermediate representation closer to the back-projection

and reduces the intermediate loss: Li(cξ, ct) < Li(cx, ct).
1

This is illustrated in the second row of Figure A.1, which depicts a model with only

two computational steps: f2 ◦ f1. Early fusion (second row) adds the artefact to f1,

while late fusion adds it in the next step. For simplicity in the figure, we consider

the standard L2 distance loss between the points. In both cases, adding the artefact

reduced the target loss. For early function, the intermediate loss was also reduced and

the target loss was lower. This does not always happen and complex computations may

still at some point project the intermediate computation to the same point regardless of

whether an artefact was added earlier or not. It may also be the case that training with

artefacts takes a longer time and the intermediate loss is higher but that the presence

of the artefacts will make the model converge to a better optimum (lower generalization

error).

y
ŷ

ŷ 

f₂(cₓ)

f₂(c,ξ)

cₓf₁(q)

q

y
ŷₓ

ŷ 

f₂(cₓ)

f₂(c )

cₓf₁(q)

f₁(q,ξ)
q c 

f₂(cₜ)cₜ

Projection 1 Projection 2 = OutputInput Space

ξ

ξ

ξ ξ

Figure A.1: Example of how late (top) and early (bottom) fusions affect the pro-
jections into intermediate spaces. The lengths of dashed lines correspond to the loss
(longer is greater loss). Adding an artefact ξ to the computation decreases the loss in
both early and late fusions.

Even though the invertibility of projections in this paper is only used as an illustration

for the artefact fusion and an intermediate loss does not have to be defined in practice,

invertible neural networks are an ongoing topic of research [101, 102]. The combination

1In case of multiple elements that map to y, we can define a loss that considers the minimum distance
to any of them: Li′ = minLi(c, ct). If there is no such element in the projection space, then we may
consider the elements that project close to the target Ct = arg minL(f2(c), y).
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of artefact retrieval and invertible neural networks has not yet been explored to our

knowledge.
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Karpukhin, Naman Goyal, Heinrich Küttler, Mike Lewis, Wen-tau Yih, Tim
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