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Motivation

01.

What drove us to embark on 
a journey into anime analysis



$2 million
“an average 13-episode anime season costs around 250 

million yen (or $2 million)” (Eric, 2015)

Motivation: 
High cost of producing anime



Maximise Profits

Motivation: 
High cost of producing anime



Dataset used

MyAnimeList.net API

● Animes from 2000 to 2021
● Scrap and clean for EDA & ML
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Setting the stage

02.

EDA, data collection and 
data preparation



Data Collection

2.1



[2.1 Data Collection]

Animes from 2000-2021 (100/season)

Function to scrap by year and season



Data Cleaning & 
Preprocessing

2.2



[2.2a Data Cleaning & Preprocessing]

Missing values

Filling in NaN values with domain-specific values



[2.2b Data Cleaning & Preprocessing]

JSON Manipulation

Functions to convert and splitting JSON columns

Converting columns to JSON and splitting into individual columns for manipulation and feature engineering
● start_season
● broadcast
● statistics

● studios
● genres



[2.2c Data Cleaning & Preprocessing]

Feature Engineering
Creating positive/negative viewership feature

New Features Generated:
● From ‘broadcast’:

○ broadcast_day_of_the_week
○ broadcast_start_time

● From ‘start_season’
○ start_season_year
○ start_season_season

● From ‘statistics’
○ statistics_watching
○ statistics_completed
○ statistics_on_hold
○ statistics_dropped
○ statistics_plan_to_watch
○ statistics_num_list_users
○ Aggregation:

■ positive_viewership_fraction: statistics_watching + statistics_completed + 
statistics_plan_to_watch

■ negative_viewership_fraction: statistics_on_hold + statistics_dropped



[2.2d Data Cleaning & Preprocessing]

Feature Engineering - ‘success’
‘success’ (1: successful, 0: not successful)

● Top 500 rank
● Top 500 popularity
● mean above 8.5
● positive_viewership_fraction above 0.975



[2.2e Data Cleaning & Preprocessing]

Time Series - Genres
Using start_season_year and genres to create genre time series dataframe for analysis



[2.2f Data Cleaning & Preprocessing]

One Hot Encoding
One hot encoding of categorical variables:

● media_type
● source
● rating
● start_season_season
● start_season_year

● status
● nsfw
● genres
● studios



Exploratory Data 
Analysis & 
Visualization

2.3



[2.3a Exploratory Data Analysis & Visualization]

Genres
Top 5 genres from 2000 to 2021:

● Comedy, action, fantasy, adventure 
and shounen

Genres trend from 2000 to 2021:
● [Decreasing Trend] ‘Shounen’, ‘Comedy’ and ‘Adventure’
● [Increasing Trend] ‘Slice of Life’, and ‘Music’



[2.3a Exploratory Data Analysis & Visualization]

Genres
● It is surprising to see that ‘Shounen’, ‘Comedy’ and ‘Adventure’ 

have a decreasing trend



[2.3b Exploratory Data Analysis & Visualization]

Award Winning vs No Genre
Comparing animes with ‘Award Winning’ and ‘no_genre’ genres

‘Award Winning’ animes: 
● Higher popularity
● Higher ranked
● Higher ratings



[2.3c Exploratory Data Analysis & Visualization]

Studios
Top 5 anime studios from 2000 to 2021:

● Toei Animation, Sunrise, TMS Entertainment, Madhouse, OLM



[2.3d Exploratory Data Analysis & Visualization]

Mean rating vs various features
Mean rating compared with:

● ‘source’
● ‘media_type’
● ‘rating’

Source vs Mean Media Type vs Mean Rating vs Mean Genres vs Mean

● ‘genres’
● ‘studios’



[2.3d Exploratory Data Analysis & Visualization]

Mean rating vs Studios
Studio of the anime vs mean rating of the anime:

● Quality is better than quantity
● The top 5 most common studios are not seen in top 20 studios with highest mean ratings



[2.3e Exploratory Data Analysis & Visualization]

Multivariate Relationships
Relationship between mean, rank, popularity, positive/negative viewership:

● mean, rank and popularity are correlated
● negative/positive viewership have no significant correlation with mean, rank, popularity



[2.3f Exploratory Data Analysis & Visualization]

More EDA
More EDA found in Jupyter notebook:

● num_episodes
● average_episode_duration
● start_season_season

● Previous EDA in details



[2.3g Exploratory Data Analysis & Visualization]

Data-driven recommendations
Data-driven Recommendations:

● Studios should 
a. Focus on quality instead of quantity of anime
b. Broadcast anime regardless of the season
c. Not focus on producing anime that generate more positive views through fan-services



Core Analysis

03.

Regression + Classification



Machine Learning

● Determine 
probability of 
success of an 
anime (Yes/No)

● Predict mean rating
● High mean rating == 

anime well-received 
(positive correlation 
with ranking & 
popularity)

● Studios can predict the mean rating 
and classify the probability of 
success of the anime before 
production

● Maximizing profits from viewership, 
events and merchandise sales from 
pre-production anime fine-tuning

Classification Regression Objective



[Regression Models]

Regression
Goal:

● Estimate ‘mean’ rating of an anime based on the features of animes before they are 
produced

Models:
● Linear Regression
● Lasso Regression
● Ridge Regression [Best]



[Classification Models + Performance Metrics]

Classification
Goal:

● Classify future success based on features of animes before they are produced
How:

● Predicting the probability of ‘1’ in the ‘success’ feature
Models:

● LinearSVC
● Decision Trees
● Random Forest [Best]

Performance Metrics:
● K-fold cross validation (K = 5)

○ TPR, TNR, Confusion Matrix
○ Precision, Recall (TPR), F1 score
○ ROC AUC Score
○ Out-of-bag (oob) score for random forest models
○ Performance consistency (standard deviation)



[Classification]

LinearSVC
Reason for trying:

● Large dataset with many rows and features
Performance:

● [Poor] Very low classification accuracy (~0.6), true 
positive rate, precision, recall, and f1_score (~0.2) for both 
train and test dataset

Reason for performance:
● LinearSVC more suited for text classification instead of 

categorical and continuous dataset



[Classification]

Decision Tree
Reason for trying:

● Categorical and continuous dataset
Performance:

● [Decent] 
● ⬆ Classification accuracy (~0.8)
● ⬆ ROC AUC Score (~0.8)
● ⬆ True positive rate, precision, recall, and F1 score

Reason for performance:
● Categorical and continuous dataset suited 



[Classification]

Random Forest V1
Reason for trying:

● Ensemble of decision trees (Many trees built)
Performance:

● [Good] 
● ⬆ Classification accuracy, TPR, F1 Score
● ⬆ ROC AUC Score (~0.8 to ~ 0.94)

Reason for performance:
● Random Forest builds multiple decision trees and merge 

them together to get a more accurate and stable 
prediction

● Random Forest prevent overfitting on datasets



[Classification Feature Importance]

Random Forest V2
Random Forest Improvement:

● [Feature Importance]
● Removing 600+ features with ‘0’ importance

Performance:
● [Great] 
● ⬆ Classification accuracy, TPR, TNR, F1 Score
● ⬆ ROC AUC Score
● ⬆ Performance speed & consistency (s.d. 0.00409)
● ↔ Oob score

Reason for performance:
● Dimensionality of the model is reduced → ⬆ Model 

speed & Performance since only important features are 
considered.

● Prevents overfitting, however performance only increase 
slightly as random forest models tend not to overfit



[Classification Feature Importance]

Random Forest V3
Random Forest Change:

● [Feature Importance]
● Top 50 important features

Performance:
● [Good but decreased performance] 
● ⬇ Classification accuracy, precision, recall, F1 Score
● ⬇ ROC AUC Score
● ⬇ Performance consistency
● ⬇ Oob score
● ⬆ Performance speed 

Reason for performance:
● Only 50 out of about 250+ important features were 

considered before splitting a node
● Reducing large number of features reduces the 

performance but increases the speed



[Classification Hyperparameter Tuning]

Random Forest V4
Random Forest Improvement:

● [Hyperparameter Tuning]
● ‘criterion’: ‘entropy’
● ‘n_estimators’: 700

Performance:
● [Excellent] 
● ⬆ Classification accuracy, precision, recall, F1 Score, ROC AUC 

Score, Oob score, and performance consistency
● ↔ TPR, TNR
● Performance speed between v1 & v2

Reason for performance:
● Entropy ‘criterion’: 

○ Measures the disorder of features
○ Dataset is more suited for using entropy

● ‘n_estimators’: 
○ Number of trees built before taking the maximum voting or 

averages of prediction
○ Having a value of 700 over the default 100 is used as building more 

trees leads to better performance



[Classification]

Model Comparison
Models Built:

● LinearSVC
● Decision Tree
● Random Forest V1
● Random Forest V2
● Random Forest V3
● Random Forest V4

Model to Use:
● Random Forest V4

○ Classification accuracy of 89% on the test dataset
○ Excellent performance consistency and performance 

speed
○ Great performance metrics



Project Outcomes

04.

Outcome, Insights, 
Recommendations, Learning 

Points



[Project outcomes]

Outcomes
Important Features:

● ‘average_episode_duration’
● ‘num_episodes’
● ‘source_manga’
● ‘media_type_movie’
● ‘rating_pg_13’

Classification:
●  Classify animes success probability with high accuracy of 89% [Random Forest V4]

Regression:
● Estimate ‘mean’ rating of animes reliably with about 0.7 R^2 [Ridge Regression]

Solving original Problem:
● Studios can fine-tune the anime before production and maximize their profits after production, 

ensuring their survivability in the industry



[Project Outcomes]

Interesting Things to Note
● Shounen, Comedy, and Adventure genres have a decreasing trend since they are among the 

top 5 genres commonly seen. Instead, Slice of Life and Music genres have an increasing trend. 
Thus, there is a shift in the genres trend that studios can take note of.

● Quality > quantity for increasing mean rating and thus profits.
● Random forest models have determined that over 70% of total number of features are not 

important.
○ This shows that feature engineering and selection is important in building machine 

learning models.



[Project Outcomes]

Data-driven Insights + Recommendations
More Insights:

● Important features that determine the success of an anime
○ ‘average_episode_duration’
○ ‘num_episodes’
○ ‘source_manga’
○ ‘media_type_movie’
○ ‘rating_pg_13’

More Recommendations:
● Studios should try to produce anime that originates from manga, has a pg_13 rating, and as a 

movie, which have a low number of episodes and long average episode duration. 
● Movie franchises will likely be more successful than just regular anime. Therefore, studios 

should produce anime movie franchises too.

[From EDA presented previously]



[Project Outcomes]

Conclusion

Anime fine-tuning & 
Maximize studios’ profits



[Project Outcomes]

Learning Points
Data collection:

● Scraping data using API calls
Data cleaning and preprocessing:

● Feature Engineering & Feature generation
● JSON manipulation techniques
● Generating time-series data 

EDA & Visualization:
● Visualization plots with large number of datapoints

○ By reducing the data point size,
○ By reducing the opacity of data points, or
○ By introducing random sampling

● ‘genres’ time-series EDA
Machine Learning:

● Machine Learning Models:
○ Ridge Regression, Lasso Regression, Random Forest, LinearSVC

● Classification Performance Metrics:
○ F-score (Precision & Recall), out-of-bag (obb) score, ROC AUC score



Thank You!


